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Analytic continuations of quantum cohomology

Yuan-Pin Lee, Hui-Wen Lin, and Chin-Lung Wang

Abstract. In the study of local model of ordinary flops, we introduce the
Birkhoff factorizaton procedure to produce the generalized mirror map, which
is the essential ingredient in performing analytic continuations of quantum
cohomology in the Kähler moduli spaces. We survey this procedure in this
article and provide an example to illustrate its validity.

1. GW theory

This article consists of the second author’s talk at ICCM 2010 at Beijing under
the same title, with more details filled in. The purpose is to introduce the results
obtained by the authors in [3] and [4] and to work out a typical example.

Let X be a projective manifold over C and Mg,n(X, β) be the moduli space of
n-pointed stable maps f : (C; p1, . . . , pn) → X from a nodal curve C with arithmetic
genus pa(C) = g, [f(C)] = β ∈ NE(X), the Mori cone of effective one cycles.

Li-Tian and Behrend-Fantechi had constructed the virtual fundamental class
[Mg,n(X, β)]vir ∈ AD(Mg,n(X, β))⊗Q with (virtual) dimension D = (c1(X).β) +
(1− g)(dimX − 3) + n. And then the (descendent) Gromov–Witten invariants are
defined by integration along these cycles: For ai ∈ H(X),

〈τk1
a1, . . . , τkn

an〉g,n,β =

∫
[Mg,n(X,β)]vir

n∏
i=1

ψki
i ev∗i ai,

where evi : Mg,n(X, β) → X is the evaluation morphism defined by evi(f) = f(pi)
and the descendent insertions ψi = c1(Li), Li|f = T ∗

pi
C is the class of the cotangent

line bundle at the i-th marked section on the universal curve

Mg,n+1(X, β) → Mg,n(X, β).

The (primary) GW potential is the generating function of all GW invariants
without descendent insertions (ki = 0). Let {Ti} be a cohomology basis of H =
H(X), {T i} be its dual basis, and t =

∑
tiTi ∈ H be a general element with ti

being the coordinates. Let {qβ}’s be the formal (Novikov) variables. Then

F g(t) =
∑

n≥0,β∈NE(X)

qβ

n!
〈t, t, · · · , t〉g,n,β .
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The quantum product uses genus 0 theory with n ≥ 3 marked points. Namely

Ti ∗t Tj =
∑
k

∂3F 0(t)

∂ti∂tj∂tk
T k =

∑
n,β,k

qβ

n!
〈Ti, Tj , Tk, t

⊗n〉0,3+n,β T
k.

It is well known that the associativity of the quantum product is equivalent to the
so called WDVV equations, which is also equivalent to the flatness of the Dubrovin
connection

∇z
i =

∂

∂ti
− 1

z
Ti ∗t

on the (trivial) tangent bundle TH = H ×H → H 
 t, with z ∈ C× being a free
parameter.

In fact, the GW potential can be regraded as a function in two sets of variables.
One is in the (complexified) Kähler moduli:

ω = B + iH ∈ K C

X = H2(X,R)/H2(X,Z) + iKX ,

with H being a Kähler class, such that

qβ = e2πi
∫
β
ω = e2πi(B.β)e−2π(H.β).

Conjecturally, F g(t) converges for H large. At ∞, qβ = 0 for β ∈ NE(X)\{0}
and ∗ reduces to cup product. However this is still a wide opened conjecture. To
avoid the convergence problem, one uses Novikov ring to work formally:

N(X) = C ̂[NE(X)],

the formal completion of the semigroup ring at the maximal ideal generated by all
qβ with β �= 0.

The second set of variables are ti’s, organized as t ∈ H. For similar convergence
reason one views {ti} as formal variables and F g(t) as formal power series. This
later issue can be easily avoided since one can usually work with n-pointed GW
invariants instead of the full generating functions.

It should also be remarked that (QH(X), ∗) = (H ⊗ N(X), (.), ∗,1) is then
a formal Frobenius manifold, where (, ) is the Poincaré pairing and 1 is the
fundamental class. We will not need this notion in this note.

2. Ordinary flops

We are interested in analytic continuations in the qβ variables arising from
geometry. In order to make sense of this, we require that a second projective
manifold X ′ to admit not just the same underlying vector spaces H2 for the Mori
cone to sit in but also the same space of insertions t ∈ H. The typical geometric
situation leads to such an equivalenceH(X) ∼= H(X ′) is given by the K-equivalence
relation in birational geometry [6]. In this note we study the basic building block
called the ordinary flops.

An ordinary P r flop f : X ��� X ′ is a particular type of birational map between
two projective manifolds such that it can be factorized through a pair of single
blow-up and blow-down: Y = BlZX = BlZ′X ′, where Z ⊂ X and Z ′ ⊂ X ′ are
the f -exceptional loci. More precisely, there is a commutative diagram of birational
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maps

E ⊂ Y
φ

�����
���

���
�

φ′

����
���

���
��

Z ⊂ X
f

��

ψ ���
��

��
��

��
Z ′ ⊂ X ′.

ψ′
�����

���
���

�

S ⊂ X̄

Here ψ is the starting extremal contraction of flopping type, with its restriction to
the exceptional loci ψ̄ : Z = PS(F ) → S being equipped with a projective bundle
structure with rankF = r+1. Also it is required that along each ψ̄-fiber (Zs

∼= P r)
one has NZ/X |Zs

= OP r(−1)r+1. Then it is not hard to show that f can be achieved
by the blowing up map φ : Y → X along Z, followed by the blowing down map
φ′ : Y → X ′ along the second fiber direction of E → S (which is a P r × P r

bundle). Moreover we have Z ′ = PS(F
′) for another vector bundle F ′. Notice that

E = Z ×S Z ′, and all the local structures are determined by

NZ/X = ψ̄∗F ′ ⊗ OZ(−1), NE/Y = OE(−1,−1).

The graph closure of f induces the canonical correspondence via the Künneth
formula:

F = [Γ̄f ] ∈ A(X ×X ′) : H(X) → H(X ′).

In fact it is equivalent to the map φ′
∗ ◦ φ∗.

It was shown in [3] that F gives equivalence of Chow motives and Poincaré
pairing gij = (Ti.Tj), but NOT the cup product. Neither does F preserve the
effectivity of curves. Indeed,

F � = −�′

with � = [P 1] ∈ NE(X) the ψ-extremal ray and �′ = [P 1] ∈ NE(X ′) the ψ′-
extremal ray. By the duality pairing between Kähler cone and Mori cone, this
implies that under F : H(X) ∼= H(X ′), KX ∩ KX′ = ∅. In particular, the
comparison of (QH(X), ∗) and (QH(X ′), ∗) can make sense only under

F qβ = qFβ

and analytic continuations in the q� (= q−�′) variable. This is precisely the notion
we intend to explore throughout this note.

A P r flop is called simple if the base is a point: S = pt. This is the most studied
case in the existing literature:

Theorem 2.1 (Li–Ruan, 1997 [5]). For simple P 1 flops on 3-folds, which are

also known as Atiyah flops, we have F : QH(X)
∼→QH(X ′).

Theorem 2.2 (LLW, 2006 [3]). The invariance of quantum ring, up to analytic
continuations, holds true for simple P r flops in all dimensions.

Theorem 2.3 (Iwao–LLW, 2008 [2]). The invariance of full Gromov-Witten
theory with 2g + n ≥ 3 holds true for all simple P r flops.

In fact the invariance for the total ancestror potential in all genera is established
in [2] based on results in [3]. Recently the authors studied the problem for general
ordinary flops without the “simple” assumption [4] and obtained, among other
things, the invariance of quantum rings under the split assumptions of the bundles
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F and F ′. It is the main purpose of the following sections to present some typical
examples to illustrate the general theory.

3. Local models

We consider the general case S �= pt. We will review certain background
material in [4] without proof in order to state the final problem on local models.
Using deformations to the normal cone for Z ↪→ X and Z ′ ↪→ X ′, ie. on the X side
we blow up the trivial family X × A1 along Z × {0}:

W = BlZ×{0}X × A1

π

��

X × A1

we get W0 = Y ∪E Xloc and W ′
0 = Y ∪E X ′

loc above 0 ∈ A1. Since both X and
X ′ share the same log pair (Y,E), the natural goal is to reduce the problem on
quantum invariance to the local model f : Xloc ��� X ′

loc where the projective local
models are given by corresponding morphisms among projective bundles:

Y1 = PE(NE/Y ⊕ O)

φ

�����
���

���
���

�
φ′

����
���

���
���

��

PZ(N ⊕ O)
f

�� PZ′(N ′ ⊕ O).

The reduction performed in [4] requires a two-steps degeneration analysis
which, as in the simple case [3], is based on J. Li’s algebraic version of the
degeneration formula of GW invariants. However, we will not address on this
reduction here. The outcome is that we may assumeX = Xloc, the double projective
bundle

p̄ : X
p→Z

ψ̄→S,

with the price to pay that we need to deal with somewhat more general GW
invariants called of f -special type.

Let h = c1(OZ(1)) and ξ = c1(OX(1)) = [E] be the relative hyperplane classes
for ψ̄ and p respectively. By Leray-Hirsch,

H(X) = H(S)[h, ξ]/(fF (h), fN⊕O(ξ)),

where fV (x) denotes the Chern polynomial of the bundle V . Since deg fF = r + 1
and deg fN⊕O = r + 2, there is an obvious integral basis of H(X) of the form

t̄hiξj , t̄ ∈ H(S), i ≤ r, j ≤ r + 1.

Lemma 3.1. F is H(S)-linear. It respects the product structure on the ideal
generated by ξ, namely F ξ.

∏
ui = ξ′

∏
Fui and Fhj = (ξ′ − h′)j for j ≤ r. In

particular, F is a group isomorphism.

Now we discuss the Mori cone. We can always write β ∈ NE(X) as β =
d� + d2γ + [βS ], where γ is the p-fiber line class with d2 = (ξ.β). βS = p̄∗β with
canonical lift [βS ] ∈ NE(Z) ↪→ NE(X) characterized by (h.[βS]) = 0. There is a



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

ANALYTIC CONTINUATIONS OF QUANTUM COHOMOLOGY 273

natural commutative diagram on one cycles:

N1(X)
F ��

p̄∗⊕d2 ����
���

���
��

N1(X
′)

p̄′
∗⊕d′

2		���
���

���
�

N1(S)⊕ Z.

This reduces the analytic continuation problem to the one on sub fiber-series

〈α〉g,βS ,d2
=

∑
d

〈α〉g,βS ,d2,d q
d�,

with q� being the only variable. From now on we consider only the case g = 0 so
we freely drop this index on genus henceforth.

We need to consider absolute local invariants of f -special type: Namely in the
above multi insertions α, we allow non-trivial descendent insertions τja (j �= 0)
supported inside the isomorphic loci: a|Z = 0. Equivalently, ξ | a.

4. Analytic continuations

There are four major steps toward the analytic continuations on local models.
Namely (1) quantum corrections by extremal rays, (2) reduction by the dvisorial
reconstruction to the quasi-linearity, (3) Birkoff factorizations (BF) and the gener-
alized mirror transformations (GMT), and the final step (4) analytic continuations
of BF/GMT. The first two steps are precisely the steps needed in the simple case
[3]. It is generalized to the non-simple case in [4], though technically much more
involved due to the presence of bundles F and F ′. Steps (3) and (4) are new for
the non-simple case, which is also the main theme of this note.

Step 1: Extremal series (βS , d2) = 
0. We only review the case S = pt in [3]
to fix the ideas. The general case holds with more complicate formulas involving
ci = ci(F ) and c′i = ci(F

′).
First of all, consider 3 classes ai ∈ Aki(X) with 1 ≤ ki ≤ r, k1 + k2 + k3 =

dimX = 2r + 1. Then the defect of the cup product is given by

(Fa1.Fa2.Fa3)
X′ − (a1.a2.a3)

X

= (−1)r(a1.h
r−k1)X(a2.h

r−k2)X(a3.h
r−k3)X .

Secondly, let ai ∈ Aki(X) with
∑

ki = 2r+1+ (n− 3). Using localization and
classical mirror symmetry techniques (plus reconstruction to be stated below), one
proves the generalized multiple cover formula:

〈a1, . . . , an〉Xn,d�
= (−1)(r+1)(d−1)Nk1,...,kn

dn−3(a1.h
r−k1)X · · · (an.hr−kn)X .

To see this leads to quantum corrections to the cup product, consider the
rational form of the geometric series

f(q) :=
q

1− (−1)r+1q
=

∑
d≥1

(−1)(r+1)(d−1)qd.

It satisfies the functional equation E(q) := f(q) + f(q−1) + (−1)r+1 = 0 (E(q) is
the formal Euler series), which will be the main source of analytic continuations.
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Indeed, for extremal functions 〈α〉0 :=
∑∞

d=0〈α〉d� qd�,

〈Fa1,Fa2,Fa3〉X
′

0 − F 〈a1, a2, a3〉X0
= (a1.h

r−k1)(a2.h
r−k2)(a3.h

r−k3)
(
(−1)r − f(q�

′
)− f(q−�′)

)
= 0.

For n ≥ 4, let δ = q�∂/∂q� = −q�
′
∂/∂q�

′
be the power operator. Then

〈Fa1, · · · ,Fan〉X
′

0 − F 〈a1, · · · , an〉X0

= (−1)nNk1,...,kn

n∏
i=1

(ai.h
r−ki) δn−3

(
f(q�

′
) + f(q−�′)

)
= 0.

These explains the invariance of quantum product restricted to the extremal rays.
Step 2: Now we come back to general S and consider the F -invariance of

〈τk1
t1ξ

j1hl1 , · · · , τkn
tnξ

jnhln〉XβS ,d2

up to analytic continuations, for all (βS , d2) �= (0, 0), where ti ∈ H(S) and ki �= 0
only if ji �= 0 (invariants of f -special type).

The divisorial reconstruction theorem of Lee–Pandharipande says that

e∗iL ∩ [M0,n(X, β)]vir

= (e∗jL+ (β.L)ψj) ∩ [M0,n(X, β)]vir −
∑

β1+β2=β

(β1.L)[Di,β1|j,β2
]vir.

In principle this allows us to move each divisor factor like ξ and h to the last point.
For the invariance property to be compatible with the process, it is crucial to make
sure that the last boundary splitting terms do not lead to 2-point GW extremal
series since it is not F -invariant.

If 
j �= 0, it is reduced to quasi-linearity: That is, F -invariance of

〈t1, . . . , tn−1, τka.ξ〉XβS,d2
.

If 
j = 0 and d2 �= 0, one may insert ξ by hand based on the divisor equation.
For d2 = 0, however, we arrived at a new case which has no counterpart in the
simple case. The actual process in [4] is rather sophisticated. It is based on a clever
use of the WDVV equations to create a triangular system of linear equations. By
solving this system we again reduce to the case with non-trivial appearance of ξ,
and thus to the quasi-linearity conjecture. We remark that so far everything works
for general bundles F and F ′ without the split assumption.

5. BF and GMT

Let τ =
∑

i τ
iTi = τ1 + τ2 ∈ H, τ1 ∈ H2. The J-function is the generating

function of 1–descendent invariants:

JX(τ ; z−1) = 1 +
τ

z
+

∑
β,n,i

qβ

n!
T i

〈
Ti

z(z − ψ)
, τ⊗n

〉
0,n+1,β

= e
τ
z +

∑
β 
=0,n,i

qβ

n!
e

τ1
z +(τ1.β)T i

〈
Ti

z(z − ψ)
, τ⊗n

2

〉
0,n+1,β

.

For the second equality we have to employ the deliton equation and divisor equation
(with descendent) to take out the relevant cohomology classes from the bracket.
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Being a generating function, it is perhaps not too surprise that J also gives rise
to fundamental solutions (flat frame) of the Dubrovin connection:

z
∂

∂ti
z

∂

∂tj
J(t) =

∑
k

ckij(t) z
∂

∂tk
J(t)

with ckij(t) =
∑

m F 0
ijm(t) gmk being the structure constants of ∗t. (Here gmk =

(Tm, Tk) is the Poincaré pairing and (gmk) is the inverse matrix.)
Notice that for a flop f : X ��� X ′, in general we can not expect JX(t), as

well as the frame ∂jJ
X(t), to be F -invariant. However it is precisely our plan to

show that the coefficients ckij(t)’s are F -invariant. This is somewhat similar to,
though much more advanced than, the Frenet frame in the classical curve theory
in Euclidean spaces.

The real difficulty in dealing with the (big) J function lies in the fact that in
general we do not have direct control of all the ∂j directions. In practical situations
if we are dealing with projective manifoldX equipped with C× actions, localizations
on the stable map moduli spaces leads to certain combinatorial data related to the
J function in some partial directions. Special efforts then need to be made in each
particular case to extract the relevant partial information on J determined by these
localization data.

For this reason, we now assume that f is split: Namely

F =
r⊕

i=0

Li, F ′ =
r⊕

i=0

L′
i

for some line bundles Li’s and L′
i’s on S. The Chern polynomials take the form

fF =
∏

ai =
∏

(h+ Li), fN⊕O = br+1

∏
bi = ξ

∏
(ξ − h+ L′

i).

Step 3: Birkhoff factorization (BF). For β = βS + d� + d2γ, we denote by
μi := (Li.βS), μ

′
i := d2 + (L′

i.βS), and then

(ai.β) = d+ μi, (bi.β) = −d+ μ′
i.

From fiber-wise C× localization, it is natural to consider the following product
of Gamma factors (we set λβ = (c1(X/S).β)):

I
X/S
β :=

1

zλβ

Γ(1 + ξ
z )

Γ(1 + ξ
z + d2)

r∏
i=0

Γ(1 + ai

z )

Γ(1 + ai

z + μi + d)

Γ(1 + bi
z )

Γ(1 + bi
z + μ′

i − d)
.

The hypergeometric modification of the base J function JS(t̄), modified by the
fiber information of the split toric bundle p̄ : X → S, is defined to be

I(D, t̄; z, z−1) =
∑

β∈NE(X)

qβe
D
z +(D.β)I

X/S
β JS

βS
(t̄),

where the variable D = t1h + t2ξ is the fiber divisor and t̄ ∈ H(S). The reason
for this extra exponential factor comes from the fact that the relative factor IX/S

takes care only the (small) divisor variables in the GW theory.
The difference between J and I is that the former is a power series in z−1 while

the later is only a Laurent series in z−1, as it generally contains positive z powers
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when λβ is sufficiently negative. A result of J. Brown [1] shows that I lies in the
“Lagrangian cone” spanned by J . In practical terms this means that

I(D, t̄; z, z−1) ∈ N(X)[z][z∂τ0 , · · · , z∂τN ]J(τ ),

where {τ i} is a complete set of dual coordinates on H.
Since the relation between the variables t̂ = (D, t̄) and τ is not clear in the

above form, in order to put it into use we prefer to switch the differential operators
to the LHS. This cannot be done näively since we do not have all the directions
(variables) available on the I factor. Indeed we can only make use of ti, i = 1, 2 in
the fiber directions. It turns out that this is enough for our purpose since we can
perform higher derivatives:

Theorem 5.1 (BF/GMT [4]). There is a unique differential operator

B(z) = 1 +
∑

qβcβ(z, z∂ti , z∂t̄s), i = 1, 2,

such that
J(τ ; z−1) = B(z)I(t̂; z, z−1) = 1 +O(1/z).

The generalized mirror transformation is then determined by τ (t̂) = t̂ +∑
qβgβ(t̂) which is simply the 1/z coefficient of the RHS.

We indicate how to compute B(z) inductively. By induction on β ∈ NE(X)
we may construct cβ by removing the top z power

A = zkqβ(T̄sh
iξj), i ≤ r,

in Iβq
β via näive “quantization”:

I − ÂI = I − zkqβ(z∂t̄s)(z∂t1)
i(z∂t2)

jI.

The target term is removed since

ÂIβ=0 = A.

Also all the newly added terms are of higher order in NE(X). Then we keep on
removing all the lower z≥0 terms.

Reduction to proving F -invariance of BF/GMT.
We start by noticing the symmetry of roots (Chern monomials):

Fai = F (h+ Li) = (ξ′ − h′ + Li) = b′i, F bi = a′i.

To consider the similar notion for effective one cycles, we call a class β ∈ NE(X)
being F -effective if Fβ ∈ NE(X ′) too. It is not hard to show that

β ∈ NE(X) ⇐⇒ ∃i, (β.ai) = d+ μi ≥ 0,

Fβ ∈ NE(X ′) ⇐⇒ ∃i, (β.a′i) = −d+ μ′
i ≥ 0.

If β is NOT F -effective, then by using Γ(1 + x) = xΓ(x), one calculates easily

that (notice that ξ = br+1 and
∏r+1

i=0 bi = 0)

IX/S .ξ =
∏

(· · · )
∏r

i=0

bi
z
.ξ = 0.

If β is F -effective, by symmetry of roots, we find

F IX .ξ = IX
′
.ξ′.

Finally, since
JX(τ (t̂)).ξ = B(z)IX(t̂).ξ,
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by another induction on the number of insertions we need only to show the F -
invariance for B(z) and τ (t̂) in order to prove the quasi-linearity.

This last task is the final step (Step 4) of the procedure. The underlying
principle for us to believe this to be true is because that IX is a solution to the
Picard-Fuchs equation

PF =
∏

z∂aj
− q�

∏
z∂bj

as one may check easily. (Here we abuse the notation by writing ∂v to denote the
directional derivative in v. Thus if v =

∑
viTi ∈ H2 then ∂v =

∑
vi∂ti .) It happens

that

FPFX = −q−�′PFX′

which simply means that both IX and IX
′
satisfy the same Picard-Fuchs equation,

but in different coordinate charts “|q�| < 1” and “|q�| > 1” respectively.
This is the starting point toward the proof in [4]. In the following section we

will work out directly an example to illustrate the general principle.

6. A typical example: BF

Let f : X ��� X ′ be a local P 1 flop over S = P 1 of type

(S, F, F ′) = (P 1,O(−5)⊕ O,O(1)⊕ O).

Hence a0 = h− 5p, a1 = h, b0 = ξ − h+ p and b1 = ξ − h.
Let d2 = 0. The case with d2 > 0 is much easier since the highest possible z

power decreases in d2. So β = d�+ s[S]. Denote by q := q�, q̄ := q[S].
Since H(P 1) = Z[p]/(p2), in order to work out the explicit calculation, in the

following we use only the small JP 1

= IP
1

for the base S. Hence from now on we
let t ∈ H2(X) be a general divisor variable t = t1h+ t2ξ + t3p.

The hypergeometric factor is then explicitly given by

IXβ = I
X/S
β ISβS

≡ Is,d =

0+∏
−d+s+

(b0 +mz)
0+∏
−d+

(b1 +mz)

d−5s+∏
0+

(a0 +mz)
d+∏
0+
(a1 +mz)

× 1
s+∏
0+
(p+mz)2

.

The product factor is positively directed in the sense that it needs to be switched
up or down for smaller d so that the running index m is increasing. For example, if

s ∈ N then
∏s+

0+ means m ∈ [0+, s+] ∩ Z, namely m ∈ [ε, s+ ε] ∩ Z = {1, 2, · · · , s}.
However if s ∈ Z≤0 then

s+∏
0+

= 1/

0+∏
s+

and [s+, 0+]∩Z = {s+ 1, · · · ,−1, 0}. The position shown above is thus correct for
d ≥ 5s. Notice also the product length is simply (β.ai) or (β.bi) etc..

If d ≥ s+ 1, the z expansion is

Is,d = z2s−2Ws(d)b0b1 + · · · ,
where we call Ws(x) the fundamental rational function:

Ws(x) =
(−1)s

(s!)2
(x− (s+ 1)) · · · (x− (5s− 1))

x
, degWs = 4s− 2.
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In general the poles of Ws(d) must lie entirely in the F -effective range. Here in the
example we have only one pole at d = 0.

When d moves from regular point of Ws(d) into poles, the z power will increase.
In fact, the following beautiful relation holds:

Is,d(z, z
−1)|ai=1,bi=−1 = Ws(d+ 1/z),

the Laurent series at x = d with the formal assignment Δx = 1/z. Here, for s ≥ 1,
the residue of Ws(d) at 0 is given by ws = (5s− 1)!/(s!)3. In fact

Is,0 = (−1)s−1wsz
2s−2a0

(
z − (b0Hs + 2pHs + a0H5s−1) +O(1/z)

)
.

Let s = 1. Since the highest z power is given by the term A = w1a0z, the first
step BF then reads as

B1(z)I = I − w1q̄z(z∂a0
)I = O(z0) mod q̄2.

Here again we write ∂a0
to denote the operator ∂t1 − 5∂t3 . We will do so in all the

remaining sections. By the symmetry of roots, the operator B1(z) = 1−w1q̄z(z∂a0
)

is easily seen to be F -invariant.
For s = 0, d ≥ 1, again from the explicit expression of Is,d we have extremal

parts

qde
t
z+(t.β)I0,d = qde

t1h+t2ξ+t3p
z +t1d

(b0b1
d2

1

z2
+O(1/z3)

)
.

The qdq̄z0 coefficient of B1(z)I = I − w1q̄z(z∂a0
)I then equals

b0b1

(
W1(d)−

w1

d

)
=: P1(d)b0b1, (d ≥ 2).

By comparing with the similar calculation on the X ′ side, we observes the
following polynomial property

PX
1 (d) = −PX′

1 (−d).

Modulo some terms in the F -effective range, this implies the F -invariance of
the top z power series in B1(z)I since

F
∑
d≥0

PX
1 (d)b0b1q

d −
∑
d≥0

PX′

1 (d)b′0b
′
1q

′d = b′0b
′
1P1(δ)E(q′) = 0.

(Notice that we had not yet treat terms with 0 ≤ d ≤ 1 carefully.)
This in turn will imply the F -invariance of the operator B2(z) defined by

B2(z)I =
(
1− w1q̄zz∂a0

− q̄
∑
d≥1

qdP1(d)b̂0b1 + U
)
I = 1 +O(1/z),

where U denote terms in the F -effective range which can be determined by a direct
calculation (see the next section).

And then this would finally (and still highly non-trivially) implies the F -
invariance of the 1/z coefficient, i.e. the GMT:

F τX(t) ∼= τX
′
(F t),

for t ∈ H2(X). This is carried out in the following section.
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7. Explicit GMT

We start by writing out the complete form of BF including the F -effective

range. Let Θ = b0b1. Notice that Θ̂ = b̂0b1 = b̂0b̂1− â0â1 instead of being b̂0b̂1. This
is because the quantization of a class is defined only on its reduced representation.
In fact

Θ̂ = (1− q)b̂0b̂1

since â0â1 = qb̂0b̂1 by the Picard-Fuchs equation. To distinguish these two expres-

sions we set Θ̂2 = b̂0b̂1 in the following and thus Θ̂ = (1− q)Θ̂2.

Lemma 7.1. Modulo q̄2, we have Birkhoff factorization

Ĩ − w1q̄zz∂h−5pĨ

+ w1q̄
(
H4z∂h−5pz∂h−5p + 2H1z∂h−5pz∂p +H1z∂h−5pz∂ξ−h+p

)
Ĩ

+ w1q̄q
(
H1 −H4

)
Θ̂2Ĩ

+ q̄qW1(1)
(
z∂h−5pz∂ξ−h + Θ̂2

)
Ĩ

− q̄(1− q)
∑
d≥1

P1(d)q
d Θ̂2Ĩ .

Here Ps(d) denotes the polynomial part of Ws(d) and Hn :=
∑n

k=1 1/k.

As before, this is deduced from the basic z expansions in various ranges. In the
following we called F -effective range the unstable range since the I factors jumps
up and down unstably. The initial unstable range is the subrange where Ws admit
poles. In the current example there is only one pole for Ws at d = 0. Other effective
range is then called the stable range.

Lemma 7.2 (Stable range). Let s ≥ 0 and d ≥ s+ 1, then

Is,d = Ws(d)
Θ

z2−2s

(
1− 1

z

(
(−h+ p)Hd−s−1 + 2pHs + (h− 5p)Hd−5s +

h

d

)
+O(z−2)

)
.

This includes the extremal case s = 0, d ≥ 1.

Remark 7.3 (Extremal term). Let d ≥ 1. Then

I0,d =
1

d2
Θ

z2

(
1− 1

z

(
(−h+ p)Hd−1 + (h− 5p)Hd +

h

d

)
+O(z−2)

)
.

Recall that ws := (5s− 1)!/(s!)3 is the degree −1 coefficient of the Laurent
series of Ws(d) at d = 0.

Lemma 7.4 (Initial unstable range). Let s ≥ 1 and d = 0, then

Is,0 = (−1)s−1wsz
2s−1(h− 5p)(

1− 1

z

(
(ξ − h+ p)Hs + 2pHs + (h− 5p)H5s−1

)
+O(z−2)

)
.

Lemma 7.5 (Remaining unstable range). Let s ≥ 1 and 1 ≤ d ≤ s, then

Is,d = −Ws(d)
(h− 5p)(ξ − h)

z2−2s
×

(
1− 1

z

(
(ξ − h+ p)Hs−d + (ξ − h)Hd−1 + 2pHs + (h− 5p)H5s−d−1

)
+O(z−2)

)
.
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Now we determine I+1 , the z−1 term after BF (and using Θξ = 0 and
(h− 5p)h = 0 for simplification). The GMT is given by τ = t+ I+1 .

I+1 =w1q̄(h− 5p)
(
(ξ − h+ p)2 + (h− 5p)(ξ − h+ p)H4H1 + 2(ξ − h+ p)pH2

1

)

+q̄qW1(1)(h− 5p)(ξ − h)
(
2pH1 + (h− 5p)H3 + hH1

)

�−q̄Θ
∑
d≥2

W1(d)q
d((−h+ p)Hd−2 + (−h)Hd−1 + 2pH1 + (h− 5p)Hd−5 + hHd

)

§−w1q̄Θ
(
(h− 5p)

∑
d≥1

1

d2
qd −

∑
d≥1

1

d
qd

(
(−h+ p)Hd−1 + (−h)Hd−1 + (h− 5p)Hd + hHd

))

+w1q̄Θ
(
2H4(h− 5p) + 2H1p+H1((−h+ p)− (h− 5p))

)∑
d≥1

1

d
qd

�−w1q̄Θ(H4 −H1)
∑
d≥1

qd
(
(−h+ p)Hd−1 + (−h)Hd−1 + (h− 5p)Hd + hHd

)

�−w1qq̄Θ(H1 −H4)
(
(−h+ p) + (−h)

) ∑
d≥1

1

d
qd

�−w1q̄qΘ(H1 −H4)
∑
d≥1

qd
(
(−h+ p)Hd−1 + (−h)Hd−1 + (h− 5p)Hd + hHd

)

�+qq̄ΘW1(1)
(
(−h)− (h− 5p)− (−h)− (−h+ p)

) ∑
d≥1

1

d
qd

�+q̄Θ
∑
d≥1

qdP1(d) (1− q)
(
(−h) + (−h+ p)

) ∑
d≥1

1

d
qd

�+q̄Θ
∑
d≥1

qdP1(d) (1− q)
∑
d≥1

qd
(
(−h+ p)Hd−1 + (−h)Hd−1 + (h− 5p)Hd + hHd

)
.

Here the terms labeled with �, §, � and � are coming from the more degenerate
terms (other than qd/d) from I, −w1q̄zz∂h−5pI, w1∗ and W1(d)∗ respectively.

The basic idea to arrange the terms is the following:
(1) The main terms should be the derivative W •

1 (d) from � since there are
harmonic series Hd−2 −Hd−5 coupled to W1(d).

(2) The next main term would be the remaining part from � which we will
make it into P1(d) by subtracting suitable w1/d.

(3) Other terms related to P1(d) are from �, there we need to perform harmonic
convolution like P1(d) ∗ (1/d) defined by

(P ∗Q)(d) =

d−1∑
k=1

P (d− k)Q(k).

When Q(d) = 1/d, it follows easily from the definition that

P (d) ∗ (1/d) = P (d)Hd−1 + P ∗(d)

where P ∗ is a polynomial in d with degP ∗ = degP .
(4) All non-polynomial terms left are either qd/d or qd/(d− 1). For the latter,

terms in the group labeled with � will cancel automatically. The same holds for the
group �. In fact this auto-cancelation should follow from the beginning if we replace
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h2 by 5hp before the quantization. The final cancelation on qd/d follows by direct
calculation.

Now we give the details. We omit all the q̄Θ factor involved. From � we get∑
d≥2

W1(d)q
d((h− 5p)(Hd−2 −Hd−5)−

h

d
− 2p+ 4pHd−2).

From §, the first series reduces the term (h− 5p)Hd into (h− 5p)Hd−1 and we get

w1

∑
d≥1

qd

d
(−4pHd−1 +

h

d
).

By adding the d = 1 terms, these two combines into (2p+ h)W1(1) plus

(h− 5p)
∑
d≥1

W •
1 (d) +

∑
d≥1

qd
(
W1(d)(−2p− 5p

d
+ 4pHd−2) +

w1

d
(
h

d
− 4pHd−1)

)
.

The second sum simplifies to∑
d≥1

qdP1(d)(−2p− 5p

d
+ 4pHd−2) + w1

∑
d≥1

qd
(h− 5p

d2
− 2p

d
− 4p

(d− 1)d

)
.

The 1/d2 term in the second sum cancels the only singularity of W •
1 (d). Also

−4pw1

(d− 1)d
= −4pw1(

1

d− 1
− 1

d
).

We will first deal with 1/(d− 1) terms. The first � series gives 4pW1(1)/(d− 1).
The last series in � gives∑

d≥1

qdP1(d)(1− q)
∑
d≥1

qd(
2h− p

d
− 4pHd).

The part on (2h− p)/d exactly cancels with the second series in �. The remaining
part −4p(1− q)

∑
d≥1 Hd = −4p

∑
d≥1 1/d. Hence we arrive at

−4p
∑
d≥1

P1(d) ∗ (1/d) = −4p
∑
d≥1

(
P1(d)Hd−1 −

3

2
d(d− 1)− 9(d− 1)

)
.

Now the first term cancels with a similar term P1(d)4pHd−2 above to

−4p
P1(d)

d− 1
= −4p

−d2 + 9d− 26

d− 1
= 4p(d− 8) + 4p

18

d− 1
,

where surely 18 = −P1(1) and in fact the actual numbers are not important at all.
In summary, the above 1/(d− 1) terms sum together to

4p

d− 1
(−w1 +W1(1)− P1(1)) = 0!

Similarly and much easily, for the � terms, the first and the third series differ
by a shifting factor q hence they combine into −w1(H4 −H1) times∑

d≥1

(−h+ p

d− 1
+

−h

d− 1
+

h− 5p

d
+

h

d

)
=

∑
d≥1

(−2h+ p

d− 1
+

2h− 5p

d

)
.

It is clear the first term cancels exactly the second series in �.
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It remains to take care
∑

d≥1 q
d/d terms. The coefficients are simply

w1(2H4(h− 5p) + 2p− 2h+ 6p)

− 5pP1(0)− 2pw1 + 4pw1 − w1(H4 −H1)(2h− 5p) = 0,

which follows by noticing that −P1(0) = w1(H4 −H1). (The first line comes from
the unmarked series between § and �.)

Finally, It is easy to see the resulting polynomial series is given by

q̄Θ
∑
d≥1

qd
(
(h− 5p)P •

1 (d) + 6p(d+ 6)(d− 1) + 4p(d− 8)
)

= q̄Θ
∑
d≥1

qd
(
(h− 5p)P •

1 (d)− 6pP1(d) + 8(11d− 28))
)
.

As we have explained before, this polynomial property together with its coun-
terpart on the X ′ side will then leads to the analytic continuation of the generalized
mirror transformation.
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