
Introduction to modular forms

A course by prof. Chin-Lung Wang

2023 Spring

1 Introduction, 2/20

Let Λ = Zω1 + Zω2 be a lattice in C, where ω1, ω2 are linearly independent over R. We

define the Weierstrass’ ℘-function:

℘(z; Λ) = ℘(z) :=
1

z2
+
∑
ω∈Λ×

Å
1

(z − ω)2
− 1

ω2

ã
,

where Λ× = Λ \ {0}. This sum converges absolutely (and uniformly on any compact set)

when z /∈ Λ and hence define a meromorphic function on the torus Eλ := C/Λ. After a

coordinate change, we may choose Λ to be Z+ Zτ , where

τ ∈ H := {τ ∈ C | Im τ > 0}.

By a simple calculation, we get

℘′2 = 4℘3 − g2(Λ)℘− g3(Λ)

for some g2(Λ), g3(Λ) ∈ C. The map (℘, ℘′) : Eλ 99K C2 thus gives us an isomorphism

between C/Λ and a cubic curve. Write

℘(z) =
1

z2
+
∑
ω∈Λ×

∞∑
ℓ=1

(ℓ+ 1)
zℓ

ωℓ+2
=:

1

z2
+

∞∑
ℓ=1

Gℓ+2(Λ)(ℓ+ 1)zℓ.

Definition 1.1. The number

Gk(Λ) :=
∑
ω∈Λ×

1

ωk

is called the Eisenstein series, where k ∈ 2Z≥2.
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Typical problem (sum of squares): Given natural numbers n, k, what is the number

r(n, k) of ways to write

n = n2
1 + · · ·+ n2

k, ni ∈ Z?

By definition, r(n, k) =
∑

ℓ+m=n

r(ℓ, i)r(m, j) for any i+j = k. So we consider the generating

function

θ(τ, k) :=
∞∑
n=0

r(n, k)qn, q = e2πiτ .

Then

θ(τ, k1)θ(τ, k2) = θ(τ, k1 + k2),

and hence θ(τ, k) = θ(τ, 1)k.

Formal definition of modular forms with respect to SL(2,Z). (Note that EΛ
∼= EΛ′ if

and only if Λ and Λ′ are related by SL(2,Z). The upper half plane H admits an SL(2,Z)-

action: γ(τ) = aτ+b
cτ+d

if γ = ( a bc d ). So the moduli space of elliptic curves is given by the

quotient SL(2,Z)\H.

Definition 1.2. For an integer k, a meromorphic function f : H→ C is weakly mod-

ular of weight k if

f(γ(τ)) = (cτ + d)kf(τ)

for all τ ∈ H and γ ∈ SL(2,Z).

This condition is equivalent to f(τ +1) = f(τ) and f(−τ−1) = τ kf(τ) since SL(2,Z)

is generated by Ç
1 1

0 1

å
and

Ç
0 1

−1 0

å
.

So we can write

f(τ) =
∑
n∈Z

anq
n, q = e2πiτ

near i∞. Note that

dγ(τ) =
a(cτ + d)− (aτ + b)c

(cτd)2
dτ =

dτ

(cτ + d)2
.

Hence, for the pluricanonical s-form, f(τ)dτ⊗s,

f(γ(τ))dγ(τ)⊗s = (cτ + d)k−2sf(τ)dτ.
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Definition 1.3. A weakly modular function f is modular if it is holomorphic on H

and holomorphic also at ∞, i.e., |f(τ)| is bounded near ∞. The set of modular functions

of weight k is denoted by Mk(SL(2,Z)).

M(SL(2,Z)) :=
⊕
k∈Z

Mk(SL(2,Z))

defines a ring. The subset

Sk(SL(2,Z)) ⊆Mk(SL(2,Z))

consists of cusp forms, i.e., f(τ) vanishes at cusps, which is i∞ in this case.

Back to the sum of squares problem. For k = 1, we have

θ(z) := θ(τ, 1) =
∑
d∈Z

e2πid
2τ .

We have

θ(−1/4τ) =
√
−2iτ θ(τ)

by Poisson summation formula. Note that −1/4τ = ( 0 −1
4 0 ) (τ) but ( 0 −1

4 0 ) /∈ SL2(2,Z). So

we should resolve it byÑ
0 1/4

−1 0

éÑ
1 −1

0 1

éÑ
0 −1

4 0

é
=

Ñ
1 0

4 1

é
.

This gives us

θ4

Å
τ

4τ + 1

ã
= (4τ + 1)2θ4(τ).

Definition 1.4 (Modular form with respect to congruent subgroup). Let N be a natural

number. The principal congruent subgroup of level N is

Γ(N) :=

®Ç
a b

c d

å
∈ SL(2,Z)

∣∣∣∣∣
Ç
a b

c d

å
≡
Ç
1 0

0 1

å
(mod N)

´
⊆ SL(2,Z) = Γ(1).

A group Γ is congruent of level N if

Γ(N) ⊆ Γ ⊆ SL(2,Z).

(Weakly) modular forms with respect to Γ are defined similarly as in the case SL(2,Z).

The set of modular forms of weight k with respect to Γ is denoted by Mk(Γ).
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There are some other congruence subgroups:

Γ0(N) :=

®Ç
a b

c d

å
∈ SL(2,Z)

∣∣∣∣∣
Ç
a b

c d

å
≡
Ç
∗ ∗
0 ∗

å
(mod N)

´
,

Γ1(N) :=

®Ç
a b

c d

å
∈ SL(2,Z)

∣∣∣∣∣
Ç
a b

c d

å
≡
Ç
1 ∗
0 1

å
(mod N)

´
.

Then there is an inclusion

Γ(N)⊴ Γ1(N)⊴ Γ0(N) ⊆ SL(2,Z).

In fact, Γ1(N) is the kernel of

Γ0(N) (Z/NZ)×

γ d,

and Γ(N) is the kernel of

Γ1(N) Z/NZ

γ b.

Hence, if we consider the group Γ = ⟨( 1 0
4 1 ) , (

0 1
−1 0 )⟩, which is in fact Γ0(4), then θ4 is

a modular form with respect to Γ.

2 Introduction II, 2/22

Recall that θ(τ) =
∑
d∈Z

e2πid
2τ satisfies θ(−1/4τ) =

√
−2iτθ(τ),

θ4

Å
τ

4τ + 1

ã
= (4τ + 1)2θ4(τ),

and θ4 ∈M(Γ0(4)).

Recall the identity
∞∑

n=−∞

1

n+ τ
= π cotπτ.

Taking derivatives on the both sides we get

∞∑
n=−∞

1

(n+ τ)2
=

π2

sin2(πτ)
=
−4π2e2πiτ

(1− e2πiτ )2
=

(2πi)2q

(1− q)2
= (−2πi)2

∞∑
ℓ=1

ℓqℓ.

Differentiate this identity k − 2 times with respect to τ , we get

∞∑
n=−∞

1

(n+ τ)k
=

(−2πi)k

(k − 1)!

∞∑
ℓ=1

ℓk−1qℓ.
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For even k ≥ 4, since

Gk(τ) = 2ζ(k) + 2
∑
m>0

∞∑
n=−∞

1

(n+mτ)k

= 2ζ(k) +
2(2πi)k

(k − 1)!

∑
m>0

∞∑
ℓ=1

ℓk−1qℓm,

we get (by letting r = ℓm):

Theorem 2.1. The number Gk(τ) =
∑
ω∈Λ×

ω−k is equal to

2ζ(k) +
2(2πi)k

(k − 1)!

∞∑
r=1

σk−1(r)q
r.

Remark. For k = 2, we shall define

G2(τ) =
∑
m

∑
n

1

(n+mτ)2
, (m,n) ̸= (0, 0),

so that it converges and is equal to

2ζ(2)− 8π2

∞∑
r=1

σ(r)qr,

but G2(τ) is not modular: In fact,

G2(−τ−1) = τ 2
∑
n

∑
m

1

(n+mτ)2
=: τ 2G̃2(τ),

which is in general not equal to τ 2G2(τ). Nevertheless, it is the one needed in the 4-square

problem! In fact, let

G2,N(τ) := G2(τ)−NG2(Nτ), N ∈ N.

Then G2,N(τ) ∈M2(Γ0(N)).

It turns out that dimM2(Γ0(4)) = 2. If so, then θ4 = aG2,2 + bG2,4. Comparing the

power series expansions:

1 + 8q + · · · = a

Å
−π

2

3
(1 + 24q + · · · )

ã
+ b
(
−π2(1 + 8q + · · · )

)
,

we get θ4 = −
1

π2
G2,4. Hence, r(n, 4), the coefficient of qn in θ4, is equal to

8
∑
4∤d|n

d.
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Today’s goal is to define S(Γi(N)) ⊆ M(Γi(N)) and to determine dimMk(SL(2,Z)).

Recall that for γ = ( a bc d ) ∈ SL(2,Z),

dγ(τ)

dt
=

1

(cτ + d)2
.

We define j(γ, τ) = cτ + d, called the automorphic factor. For k ∈ Z, γ ∈ SL(2,Z),

define the operator [γ]k on f : H→ C by

(f [γ]k)(τ) = j(γ, τ)−kf(γ(τ)).

Then a weakly modular form f of weight k with respect to Γ is just f [γ]k = f for all

γ ∈ Γ.

The cusps with respect to Γ are the equivalence classes ofQ∪{∞} under Γ-action. For

Γ = SL(2,Z), there is only one cusp ∞. Each cusp with respect to Γ can be represented

by γ · ∞, γ ∈ SL(2,Z)/Γ, so the number of cusps is equal to [SL(2,Z) : Γ].

Since Γ(N) = ker(modN) is a normal subgroup of SL(2,Z). So Γ ⊇ Γ(N) contains

( 1 N
1 0 ). Take the smallest h such that Ç

1 h

0 1

å
∈ Γ.

Then h | N . Hence, qh = e2πiτ/h is a local coordinate near ∞ ∈ Γ\H. So we define f is

holomorphic at ∞ if

f(τ) = a0 +
∑
n≥0

anq
n
h .

A modular f is a cusp form if lim
τ→p

f(τ) = 0 for all cusp p. When p =∞, this means that

a0 = 0.

Definition 2.2. For even k ≥ 4, define

Ek(τ) =
Gk(τ)

2ζ(k)

so that the constant term (with respect to q) is 1 and lies in Q[[q]]. (Recall that

ζ(k) =
(−1)k/2+1Bk(2π)

k

2 · kz!
. )

Theorem 2.3. As Q-algebras,

M(SL(2,Z)) ∩Q[[q]] = Q[E4, E6].
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In fact,

dimM2k(SL(2,Z)) =

⌊k/6⌋ if k ≡ 1 (mod 6),

⌊k/6⌋+ 1 if k ̸≡ 1 (mod 6),

Take ∆ = g32 − 27g23 so that ∆ ∈ S12(SL(2,Z)).

Corollary 2.4. We have S(SL(2,Z)) = ∆M(SL(2,Z)).

This follows from the following:

Theorem 2.5. Let f ̸= 0 be modular of weight 2k. Then

v∞(f) +
1

2
vi(f) +

1

3
vρ(f) +

∑
p∈Γ\H
p ̸=i,ρ

vp(f) =
k

6
,

where ρ = eπi/3.

Proof. Consider the curve

C =∞ C1−−−−−→
Re z=− 1

2

ρ2
C2−−−→

|z|=1
i

C3−−−→
|z|=1

ρ
C4−−−−→

Re z= 1
2

∞.

We have by argument principle that

v∞(f) +
1

2
vi(f) +

1

3
vρ(f) +

∑
p∈Γ\H
p̸=i,ρ

vp(f) =
1

2πi

4∑
j=1

∫
Cj

d log f.

Since f(z + 1) = f(z), f(−z−1) = f(z)/z2k,

∫
C1+C4

d log f = 0 and∫
C2

d log f(z) = −
∫
C3

d log f(−z−1)

= −
∫
C3

d log f(z) + 2k

∫
C3

d log z

= −
∫
C3

d log f(z) +
kπ

3
.

This gives us the desired result. ■

Proof of (2.3). For f ∈ a0 +
∞∑
n=1

anq
n ∈ M2k(SL(2,Z)), since vp(f) ≥ 0 for all p, we see

that f = 0 if and only if v∞(f) > k/6, i.e., (a0, . . . , a⌊k/6⌋) = 0. Hence, we must have

dimM2k(SL(2,Z)) ≤ ⌊k/6⌋+ 1.
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For k ≡ 1 (mod 6), we cannot have f such that v∞(f) = k/6, otherwise

1

2
vi(f) +

1

3
vρ(f) +

∑
p∈Γ\H
p̸=i,ρ

vp(f) =
1

6
,

which leads to a contradiction. So in this case, dimM2k(SL(2,Z)) ≤ ⌊k/6⌋.

It suffices to show that E4 and E6 are algebraically independent. If not, write

0 =
∑
i,j≥0

cijE
i
4E

j
6 =

∑
k≥0

∑
4i+6j=k

cijE
i
4E

j
6 =:

∑
k

fk.

We see that for each γ,

0 =
∑
k

fk(γ(τ)) =
∑
k

j(γ, τ)kfk(τ),

and hence, fk = 0 for each k. Let g = E3
4/E

2
6 . We get

fk =
∑

4i+6j=k

cijE
i
4E

j
6 = Ei0

4 E
j0
6

∑
j

cijg
(j−j0)/3 = 0.

Since C is algebraically closed and g is not constant, we get cij = 0 for each i, j. ■

3 Modular curves, 3/1

Let E = C/Λ be a complex tori, where Λ = Zω1 + Zω2 with τ := ω1/ω2 ∈ H. Let

Λτ = Zτ + Z.

Proposition 3.1. A map φ : C/Λ→ C/Λ′ is holomorphic if and only if there exists m,

b ∈ C such that mΛ ⊆ Λ′ and φ(z + Λ) = mz + b + Λ′. Also, φ−1 exists if and only if

mΛ = Λ′.

Proof. Lift φ to φ̃ : C → C. For each λ ∈ Λ, define fλ(z) = φ̃(z + λ) − φ̃(z) ∈ Λ′. Since

Λ′ is a discrete set, fλ(z) is a constant. Hence, φ̃′(z+ λ) = φ̃′(z). By Liouville’s theorem,

φ̃′ is a constant, i.e, φ̃(z) = mz + b for some m, b and mΛ ⊆ Λ′. ■

Corollary 3.2. Let φ be holomorphic as above. Then φ is a group homomorphism if

and only if b ∈ Λ′, or, equivalently, φ(0) = 0. In this case, φ is called an isogeny.
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Proposition 3.3. Every isogeny m : C/Λ→ C/Λ′ is a composition of

C/Λ C/Λ
z + Λ Nz + Λ

[N ]

and a cyclic quotient E → E/C, where C is a cyclic subgroup of E[N ] := ker([N ] : E → E)

of order N . (Note that C + Λ is a lattice in C.)

Proof. Let K = kerφ = m−1Λ′, N = [K : Λ]. Then K ⊆ E[N ] ∼= Z/NZ × Z/NZ. So

we can write K ∼= Z/nZ × Z/nn′Z for some n, n′ ∈ N. We see that [n] maps K to

nK ∼= Z/n′Z and φ decomposes into

C/Λ C/Λ C/nK C/Λ′

z + nK
m

n
z +

m

n
nK.

[n] ∼

■

Corollary 3.4. Let mΛ ⊆ Λ′. mΛ has basis n1ω1, n2ω2 for some basis ω1, ω2 of Λ′.

Then n1n2Λ
′ ⊆ mΛ, equivalently, n1n2

m
Λ′ ⊆ Λ. This give us a map φ̂ : E ′ → E, called the

dual isogeny of φ. The composition

E E ′ E
φ φ̂

is precisely [degφ].

Proof. The kernel of φ has basis ω1/m, ω2/m, Λ has basis n1ω1/m, n2ω2/m. So kerφ ∼=

Z/n1Z× Z/n2Z and thus φ is an n1n2 to 1 map. Now,

φ̂ ◦ φ(z + Λ) = n1n2z + Λ = [degφ](z + Λ). ■

Definition 3.5. We define the Weil pairing

en : E[N ]× E[N ]→ µN = ⟨e2πi/N⟩

as follows: for P , Q ∈ E[N ], writeÇ
P

Q

å
= γ

Ç
ω1/N + Λ

ω2/N + Λ

å
, γ ∈ M2(Z/NZ).

Then eN(P,Q) := e2πidet γ/N .
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This pairing is non-degenerate, skew-symmetric, and independent of the choice of the

basis (ω1, ω2).

Define

• S0(N) = {(E,C)}/ ∼, where C is a cyclic subgroup of orderN and (E,C) ∼ (E ′, C ′)

if there is an isomorphism E → E ′ that sends C to C ′;

• S1(N) = {(E,P )}/ ∼, where P is a point in E of exact order N and (E,P ) ∼

(E ′, P ′) if there is an isomorphism E → E ′ that sends P to P ′;

• S0(N) = {(E, (P,Q))}/ ∼, where P , Q are generators of E[N ] such that eN(P,Q) =

e2πi/N and (E, (P,Q)) ∼ (E ′, (P ′, Q′)) if there is an isomorphism E → E ′ that sends

P , Q to P ′, Q′, respectively.

Theorem 3.6. We have

(a) S0(N) = {[Eτ , ⟨1/N + Λτ ⟩] | τ ∈ H}, where [Eτ , ⟨1/N + Λτ ⟩] = [Eτ ′ , ⟨1/N + Λτ ′⟩] if

τ ∼ τ ′ under Γ0(N);

(b) S1(N) = {[Eτ , 1/N + Λτ ] | τ ∈ H}, where [Eτ , 1/N + Λτ ] = [Eτ ′ , 1/N + Λτ ′ ] if τ ∼ τ ′

under Γ1(N);

(c) S1(N) = {[Eτ , (τ/N + Λτ , 1/N + Λτ )] | τ ∈ H}, where [Eτ , (τ/N + Λτ , 1/N + Λτ )] =

[Eτ ′ , (τ
′/N + Λτ ′ , 1/N + Λτ ′)] if τ ∼ τ ′ under Γ(N).

Proof. For (b), if (Eτ , 1/N + Λτ ) ∼ (Eτ ′ , 1/N + Λτ ′), then there exists m ∈ C such that

mΛτ = Λτ ′ and m(1/N + Λτ ) = 1/N + Λτ ′ . WriteÇ
mτ

m

å
= γ

Ç
τ ′

1

å
for some γ = ( a bc d ). Then m = cτ ′ + d, so (c, d) ≡ (0, 1) (mod N). Hence, γ ∈ Γ1(N).

It remains to show any (E,Q) is equivalent to a canonical representation: say (E,Q)

isomorphic to (C/Λτ ′ , (cτ ′ + d)/N +Λτ ′) for some c, d ∈ Z such that (c, d,N) = 1. Then

there exists a, b ∈ Z such that ad − bc = 1 + kN . Adjusting a, b, c, d by N , we may

assume that ad − bc = 1, i.e., γ = ( a bc d ) ∈ SL(2,Z). Let τ = γτ ′, m = cτ ′ + d. Then

mτ = aτ ′ + b and

mΛτ = (aτ ′ + b)Z+ (cτ ′ + d)Z = Λτ ′ .
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Also,

m

Å
1

N
+ Λτ

ã
=
cτ ′ + d

N
+ Λτ ′ = Q. ■

Remark. Modular forms are homogeneous functions of deg = −k on lattices. Say, for

Γ = Γ0(N), F : { lattices } → C such that F (C/mΛ,mC) = m−kF (C/Λ, C) for m ∈ C×.

Then

f(z) := F (C/Λτ , ⟨1/N + Λτ ⟩)

is a modular form: for γ = ( a bc d ) ∈ Γ, let m = (cτ + d)−1. Then mΛτ = Λγ(τ), so

f(γ(τ)) = F (C/Λγ(τ), ⟨1/N + Λγ(τ)⟩)

= F (C/mΛτ , ⟨(cτ + d)/N +mΛτ ⟩)

= m−kF (C/Λτ , ⟨1/N + Λτ ⟩) = (cτ + d)kf(τ).

Let Γ ⊆ SL(2,Z) be a congruence subgroup. The modular curve for Γ is Y (Γ) ⊆

Γ\H.

Y (N) = Γ(N)\H, Y1(N) = Γ1(N)\H, Y0(N) = Γ0(N)\H.

Since Γ(N) ⊆ Γ1(N) ⊆ Γ0(N) ⊆ Γ(1), we have

Y (N) Y1(N) Y0(N) Y (1) = SL(2,Z)\H.

We will put Riemann surface and algebraic structure on them.

Proposition 3.7. The group SL(2,Z) acts on H properly discontinuously, i.e., for any

τ1, τ2 ∈ H, there exists and open neighborhood Ui ⊇ τi such that for each γ ∈ SL(2,Z),

γ(U1) ∩ U2 ̸= ∅ implies γ(τ1) = τ2.

In particular, Γ acts on H properly discontinuously and thus, Y (Γ) is Hausdorff.

Definition 3.8. Let Γτ := Stab(τ) = {γ ∈ Γ | γ(τ) = τ}. τ is an elliptic point if

Γτ ̸= id as transformations (note that −I = id as transformations), i.e., {±I}Γτ ⊇ {±I}.

Theorem 3.9. For Γ = SL(2,Z), the only elliptic points are i, µ3 ∈ Y (Γ), with

Γi =

ÆÇ
0 −1
1 0

å∏
, Γµ3 =

ÆÇ
0 −1
−1 1

å∏
.

Hence, for any Γ, it has only finitely many elliptic points, and each Γτ is finite cyclic.
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4 Genus of modular curves, 3/6

Let Γ ⊆ SL(2,Z) be a congruence subgroup. How to compactify Y (Γ) = Γ\H (by adding

“cusps”) to get a compact Riemann surface X(Γ)? This is called the modular curve with

respect to Γ, which is in fact defined over Q.

In order the make Y (Γ) a Riemann surface, we give a chart at each elliptic point a.

Let δa =
(
1 −a
1 −a

)
∈ GL(2,C) so that δa(a) = 0, δa(a) =∞. The isotropy group δaΓaδ

−1
a of

0 fixes ∞ as well: if γ(a) = a, then γ(a) = a since γ ∈ SL(2,Z).

Let ha = [{±I}Γa : {±I}]. Then the group δaΓaδ
−1
a (as action) is simply ⟨e2πi/ha⟩ ∼=

Z/haZ. The coordinate near a is then given by ψa(τ) := δa(τ)
ha .

Let s ∈ Q ∪ {∞} be a cusp, δ = δs ∈ SL(2,Z) such that δ(s) =∞. Let

hs =
∣∣∣SL(2,Z)⧸(δ{±I}Γδ−1)∞

∣∣∣ ,
called the width of s. Note that

SL(2,Z) = {±I}
ÆÇ

1 1

0 1

å∏
.

So

(δ{±I}Γδ−1)∞ = {±I}(δΓδ−1)∞ = {±I}
ÆÇ

1 hs
0 1

å∏
.

In fact, hs is independent of choices of δ. Also it depends only on Γs.

For M ∈ R, let NM = {τ ∈ H | Im τ > M} be a (punctured) neighborhood of “∞”.

Define U := δ−1(N2 ∪ {∞}). Then ψ(τ) = e2πiδ(τ)/h together with U give us a chart near

s.

Hence, we get a Riemann surface X(Γ) = Y (Γ) ∪ { cusps } = Γ\H.

First computation: What is g(X(Γ))? Recall that for a holomorphic map f : X1 ↠ X2

between compact Riemann surfaces,

2g(X1)− 2 = deg f · (2g(X2)− 2) +
∑
x∈X1

(ex − 1),

where ex is the ramification index of x. For Γ1 ⊆ Γ2, we have f : X(Γ1) ↠ X(Γ2). The

degree

d = deg f = [{±I}Γ2 : {±I}Γ1].

12



If τ0 ∈ H, U ∋ τ0 is a neighborhood, ρ1(τ) = τh1 , ρ2(τ) = τh2 in local coordinate, the

map f is locally z 7→ zh2/h1 . So the ramification index eπ1(τ0) is equal to h2/h1.

Since hj = |{±I}Γj,τ0|/2 ∈ {1, 2, 3} (τ0 is conjugate to i or µ3 under SL(2,Z)). Hence,

Proposition 4.1. Either h1 = h2 or h1 = 1.

If s ∈ Q∪{∞}, ρ1(τ) = e2πiτh1 = q, ρ2(τ) = e2πiτ/h2 in local coordinate (modelled at

∞), f is locally q 7→ qh1/h2 and

eπ1(s) =
h1
h2

=
[SL(2,Z)∞ : {±I}Γ1,s]

[SL(2,Z)∞ : {±I}Γ1,s]
= [{±I}Γ2,s : {±I}Γ1,s].

For X1 = X(Γ), X2 = X(1), let ε2, ε3 be the numbers of elliptic points over y2 = i,

y3 = µ3, respectively, ε∞ be the number of cusps. For j = 2 or 3,

d =
∑
x 7→yj

ex = 1 · εj + j · (|f−1(yj)| − εj)

by (4.1). So

∑
x 7→yj

(ex − 1) = (j − 1) · (|f−1(yj)− εj|) = (j − 1) · d− εj
j

.

For j =∞, ∑
x 7→y∞

(ex − 1) = d− ε∞.

So Riemann-Hurwitz formula tell us that

2g − 2 = −2d+
Å
(d− ε∞) +

d− ε2
2

+
2(d− ε3)

3

ã
,

i.e.,

g = 1 +
d

12
− ε∞

2
− ε2

4
− ε3

3
.

Meromorphic objects on X(Γ):

Definition 4.2. An automorphic form of weight k with respect to Γ is a holomorphic

map

f : H −→ Ĉ = C ∪ {∞}

such that f [γ]k = f for each γ ∈ Γ and f [γ]k is meromorphic at ∞ for each γ ∈ SL(2,Z).
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Let h be the smallest positive integer such that ( 1 h
0 1 ) ∈ Γ. Then

f(τ) =
∞∑

n=−∞

anq
n
h , qh = e2πi/h

near ∞. f is meromorphic at ∞ if v∞(f) = inf{m ∈ Z | am ̸= 0} > −∞.

Let Ak(Γ) denotes the set of all automorphic forms of weight k, A(Γ) =
⊕
k∈Z

Ak(Γ).

For k = 0, A0(Γ) = C(X(Γ)), the meromorphic function field. For example,

j = 1728
g32

g32 − 27g23
: X(1) −→ Ĉ

has a simple pole at q = 0. So deg j = 1, i.e., j is an isomorphism. Hence, A0(X(1)) =

C(j).

For general Γ,
dj

dτ
∈ A2(Γ). So for even k,

Ak(Γ) = A0(Γ) ·
Å
dj

dτ

ãk/2
.

5 Order, 3/8

Let π : H → X(Γ) be the natural projection. For a automorphic form f ∈ Ak(Γ), the

order vπ(τ)(f) of f at π(τ) is defined as follows: if π(τ) is an elliptic point, then vπ(τ)(f) =

vτ (f)/h, where h is the period of τ , i.e., we count order as its original order in H. The

order; if π(τ) is a cusp, i.e., τ ∈ Q ∪ {∞}, after a translation, we assume that τ = ∞.

The local coordinate near π(τ) is now qh = e2πiτ/h, where h is the width:

{±I}Γ∞ = {±I}
ÆÇ

1 h

0 1

å∏
.

Then

Γ∞ = {±I}
ÆÇ

1 h

0 1

å∏
,

ÆÇ
1 h

0 1

å∏
, or

Æ
−
Ç
1 h

0 1

å∏
.

The first two case, h is also the period, i.e., ( 1 h
0 1 ) ∈ Γ∞. For the last (bad) case, we still

have Γ(τ + h) = Γτ . The only trouble is that j(γ, τ) = cτ + d = −1. So if k is even, no

difference between width and period; if k is odd, get f(τ + h) = −f(τ), i.e., h is only a

skew period. So we define

vπ(∞) =


v∞(f)

2
if Γ∞ = ⟨− ( 1 h

0 1 )⟩ ,

v∞(f) else.
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For k odd, Γ1(4) has 1
2
as an irregular cusp. This is the only case for Γ = Γ(N),

Γ1(N), Γ0(N).

Example 5.1. Modular forms of level N > 1. Recall that

η(τ) = q24

∞∏
n=1

(1− qn), ∆ = (2π)12η(τ)24.

Let k(N + 1) = 24. Then N is a prime if N ̸= 1. Define

φk(τ) = η(τ)kη(Nτ)k.

Proposition 5.2. If Sk(Γ1(N)) ̸= 0, then it is in fact Cφk. In particular, if Sk(Γ0(N)) ̸=

0, then it is also Cφk.

Proof. A key point: Let Γ1 ⊇ γΓ2γ
−1 for some γ ∈ GL+(2,Z). Then

f [γ]k := (det γ)k−1j(γ, τ)−kf(γ(τ)) ∈Mk(Γ2)

if f ∈Mk(Γ1) and the similar statement also holds for cusp forms. We still have [γγ′]k =

[γ]k[γ
′]k as right operators.

Let γ = ( n 0
0 1 ), γ (

a b
c d ) γ

−1 =
(

a nb
c/n d

)
. If c = nc′, we get ( a nc

c′ d ). Hence, for f ∈

Mk(Γ0(m)), f ∈Mk(Γ1(nm)). In particular, ∆(Nτ) ∈ S12(Γ0(N)).

Define

g = φN+1
k = η(τ)24η(Nτ)24 ∝ ∆(τ)∆(Nτ) = qN+1

∞∏
k=1

(1− qk)24(1− qNk)24,

and let π1 : H → X1(N), π0 : H → X0(N). If N is prime, then X1(N) → X0(N) is

unramified. All cusps are regular since N ̸= 4 and in fact there are two cusps: π0(∞)

with width 1 and π0(0) with width N .

If π1(s) is a cusp over π0(∞), then it has width 1. Let α ∈ Γ0(N) such that s = α(∞).

Using g[α]24 = g, we see that vπ1(s)(g) = N + 1.

If π1(s) is a cusp over π0(0), then it has width N . Write s = α(0) = αS(∞), where

S = ( 0 −1
1 0 ), we get

g[αS]24 = g[α]24[S]24 = g[S]24 ∝ τ−24∆(−1/τ)∆(−N/τ) ∝ ∆(τ)∆(τ/N).
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So

(g[S]24)(τ) ∝ N−12qN+1
N

∞∏
n=1

(1− qnN)24(1− qNnN )24.

Hence, vπ1(s)(g) = N + 1. Now for f ∈ Sk(Γ1(N)), fN+1/g ∈ A0(Γ1(N)) = C(X1(N)).

At cusps, fN+1 has order ≥ N + 1. Then fN+1/g is holomorphic, i.e., a constant. So

f ∈ Cφk. ■

Let f ∈ Ak(Γ). Then f(τ)(dτ)⊗k/2 is Γ-invariant, and hence descend to a k/2-form

ω on X(Γ), i.e., a map

ω : Ak(Γ) −→ C(X(Γ))⊗ Ω⊗k/2(X(Γ)).

Let τ be an elliptic point with period h, t = zh a local coordinate near τ under a

transformation. Then

f(z) dz⊗k/2 = f(t1/h)

Å
dt

hzh−1

ã⊗k/2
= f(t1/h)

dt⊗k/2

hk/2t(1−1/h)k/2
,

i.e., vτ (ω) = vπ(τ)(f)− k
2
(1− 1

h
) ∈ Z.

Let s be a cusp with width h, qh = e2πiτ/h a local coordinate near s under a trans-

formation. Then

dτ, dτ =
h dq

2πiq
.

So

f(τ) dτ⊗k/2 = f(τ)

Å
h dq

2πiq

ã⊗k/2
,

i.e., vs(ω) = vπ(s)(f)− k
2
.

6 Dimension formula, 3/13

Assume that k ≥ 0. We want to compute dimMk(Γ) and dimSk(Γ). If there exists

nonzero f ∈ Ak(Γ), e.g., for k even, (dj/dτ)k/2, them Ak(Γ) = C(X(Γ))f . View Mk(Γ)

as a subspace of Ak(Γ), we see that

Mk(Γ) = {f0 ∈ Ak(Γ) | (f0) + (f) ≥ 0}.

Here, (f0) + (f) is a Q-divisor, so it is equivalent to (f0) + ⌊(f)⌋ ≥ 0, i.e., Mk(Γ) ∼=

L(⌊(f)⌋).
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So far, there are no restrictions on k.

For k even and k ≥ 2, let ω = ω(f) = f(τ) dτ⊗k/2 be the associated meromorphic k/2

form on X(Γ). Then

(ω) = (f) +
k

2
(dτ),

where

(dτ) = −1

2

∑
period 2

x2,i −
2

3

∑
period 3

x3,i −
∑
cusps

xi

by the formula last time. Hence,

⌊(f)⌋ = (ω) +

õ
k

4

û∑
x2,i +

õ
k

3

û∑
x3,i +

k

2

∑
xi.

This shows that

deg⌊(f)⌋ = k

2
(2g − 2) +

õ
k

4

û
ε2 +

õ
k

3

û
ε3 +

k

2
ε∞ ≥ 2g − 2 + 1 = 2g − 1

for g ≥ 1. If g = 0, we still have deg⌊(f)⌋ ≥ 2g − 1 = −1 by applying the genus formula

g = 1 +
d

12
− ε∞

2
− ε2

4
− ε3

3
.

Hence,

dimMk(Γ) = deg⌊(f)⌋+ 1− g = (k − 1)(g − 1) +

õ
k

4

û
ε2 +

õ
k

3

û
ε3 +

k

2
ε∞.

Also, Sk(Γ) ∼= L(⌊(f)⌋ −
∑
xi), so in particular S2(Γ) ∼= Ω1(X(Γ)) has dimension g. For

k ≥ 4,

dimSk(Γ) = (k − 1)(g − 1) +

õ
k

4

û
ε2 +

õ
k

3

û
ε3 +

Å
k

2
− 1

ã
ε∞.

Corollary 6.1. For Γ = SL(2,Z), this recovers (2.3).

For k odd, things becomes much more difficult. If −I ∈ Γ, then f [−I]k = −f implies

f = 0. So we assume that −I /∈ Γ. This gives ε2 = 0 by a simple computation.

Consider the k-form ω = ω(f 2). Then

(ω) = 2(f) + k(dτ),

and thus,

⌊(f)⌋ = 1

2
(ω) +

õ
k

3

û∑
x3,i +

k

2

∑
regular
cusps

xi +
k − 1

2

∑
irregular
cusps

x′i.
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Indeed, for example, at x = x3,i,

vx(f) = m+
j

3
=⇒ 1

2
vx(ω) = m+

j − k
3

=⇒

3 | j − k,

2 | vx(ω).

The remaining cases could be done similarly. Now,

deg⌊(f)⌋ = k(g − 1) +

õ
k

3

û
ε3 +

k

2
εreg∞ +

k − 1

2
εirr∞ .

This shows in particular that εreg∞ is even. When k ≥ 3, this is greater than 2g − 2, so

dimMk(Γ) = (k − 1)(g − 1) +

õ
k

3

û
ε3 +

k

2
εreg∞ +

k − 1

2
εirr∞ .

For cusp forms, at regular cusps,

vx(f0) > 0 ⇐⇒ vx(f0) ≥ 1,

but at regular cusps,

vx(f0) > 0 ⇐⇒ vx(f0) = vx(f0/f) + vx(f) ≥
1

2
.

So Sk(Γ) ∼= L(⌊(f)⌋−
∑
xi− 1

2

∑
x′i). For k ≥ 3, deg⌊(f)⌋ ≥ 2g−1 by dimension formula.

Hence,

dimSk(Γ) = (k − 1)(g − 1) +

õ
k

3

û
ε3 +

k − 2

2
εreg∞ +

k − 1

2
εirr∞ .

It remains to show that such f ∈ A1(Γ) exists (this implies fk ∈ Ak(Γ)). Let

λ = j′(τ) dτ be a meromorphic 1-form on X(Γ). Consider the Jacobian variety

Div0(X(Γ))⧸∼ Cg
⧸Λg

f
∑
P∈(f)

∫ P

P0

ω⃗

∼

of X(Γ). Pick any x0 ∈ X(Γ) and let z ∈ Cg/Λg be the image of (λ)− (2g − 2)x0. Find

D ∈ Div0 such that D 7→ z/2. Then

2D = (λ)− (2g − 2)x0 + (g)

for some rational function g, i.e., (gλ) = 2(D+ (g− 1)x0). Let g̃(τ) dτ be the pullback of

gλ. Then

(g̃) = (gλ)− (dτ) = 2(D − (g − 1)x0) +
2

3

∑
x3,i +

∑
xi +

∑
x′i.
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So vτ (g̃) is even for each τ ∈ H. Hence, there exists f on H such that f 2 = g̃. Since g̃ is

of weight 2, f [γ]1 = χ(Γ)f for some character χ : Γ→ {±1}.

Let Γ′ = kerχ. If Γ = Γ′, then f ∈ A1(Γ), done. If not, there is a order 2 map

π : X(Γ′) −→ X(Γ).

Write Γ = Γ′ ∪ Γα. The action of α∗ on C(X(Γ′)) gives us an eigenspace decomposition:

C(X(Γ′)) = C(X(Γ))⊕ C(X(Γ))f ′,

where f ′ ◦ α = −f ′. Now, replace f by ff ′ and we are done.

Number of elliptic points. For Γ(N) or Γ1(N), there are no elliptic points except for

Γ1(2), Γ1(3) (only one for each).

Proposition 6.2. For Γ0(N), the number of period 2 (resp. 3) elliptic points is equal

to the number of ideals J ⊴ A = Z[µ4] (resp. A = Z[µ6]) such that A/J ∼= Z/NZ.

Sketch of proof. The number of period 2 (resp. 3) elliptic points is equal to the number

of (extended) conjugacy class

{αγα−1 | α ∈ Γ±
0 (N)} ⊆ Γ0(N),

where Γ±
0 (N) allows determinant to be ±1. Write µ = µ4 (resp. µ6). For the case ε3,

given Γ0(N)τ = ⟨γ⟩ with γ6 = I, we get an A-module structure on L = Z2 by

(a+ bµ)ℓ := aℓ+ bγℓ.

Let

L0(N) = {( xy ) ∈ L | N | y} ⊆ L.

Indeed, it is an A-submodule with L/L0(N) ∼= Z/NZ. Set

J = Jγ := AnnL⧸L0(N).

Conversely, given J ⊴ A such that A/J ∼= Z/NZ. Since Z is a PID, there exists

a Z-basis u, v of A such that J has Z-basis u, Nv. Then µ(u, v) = (u, v)γ for some

γ = ( a bc d ) ∈ M2(Z). The characteristic polynomial of γ is x2 − x + 1. So det γ = 1, i.e.,

γ ∈ SL(2,Z). Now, µu = au+ cv ∈ J . So N | c and hence γ ∈ Γ0(N).

It remains to check that the operations and inverse to each other. ■
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7 Number of elliptic points, 3/15

Proposition 7.1. For Γ = Γ0(N), we have

ε2 =


∏
p|N

Ä
1 +
Ä
−1
p

ää
, if 4 ∤ N,

0, if 4 | N,
ε3 =


∏
p|N

Ä
1 +
Ä
−3
p

ää
, if 9 ∤ N,

0, if 9 | N.

Proof. Write N =
∏

peii . For ε3, there are three cases:

(i) if p ≡ 1 (mod 3), then (p) = JpJp for some prime ideal Jp ⊴A = Z[µ3] and A/J
e
p
∼=

Z/peZ;

(ii) if p ≡ 2 (mod 3), then (p) is a prime ideal of A and A/(p) ∼= (Z/peZ)2, which is not

cyclic;

(iii) if p = 3, then (p) = J2
3 , where J3 = (1 + µ6)

2 and

A⧸Je3
∼=


ÄZ⧸3e/2Zä2 , if 2 | e,

Z⧸3(e+1)/2Z⊕
Z⧸3(e−1)/2Z, if 2 ∤ e.

So we must have N ∈ 3{0,1}pe11 · p
ek
k , where pi ≡ 1 (mod 3). For each i, we can choose Jpi

or Jpi . The number of J such that A/J ∼= Z/NZ is 2k. ■

Explicit elements. Consider ( 1 0
n 1 )µ3, n = 0, 1, . . . , N − 1, with isotropy group〈Ç

1 0

n 1

åÇ
0 −1
1 1

åÇ
1 0

n 1

å−1
〉

=

ÆÇ
n −1

n2 − n+ 1 1− n

å∏
⊆ SL(2,Z)

for each n. This group lies in Γ0(N) if and only if n2 − n + 1 ≡ 0 (mod N) and this is

precisely the formula of ε3. Hence, the elliptic points of period 3 are exactly

Γ0(N)

Ç
1 0

n 1

å
µ3 = Γ0(N)

n+ µ3

n2 − n+ 1
,

n = 0, 1, . . . , N − 1 with N | n2 − n+ 1.

What is ε∞? For the easy case Γ⊴ SL(2,Z), e.g., Γ = Γ(N), the ramification index

eΓ(N)∞ = [SL(2,Z) : {±I}Γ(N)∞] = [⟨± ( 1 1
0 1 )⟩ : ⟨± ( 1 N

0 1 )⟩] = N,
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so ε∞(Γ(N)) = dN/N , where

dN = [SL(2,Z) : {±I}Γ(N)] =
1

2
N3
∏
p|N

(
1− p−2

)
for N > 2 and d2 = 6.

If Γ is not normal, e.g., Γ = Γ0(N), Γ1(N), then we use the following fact:

{ cusps } = Γ\P1(Q) = Γ\ SL(2,Z)/P,

where P = SL(2,Z)s, s ∈ P1(Q) is a parabolic subgroup.

Let Γ = Γ0(N). Consider the set

S = {(c, d) | gcd(c, d) = 1, d | N, 0 < c ≤ N/d}.

For each (c, d) lies in S, there exists a, b such that ad − bc = 1, fix one such, then

Γ0(N)\ SL(2,Z) is represented by S: all elements are non-equivalent and the size of S is

equal to N
∏
p|N

(1 + p−1).

Take s = 0, we see that ε∞ = #(S/ ∼), where (c, d) ∼ (c′, d′) ifÇ
∗ ∗
c′ d′

å
=

Ç
∗ ∗
c d

åÇ
1 0

m 1

å
for some m ∈ Z, i.e., c′ = c + dm, d′ = d. For each fixed d, we get ϕ(gcd(d,N/d)) pairs.

Hence,

Proposition 7.2. For Γ = Γ0(N),

ε∞(Γ0(N)) =
∑
d|N

ϕ(gcd(d,N/d)).

For Γ = Γ1(N), the only obvious method is to list all of them directly. Let N > 1,

s = a/c, s′ = a′/c′ ∈ P1(Q) (in their reduced form). For γ ( p qr s ) ∈ SL(2,Z), s′ = γs if and

only if Ç
a′

c′

å
= ±
Ç
pa+ qc

ra+ sc

å
= ±γ

Ç
a

c

å
.

The key point is the following:
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Proposition 7.3. If γ ∈ Γ(N), thenÇ
a′

c′

å
= γ

Ç
a

c

å
⇐⇒

Ç
a′

c′

å
=

Ç
a

c

å
(mod N).

Proof. The only if part is trivial since γ ≡ I (mod N). For the if part, we first assume

that (a, c) = (1, 0), i.e., s = ∞. Then N | a′ − 1, c and there exists β, δ such that

a′δ − βc′ = (1− a′)/N (since gcd(a′, c′) = 1). Take

γ =

Ç
a′ βN

c′ 1 + δN

å
∈ Γ(N),

we get γs = s′.

For general s, let ad − bc = 1, α = ( a bc d ) ∈ SL(2,Z) such that α ( 1
0 ) = ( ac ). Then

α−1
(
a′

c′

)
≡ α−1 ( ac ) ≡ ( 1

0 ) (mod N). Hence, there exists γ′ ∈ Γ(N) such that α−1
(
a′

c′

)
=

γ′α−1 ( ac ) and we define γ = αγα−1. ■

This implies easily that

Proposition 7.4.

Γ(N)s′ = Γ(N)s ⇐⇒
Ç
a′

c′

å
= ±
Ç
a

c

å
(mod N),

Γ1(N)s′ = Γ1(N)s ⇐⇒
Ç
a′

c′

å
= ±
Ç
a+ jc

c

å
(mod N) for some j ∈ Z,

Γ0(N)s′ = Γ0(N)s ⇐⇒
Ç
ya′

c′

å
=

Ç
a+ jc

yc

å
(mod N) for some y, j ∈ Z.

8 Eisenstein series, 3/20

For a congruence subgroup Γ, we define

Ek(Γ) := Mk(Γ)⧸Sk(Γ).

It follows from the dimension formula that dim Ek(Γ) = ε∞ if there are no irregular

cusps. So we expect to find a basis {fi} such that fi vanishes at exactly one cusps. We

do the case Γ = Γ(N) first.

Definition 8.1. A Dirichlet character is a group homomorphism

χ : GN :=
ÄZ⧸NZ

ä×
→ C×.
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The dual group ĜN (of Z/NZ) is the abelian group of all characters. This is (non-

canonically) isomorphic to GN .

For n ∈ (Z/NZ)×, we see that∑
χ∈“GN

χ(n) = δn,1 ϕ(N).

If d | N , then there is a natural surjection πN,d : GN → Gd which induces a map

π∗
N,d : Ĝd → ĜN .

Definition 8.2. Given χ ∈ ĜN . The conductor of χ, denoted by condχ, is the smallest

positive integer d such that χ ∈ Imπ∗
N,d. χ is called primitive if condχ = N .

For χ ∈ ĜN , we extend it to χ : Z→ C by

χ(n) =

χ(n mod N), if gcd(n,N) = 1,

0, if gcd(n,N) > 1.

The Gauss sum of χ is

g(χ) :=
N−1∑
n=0

χ(n)µnN ,

where µN = e2πi/N . If χ is primitive, then

g(χ)g(χ) =
N−1∑
m=0

g(χ)χ(m)µ−m
N =

N−1∑
m=0

(
N−1∑
n=0

χ(n)µnmN

)
µ−m
N =

N−1∑
n=0

χ(n)
N−1∑
m=0

µ
(n−1)m
N = N.

Definition 8.3. The χ-eigenspace Mk(N,χ) of Mk(Γ1(N)) is the set of elements f

such that

f [γ]k = χ(d)f, ∀γ =

Ç
a b

c d

å
∈ Γ0(N).

Then

Mk(Γ1(N)) =
⊕
χ

Mk(N,χ).

Also for Sk, hence for Ek.

Recall that the Riemann zeta function

ζ(s) =
∞∑
n=1

1

ns
=
∏
p

1

1− p−s
, Re s > 1.
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It has an analytic continuation (entire expect at s = 1, which is a simple pole with residue

1) and ξ(s) := π−s/2Γ(s/2)ζ(s) satisfies the functional equation ξ(s) = ξ(1− s).

Given χ mod N , we define the Dirichlet L-function:

L(s, χ) :=
∞∑
n=1

χ(n)

ns
=
∏
p

1

1− χ(p)p−s
, Re s > 1.

It has an entire extension to C unless χ = 1N ∈ ĜN , and there is a functional equation

for L(s, χ) (later).

Construction of Ek for Γ = Γ(N). Let k ≥ 3. Recall that

Gk(τ) =
∑′ 1

(cτ + d)k
=

∞∑
n=1

∑
gcd(c,d)=n

1

(cτ + d)k

=
∞∑
n=1

1

nk

∑
gcd(c,d)=1

1

(cτ + d)k
= ζ(k)

∑
gcd(c,d)=1

1

(cτ + d)k
,

and hence the Eisenstein series

Ek(τ) =
Gk(τ)

2ζ(k)
=

1

2

∑
gcd(c,d)=1

1

(cτ + d)k
=

1

2

∑
γ∈P+\ SL(2,Z)

j(γ, τ)−k,

where P+ = ⟨( 1 1
0 1 )⟩.

Now for any row vector v ∈ (Z/NZ)2 of order N , let (cv, dv) be a lifting in Z2. Fix

δ =
(
a b
cv dv

)
∈ SL(2,Z). Since −I ∈ Γ(N) if and only if N = 1, 2, we let

εN =


1
2
, if N = 1, 2

1, if N ≥ 3.

Definition 8.4. We define

Ev
k(τ) := εN

∑
gcd(c,d)=1

v=(c,d) mod N

1

(cτ + d)k
= εN

∑
γ∈P+∩Γ(N)\Γ(N)δ

j(γ, τ)−k.

Proposition 8.5. For each γ ∈ SL(2,Z),

(Ev
k [γ]k)(τ) = Evγ

k (τ).

Hence Ev
k ∈Mk(Γ(N)).
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Proof. The left hand side is equal to

εNj(γ, τ)
−k

∑
γ′∈P+∩Γ(N)\Γ(N)δ

j(γ′, γ(τ))−k
γ′′=γ′γ
= εN

∑
γ′′∈P+∩Γ(N)\δΓ(N)γ

j(γ′′, τ)−k.

Here, we use the fact that Γ(N)δ = δΓ(N). This is equal to the right hand side since

δΓ(N)γ = Γ(N)δγ. ■

Remark. For Γ(N) ⊆ Γ ⊆ SL(2,Z), simply take

Ev
k,Γ =

∑
γj∈Γ(N)\Γ

Ev
k [γj]k ∈Mk(Γ).

If k is odd, N = 1, 2, then −I ∈ Γ(N) implies that Mk(Γ(N)) = 0, so we exclude

this case.

(i) It follows from the definition that

lim
Im τ→∞

Ev
k(τ) =

(±1)k, if v = ±(0, 1),

0 otherwise.

(ii) For v = (0, 1)δ of order N , and any cusp s = α(∞) ∈ Q∪{∞}. The behavior of Ev
k

at s is just the behavior of

Ev
k [α]k = E

vα

k = E
(0,1)δα
k

at ∞. Hence, the limit

lim
τ→s

Ev
k(τ)

is nonzero if and only if (0, 1)δα ≡ ±(0, 1) (mod N), i.e.,

(c, d) = (0, 1)δ = ±(0, 1)α−1 = (−c′, a′) (mod N),

where δ = ( a bc d ) and α =
(
a′ b′

c′ d′

)
. This is equivalent toÇ
a′

c′

å
= ±
Ç
d

−c

å
,

i.e., Γ(N)s = Γ(N)(−d/c) by (7.4).

Thus, for each k ≥ 3 with k even or N ≥ 3, we get a basis {Ev
k} of Ek(Γ(N)).

For Fourier expansion, we still have to go back to non-normalized form.
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Definition 8.6. We define

Gv
k(τ) =

∑′

v=(c,d) mod N

1

(cτ + d)k
=

∞∑
n=1

∑
v=(c,d) mod N
gcd(c,d)=n

1

(cτ + d)k
(gcd(c, d,N) = 1)

=
∞∑
n=1

gcd(n,N)=1

1

nk

∑
n−1v=(c′,d′) mod N

gcd(c′,d′)=1

1

(c′τ + d′)k

=
1

εN

∞∑
n=1

gcd(n,N)=1

En−1v
k (τ) =

1

εN

∑
n∈(Z/NZ)×

ζn+(k)E
n−1v
k (τ),

where

ζn(k) =
∞∑
m∈Z

n≡m mod N

, ζn+(k) =
∞∑
m=1

n≡m mod N

1

mk
.

We get

Ev
k(τ) = εN

∑
n∈(Z/NZ)×

ζn+(k, µ)G
n−1v
k (τ),

where µ is the Möbius function and

ζn+(k, µ) =
∞∑
m=1

n≡m mod N

µ(m)

mk
.

Indeed, we prove the following identity:

(1mn−1)m,n ∗ (µ1nℓ−1)n,ℓ = I.

In fact, the (m, ℓ)-entry is∑
n

1mn−1 ∗ µ1nℓ−1(D) =
∑
n

∑
de=D

1mn−1(d)µ(e)1nℓ−1(e)

=
∑
de=D

µ(e)
∑
n

1mn−1(d)1nℓ−1(e)

=
∑
de=D

µ(e)1mℓ−1(D) = δD11mℓ−1(D) = δmℓδ1−(D).

On the other hand, since∑
d∈Z

1

(τ + d)k
=

(−2πi)k

(k − 1)!

∞∑
m=1

mk−1qm =: Ck

∞∑
m=1

mk−1qm,

for N ≥ 2,

Gv
k(τ) = δ0,cvζ

dv(k) +
Ck
Nk

∞∑
n=1

σvk−1(n)q
n
N ,
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where

σvk−1(n) =
∑
m|n

cv=n/m mod N

sgn(m)mk−1µdvmN .

9 Eisenstein series for Γ1(N)

We know that

Mk(Γ1(N)) =
⊕
χ

Mk(N,χ).

Now,

Gv
k[γ]k = Gvγ

k , ∀γ ∈ SL(2,Z).

Observe that (0, d)γ ≡ (0, ddγ) for γ ∈ Γ0(N), so we do the symmetrization∑
d∈(Z/NZ)×

χ(d)G
(0,d)
k ∈Mk(N,χ).

Our goal is to construct a basis of Ek(N,χ).

Let uv = N , ψ, φ be primitive Dirichlet characters modulo u, v, respectively, such

that ψφ(−1) = (−1)k. Define

Gψ,φ
k (τ) =

u−1∑
c=0

v−1∑
d=0

u−1∑
e=0

ψ(c)φ(d)G
(cv,d+ev)
k (τ),

which lies in Mk(N,ψφ): for γ ∈ Γ0(N),

(cv, d+ ev)γ ≡ (cvaγ, cvbγ + ddγ + evdγ)

≡ (caγv, ddγ + (cbγ + edγ)v) =: (c′v, d′ + e′v)

and

ψ(c)φ(d) = ψ(c′)ψ(a−1
γ )φ(d′)φ(d−1

γ ) = ψ(c′)φ(d′) · ψφ(dγ).

The non-constant part of Gv
k(τ) is

Ck
Nk

∞∑
ℓ=1

σvk−1(ℓ)q
ℓ
N

ℓ=mn
=

Ck
Nk

∑
mn>0

cv=n mod N

sgn(m)mk−1µdvmN qmnN .

For Gψ,φ
k , we get

Ck
Nk

∑
c,d,e

ψ(c)φ(d)
∑
mn>0

cv=n mod N

sgn(m)mk−1µ
(d+ev)m
N qmnN .
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Write µ
(d+ev)m
N = µdmN µemu . Summing over e, we may replace m, n by um, vn, respectively,

and the above equation is equal to

Ck
vk

u−1∑
c=0

v−1∑
d=0

ψ(c)φ(d)
∑
mn>0

c=n mod u

sgn(m)mk−1µdmv qmn.

Change m, n < 0 to m, n > 0 and notice that ψφ(−1) is assumed to be (−1)k, we get

from
∑
χ(n)µnmN = χ(m)g(χ) that

Ck
vk
g(φ)

u−1∑
c=0

ψ(c)
∑
mn>0

c=n mod u

sgn(m)φ(m)mk−1qmn

= 2
Ck
vk

g(φ)
∑
m,n>0

ψ(n)φ(m)mk−1qmn

= 2
Ck
vk

g(φ)
∞∑
n=1

∑
m|n
m>0

(
ψ(n/m)φ(m)mk−1

)
qn =: 2

Ck
vk

g(φ)
∞∑
n=1

σψ,φk−1q
n.

The constant term is∑
c,d,e

ψ(c)φ(d)δ0,cvζ
d+ev(k) =

Ckg(φ)

vk
ψ(0)L(1− k, φ).

Hence,

Gψ,φ
k (τ) =

Ckg(φ)

vk
· Eψ,φ

k (τ),

where

Eψ,φ
k (τ) := δψ,1L(1− k, φ) + 2

∞∑
n=1

σψ,φk−1(n)q
n.

For N ∈ N, k ≥ 3. Define

AN,k =
¶
(ψ ∈ Ĝu, φ ∈ Ĝv, t ∈ N)

∣∣∣ψ, φ prim. , (ψφ)(−1) = (−1)k, tuv | N
©
.

Theorem 9.1. For each fixed χ, the set {Eψ,φ,t
k (τ)}ψφ=χ form a basis of Ek(N,χ). In

particular, {Eψ,φ,t
k (τ)} form a basis of Ek(Γ1(N)).

For the weight 2 case, let v ∈ (Z/NZ)2 be a vector of order N . We define

f v2 (τ) =
1

N2
℘

Å
cvτ + dv

N
; τ

ã
=

1

(cvτ + dv)2
+

1

N2

∑
c,d

′
Ç

1

( cvτ+dv
N
− (cτ + d))2

− 1

(cτ + d)2

å
,

28



which is weakly modular with respect to Γ(N) of weight 2. Let

Gv
2 = δ0,cvζ

dv(2) +
C2

N2

∞∑
n=1

σv1(n)q
n
N .

Then f v2 (τ) = Gv
2(τ) − G2(τ)/N

2. Recall that G2(τ) − π/ Im τ is weight 2, SL(2,Z)-

invariant. So we shall consider

gv2(τ) = Gv
2(τ)−

1

N2

π

Im τ
,

which is weight 2, Γ(N)-invariant.

Theorem 9.2. We have

E2(Γ(N)) =
{∑

avG
v
2

∣∣∣ ∑ av = 0
}
.

From Γ(N) to Γ1(N) with χ, hence Γ0(N) for χ = 1, still use the same Gψ,φ
2 , Eψ,φ

2 .

Note that if one of ψ, φ is nontrivial, then the sum of coefficients∑
c,d

ψ(c)φ(d) = 0.

In this case, Gψ,φ
2 = (C2g(φ)/v

2)Eψ,φ
2 ∈M2(N,ψφ).

If ψ = 1u, φ = 1v. Then E
1,1
2 = E2, so we use

G1,1
2 (τ)− tG1,1

2 (tτ) =
C2

N2

Ä
E1,1

2 (τ)− tE1,1
2 (tτ)

ä
=
G2,t(τ)

N2
∈M2(Γ0(t)).

Let

AN,2 =
¶
(ψ ∈ Ĝu, φ ∈ Ĝv, t ∈ N)

∣∣∣ψ, φ prim. , (ψφ)(−1) = 1, 1 < tuv | N
©
.

Then |AN,2| = dim E2(Γ1(N)) and

Eψ,φ,t
2 (τ) =

E
ψ,φ
2 (tτ), if ψ, φ not all trivial,

E1,1
2 (τ)− tE1,1

2 (tτ), if ψ = φ = 1.

10 Eisenstein series of weight 1, 3/27

Define the Bernoulli numbers {Bk} by
∞∑
k=1

Bk
tk

k!
=

t

et − 1
,
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and define the polynomials {Bk(x)} by
∞∑
k=0

Bk(x)
tk

k!
=

tetx

et − 1
.

Then Bk(x) =
k∑
j=0

(
k
j

)
Bjx

k−j and in fact

Sk(x) :=
n−1∑
m=0

mk =
1

n+ 1
(Bn+1(n)−Bk+1).

Let u ∈ N, ψ : Z/uZ→ C be any function. The Bernoulli numbers of ψ is defined by

∞∑
k=1

Bk,ψ
tk

k!
=

u−1∑
c=0

ψ(c)
tect

eut − 1
.

We see that

Bk,ψ = uk−1

u−1∑
c=0

ψ(c)Bk(
c
u
).

Hence for k = 1,

B1,ψ =
u−1∑
c=0

ψ(c)

Å
c

u
− 1

2

ã
.

Consider the Hurwitz zeta function

ζ(s, r) :=
∞∑
n=0

(r + n)−s, r ∈ (0, 1], Re s > 1.

We see that ζ(s) = ζ(s, 1), ζd+(s) = ζ(s, d/N)/N s for d = 1, . . . , N − 1. Our goal is to

find the analytic continuation of ζ(s, r) to all s ∈ C.

Let

fr(t) =
e−rt

1− e−t
=

∞∑
n=0

e−(r+n)t, t > 0,

gr(s) =

∫ ∞

0

fr(t) t
s dt

t
,

the Mellin transform (which transform Fourier series to Dirichlet series) of fr. Then

gr(s) =
∞∑
n=0

∫ ∞

0

e−u
Å

u

r + n

ãs du
u

= Γ(s)ζ(s, r).

Also, f̃r(t) := −tfr(−t) =
tetr

et − 1
gives us Bernoulli polynomials. Then

gr(s) =

∫ 0

−∞
f̃r(t)(−t)s−1 dt

t
.
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Consider ∫
γε

f̃r(z)z
s−1 dz

z
, Re s > 1,

where zs = es log z, γε = −∞
Im z=0−−−−→ −ε |z|=ε−−−→ −ε Im z=0−−−−→ −∞. We see that this integral

tends to

−2i sin(πs) gr(s) = −
2πi

Γ(1− s)
ζ(s, r)

as ε→ 0+. Hence, we get the meromorphic continuation to all s ∈ C via

ζ(s, r) = −Γ(1− s)
2πi

∫
γε

f̃r(z)z
s−1 dz

z
.

Now let s = 1− k, and ψ ̸= 1 a Dirichlet character modulo u. Then by definition,

u∑
c=1

ψ(c)ζ
(
1− k, c

u

)
= u1−k

u∑
c=1

ψ(c)ζc+(1− k) = u1−kL(1− k, ψ).

On the other hand,

u∑
c=1

ψ(c)ζ
(
1− k, c

u

)
= −Γ(1− s)

2πi
lim
ε→0+

∫
γε

u∑
c=1

ψ(c)f̃c/u(z)
dz

zk+1
,

which is, by Cauchy’s integral formula, equal to −u1−kBk,ψ/k if we require k ∈ N. We

conclude that

ζ(1− k) = −Bk

k
, k ≥ 2, L(1− k, ψ) = −Bk,ψ

k
, k ≥ 1.

The Poisson summation formula asserts that∑
d∈Z

h(x+ d) =
∑
m∈Z

ĥ(m)e2πimx.

Since f̂ = f for f(x) = e−πx
2

,

ϑ

Å
i

t

ã
=
∑
d∈Z

e−πd
2/t = t1/2ϑ(it),

i.e., ϑ(−1/τ) = −(iτ)1/2ϑ(τ) for τ ∈ H. Let

f(τ) =
∞∑
n=1

e−πn
2t =

1

2
(ϑ(it)− 1),

g the Mellin transform of f . We get

g(s) =
∞∑
n=1

1

(πn2)s

∫ ∞

0

e−tts
dt

t
= π−sΓ(s)ζ(2s),
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i.e., ξ(s) = g(s/2), Re s > 1. Hence,

ξ(s) =

∫ 1

0

1

2
(ϑ(it)− 1)ts/2

dt

t
+

∫ ∞

1

1

2
(ϑ(it)− 1)ts/2

dt

t

=

∫ ∞

1

1

2
(ϑ(it)− 1)(ts/2 + t(1−s)/2)

dt

t
− 1

s
− 1

1− s
,

and ξ(s) = ξ(1− s).

Eisenstein series of weight 1: Let Λ = Zω1 ⊕ Zω2 be a lattice. The Weierstrass

ζ-function is

ζ(z) = ζ(z,Λ) :=
1

z
+
∑
ω∈Λ

′
Å

1

z − ω
+

1

ω
+

z

ω2

ã
=

1

z
−G4z

3 −G6z
5 + · · · ,

which is the integral of −℘(z). ζ is not periodic, but quasi-periodic:

ηi(Λ) = ζ(z + ωi,Λ)− ζ(z,Λ) = 2ζ(ωi/2)

is constant in z, called the quasi-periods.

Let

σ(z) = exp

Å∫
ζ

ã
= z + · · · ,

i.e., ζ = σ′/σ, which is an entire function with simple zeros at Λ. We get

σ(z + ωi) = −eηi(z+
1
2
wi)σ(z).

Theorem 10.1. We have

σ(z, τ) =
1

2πi
e

1
2
η2z2(eπiz − e−πiz)

∞∏
n=1

(1− e2πizqn)(1− e−2πizqn)

(1− qn)2
, q = e2πiτ .

Sketch of Proof. The RHS has the same (simple) zeros at Λ and the same transformation

law as σ. It is asymptotic to z as z → 0. Hence, they are the same. ■

Corollary 10.2. We have

ζ(z, τ) = η2z − πi
1 + e2πiz

1− e2πiz
− 2πi

∞∑
n=1

Å
e2πizq

1− e2πizq
− e−2πizq

1− e−2πizq

ã
.

Compare the coefficients of z on the both sides, we get

η2 =
(2πi)2

12

(
−1 + 24

∞∑
n=1

nqn

1− qn

)
.
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The Legendre relation ω1η2 − ω2η1 = 2πi gives us η1(τ) = τG2(τ)− 2πi.

Write z = sω1 + tω2. We see that

ζ(sω1 + tω2)− sη1 − tη2

is periodic. For v ∈ (Z/NZ)2 of order N ,

gv1(τ) :=
1

N

Å
ζ

Å
cvτ + dv

N
, τ

ã
− cv
N
η1(τ)−

dv
N
η2(τ)

ã
is weakly modular of weight 1 with respect to Γ(N). This is simply because (cvω1 +

dvω2)/N + Λ is Γ(N)-invariant.

Since z =
cvτ + dv

N
, so in k > 3 or k = 2 case, we get Fourier expansion in qN . For

this case, we have

gv1(τ) = I+ II+ III+ IV,

where (recall that C1 = −2πi)

I =
1

N

Å
η2z −

1

N
(cvη1 + dvη2)

ã
=

1

N2
(η2cvτ − η1cv) =

2πicv
N2

= −C1

N
· cv
N
,

II = δcv0
π

N
cot

πdv
N

+ (1− δcv0)

(
−πi
N

+
C1

N

∞∑
m=1

µdvmN qcvmN

)
,

III =
C1

N

∞∑
n=1

( ∑
m|n

cv=n/m mod N

µdvmN

)
qnN − (1− δcv0)

C1

N

∞∑
m=1

µdvmN qcvmN ,

IV =
C1

N

∞∑
n=1

( ∑
m|n

cv=n/m mod N

(−1)µdvmN

)
qnN .

Recall that ζn(1) =
πi

N
+
π

N
cot

πn

N
. So we define

Gv
1(τ) = δcv0ζ

dv(1) +
C1

N

∞∑
n=1

σv0(n)q
n
N .

Then

gv1(τ) = Gv
1(τ)−

C1

N

Å
cv
N
− 1

2

ã
.

If cv ̸= 0, then G
(−cv ,dv)
1 = −G(cv ,dv)

1 and G
(0,−dv)
1 = −G(0,dv)

1 . So the dimension of E1(Γ(N))

is ε∞/2.
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11 Hecke’s theory, 3/29

Given primitive characters ψ, φ modulo u, v, respectively, with ψφ(−1) = −1. Define

Gψ,φ
1 (τ) =

∑
c,d,e

kψ(c)φ(d)gcv,d+ev1 (τ) ∈M1(N,ψφ)

as before. A careful and detailed calculation taking care of the constant C1

N
( cv
N
− 1

2
) shows

that

Gψ,φ
1 =

C1g(φ)

v
Eψ,φ

1 ,

where

Eψ,φ
1 = δφ1L(0, φ) + δψ1L(0, φ) + 2

∞∑
n=1

σψ,φ0 qn.

Let AN,1 = {(ψ, φ, t) | tuv | N}. Then |AN,1| = dim E1(Γ1(N)) and each element

(ψ, φ, t) of AN,1 corresponds to

Eψ,φ,t
1 (τ) = Eψ,φ

1 (tτ),

which form a basis in E1(N,ψφ).

Definition 11.1. Define

Ev
k(τ, s) = εN

∑′

v=(c,d) mod N
gcd(c,d)=1

(Im τ)s

(cτ + d)k|cτ + d|2s
, k + 2Re s > 2.

We have

Ev
k(τ, s) = εN

∑
γ∈P+∩Γ(N)\Γ(N)δ

(Im τ)s[γ]k,

where P+ = ⟨( 1 1
0 1 )⟩, δ =

(
a b
cv dv

)
, and Ev

k [γ]k = Evγ
k for γ ∈ SL(2,Z), hence it is Γ(N)-

invariant. Its non-normalized form:

Gv
k(τ, s) = εN

∑
v=(c,d) mod N

(Im τ)s

(cτ + d)k|cτ + d|2s

is linearly related to Ev
k(τ, s) as before. We define

Gv
k(τ, 0) = Gv

k(τ, s)|s=0

after analytic continuation to s ∈ C. Nothing happens for k ≥ 3 but for k ≤ 2 (k can be

negative!).
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Definition 11.2. For γ ∈ GL(2,R), define

ϑ(γ) =
∑
n∈Z2

e−π|nγ|
2

.

For f ∈ L1(R2), r > 0, let φ(x) = f(xγr), where x ∈ R2. The Fourier transform (for

det γ = 1)

φ̂(x) =

∫
y∈R2

f(yγr)e−2πi⟨y,x⟩dx = r−2

∫
y∈R2

f(y)e−2πi⟨y,xγ−T⟩dy = r−2f̂(xγ−T),

where γ−T = (γ−1)T.

For example, when f(x) = e−π|x|
2

, Poisson summation formula tells us that

r
∑
n∈Z2

f(nγr) = r−1
∑
n∈Z2

f(nγ−T/r).

For S = ( 0 −1
1 0 ), γ = ( a bc d ),

Sγ−T =

Ç
0 −1
1 0

åÇ
d −c
−b a

å
=

Ç
b −a
d −c

å
= γS,

so

f(nSγ−T/r) = f(nγS/r) = f(nγ/r).

Since nS runs through all Z2, we get the functional equation

rϑ(γr) = r−1ϑ(γr−1).

For γ ∈ SL(2,R), define g(s, γ) to be the Mellin transform of ϑ(γ
√
t)− 1, i.e.,

g(s, γ) =

∫ ∞

0

∑′

n∈Z2

e−π|nγ|
2t ts

dt

t
.

Since ϑ(γ
√
t) → 1 as t → ∞, ϑ(γ

√
t) → 1/t as t → 0 by the functional equation. Hence

the integral exists for Re s > 1 and

g(s, γ) = π−sΓ(s)
∑′

n∈Z2

|nγ|−2s.

Let γτ=x+iy =
(√

y x
√
y−1

0
√
y−1

)
∈ SL(2,R) so that γτ (i) = τ . We get

g(s, γτ ) = π−sΓ(s)
∑′

(c,d)

ys

|cτ + d|2s
= π−sΓ(s)G0(τ, s)
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and the analytic continuation as before:∫ 1

0

(ϑ(γ
√
t)− 1)ts

dt

t
=

∫ 1

0

ϑ(γ
√
t)ts

dt

t
− 1

s
=

∫ ∞

1

ϑ(γ
√
t
−1
)t−s

dt

t
− 1

s

=

∫ ∞

1

ϑ(γ
√
t)t1−s

dt

t
− 1

s

=

∫ ∞

1

(ϑ(γ
√
t)− 1)t1−s

t

dt
− 1

s
− 1

1− s
, Re s > 1,

so

g(s, γ) =

∫ ∞

0

(ϑ(γ
√
t)− 1)(ts + t1−s)

dt

t
− 1

s
− 1

1− s
, Re s > 1,

which is invariant under s 7→ 1− s. All these extends to higher k and level N ≥ 1.

For v ∈ (Z/NZ)2 of order N ,

ϑvk(γ) :=
∑

v=n mod N

hk(nγ/N)e−π|nγ/N |2

=
∑
n∈Z2

hk ((v/N + n) γ) e−π|(n+v/N)γ|2 ,

where hk(c, d) := (−i)k(c+ di)k. For any a : (Z/NZ)2 → C, its Fourier transform

â(v) =
1

N

∑
w∈(Z/NZ)2

a(w)µ
−(w,vS)
N .

Theorem 11.3. Let

Ga
k(τ, s) =

∑
v

(
a(v) + (−1)kâ(−v)

)
Gv
k(τ, s),

k

2
+ Re s > 1.

Then ( π
N

)−s
Γ
Ä
|k|
2
+ s
ä
Ga
k

(
τ, s− k

2

)
, Re s > 1

has an analytic continuation to s ∈ C \ {0, 1}, invariant under s 7→ 1− s. Indeed analytic

for k ̸= 0.

Proof. Let

fk(x) = hk(x)f(x),

where f(x) = e−π|x|
2

, so that ϑvk(γ) =
∑
n

fk((v/N + n)γ). We see that

rϑvk(γr) = r
∑
n

fk((v/N + n)γr) = r
∑
n

φk(v/N + n),
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where φk = fk(xγr). Since f̂k = (−i)kfk, φ̂k(x) = (−i)kr−2fk(xγ
−Tr−1). Hence,

rϑvk(γr) = r
∑
n

φ̂k(v/N + n)

= (−i)kr−1
∑
n

fk(nSγ
−Tr−1)e2πi⟨nS,v/N⟩

= (−i)kr−1
∑
n

fk(nγSr
−1)e−2πi⟨n,−vS/N⟩.

We see that fk(xS) = hk(xS)f(xS) = (−i)khk(x) · f(x) = (−i)kfk(x), so

rϑvk(γr) = (−1)kr−1
∑
n

fk(nγr
−1)µ

−⟨n,vS⟩
N

= (−1)kr−1
∑

w∈(Z/NZ)2

∑
w=n mod N

fk(nγr
−1)fk(nγr

−1)µ
−⟨w,vS⟩
N

= (−1)kr−1
∑

w∈(Z/NZ)2

∑
n

fk((w/N + n)γNr−1)fk(nγr
−1)µ

−⟨w,vS⟩
N

= (−1)kr−1
∑

w∈(Z/NZ)2
ϑwk (γNr

−1)µ
−⟨w,vS⟩
N .

If we think ϑvk as a function of v, then the above equation tells us

rϑvk(γr) = (−1)kNr−1ϑ̂vk(γNr
−1),

or equivalently,

rϑvk(γN
1/2r) = (−1)kr−1ϑ̂vk(γN

1/2r−1).

This shows that

Θa
k(γ) :=

∑
v∈(Z/NZ)2

(a(v) + (−1)kâ(−v))ϑvk(γN1/2)

satisfies the transformation law

rΘa
k(γr) = r−1Θa

k(γr
−1).

Define

gak(s, γ) =

∫ ∞

0

Θa
k(γt

1/2)ts
dt

t
.

Since ∫ ∞

0

hk(xt
1/2)e−π|xt

1/2|2ts
dt

t
= hk(x)

∫ ∞

0

e−π|x|
2tts+k/2

dt

t
=
hk(x)Γ(s+ k/2)

(π|x|2)s+k/2
,
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we have (note that hk(0) = 0)∫ ∞

0

ϑvk(γt
1/2N1/2)ts

dt

t
=

∑′

v=n mod N

N−k/2hk(nγ)Γ(s+ k/2)

(π|nγ|2/N)s+k/2
,

and hence

gak(s, γ) =
∑
v

(a(v) + (−1)kâ(−v))
∫ ∞

0

ϑvk(γt
1/2N1/2)ts

dt

t

=
N sΓ(s+ k/2)

πs+k/2

∑
v

(a(v) + (−1)kâ(−v))
∑′

v=n mod N

hk(nγ)

|nγ|2s+k
.

Set γ = γτ =
1√
y
( y x0 1 ), we see that

(c, d)γ =
i cτ + d
√
y

, h((c, d)γ) =
(cτ + d)k

yk/2
.

It follows that

Gv
k(τ, s− k/2) = εN

∑
v=(c,d) mod N

(cτ + d)kys−k/2

|cτ + d|2s+k
=

∑′

v=n mod N

hk(nγ)y
−k/2

|nγ|2s+k
,

and thus

gak(s, γτ ) = εN
∑

v=(c,d) mod N

(Im τ)s

(cτ + d)k|cτ + d|2s
=
N sΓ(s+ k/2)yk/2

πs+k/2
Ga
k(τ, s− k/2).

Since

gvk(s, γ) =

∫ ∞

1

Θa
k(γt

1/2)(ts + t1−s)
dt

t

is entire in s and invariant under s 7→ 1− s. We get the theorem. ■

12 Hecke operators

A correspondence T between compact Riemann surfaces Σ and Σ′ is a curve lies in Σ×Σ′

such that the projection maps

T

Σ Σ′

π π′

are surjective. Then we define

Div(Σ) Div(Σ′)

p π′(π−1(p)).

T

If Σ, Σ′ have genus ≥ 2. Then Σ = Γ\H, Σ′ = Γ′\H for some Γ, Γ′ ⊂ SL(2,R).
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Definition 12.1. We say that Γ and Γ′ are comeasurable if

[Γ : Γ ∩ Γ′] <∞, [Γ′ : Γ ∩ Γ′] <∞.

We say that Γ and Γ′ are α-comeasurable if

[Γ : Γ ∩ αΓ′α−1] <∞, [Γ′ : α−1Γα ∩ Γ′] <∞.

This implies that

Σ̃ := (Γ ∩ αΓ′α−1)\H ∼= (α−1Γα ∩ Γ′)\H =: Σ̃′

is a correspondence.

Now assume that α ∈ GL+(2,Q).

Lemma 12.2. If Γ is a congruent subgroup, then α−1Γα ∩ SL(2,Z) is also a congruent

subgroup.

Proof. Pick ‹N such that Γ ⊇ Γ(‹N) and ‹Nα, ‹Nα−1 ∈ M(2,Z). Let N = ‹N3. Then

αΓ(N)α−1 ⊆ α(I + ‹N3M(2,Z))α−1

= I + ‹N(‹Nα)M(2,Z)(‹Nα−1) ⊆ I + ‹N M(2,Z).

Since elements in αΓ(N)α−1 have determinant 1, we get

αΓ(N)α−1 ⊆ (I + ‹N M(2,Z)) ∩ SL(2,Z) = Γ(‹N).

Hence,

α−1Γα ⊇ α−1Γ(‹N)α ⊇ Γ(N). ■

Let Γ1, Γ2 be congruent subgroups of SL(2,Z). Consider the double coset Γ1αΓ2 ⊆

GL+(2,Q) and Γ3 = (α−1Γ1α) ∩ Γ2 < Γ2.

Lemma 12.3. There is a 1-1 correspondence between Γ3\Γ2 and Γ1\Γ1αΓ2 via γ2 7→

αγ2.

Proof. First of all, Γ2 → Γ1\Γ1αΓ2 is surjective. If Γ1αγ2 = Γ1αγ
′
2, then αγ

′
2(αγ2)

−1 ∈ Γ1,

i.e., γ′2γ
−1
2 ∈ α−1Γ1α ∩ Γ2 = Γ3. Hence, the kernel of Γ2 → Γ1\Γ1αΓ2 is Γ3. ■
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Recall that for β ∈ GL+(2,Q), k ∈ Z,

f [β]k(τ) = (det β)k−1j(β, τ)kf(β(τ)).

Definition 12.4. Let Γ1αΓ2 =
∑
j

Γ1βj. For f ∈Mk(Γ1), let

f [Γ1αΓ2]k :=
∑
j

f [βj]k.

It is clear that this is independent of choice of βj’s.

Proposition 12.5. The operator [Γ1αΓ2]k maps Mk(Γ1) to Mk(Γ2) and maps Sk(Γ1)

to Sk(Γ2).

Proof. For γ2 ∈ Γ2, there is an action on Γ1\Γ1αΓ2 by Γ1β 7→ Γ1βγ2. So f [Γ1αΓ2]k is now

a weakly modular by the independence of choices of βj’s. To show that it is holomorphic

/ vanishing at cusps, we see that ∑
j

f [βj]k[δ]k

does so at ∞ for each δ ∈ SL(2,Z). ■

Example 12.6.

(1) If Γ1 ⊇ Γ2, α = I, we get an injection Mk(Γ1)→Mk(Γ2).

(2) If α−1Γ1α = Γ2, Γ1αΓ2 = Γ1(αΓ2α
−1)α = Γ1α. Hence, f 7→ f [α]k gives an isomor-

phism Mk(Γ1)→Mk(Γ2).

(3) If Γ1 ⊆ Γ2, α = I, we get a surjection Mk(Γ1)→Mk(Γ2), which is the trace map.

Now, given Γ1, Γ2, α as above, consider Γ′
3 = αΓ3α

−1 ⊆ Γ1. We get

Mk(Γ1) Mk(Γ
′
3) Mk(Γ3) Mk(Γ2)

f f f [α]k
∑
j

f [αγ2,j]k.

(1)

∼
(2) (3)

Geometric point of view:

Γ3 Γ′
3

Γ2 Γ1

∼

=⇒
X(Γ3) X(Γ′

3)

X(Γ2) X(Γ1)

∼
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Definition 12.7 (Hecke operator). Set Γ1 = Γ2 = Γ1(N)⊴ Γ0(N),

(i) α = ( a bc d ) ∈ Γ0(N);

(ii) α =
(
1 0
0 p

)
, where p is a prime.

For (i), this is case (2), i.e., by f 7→ f [α]k, which is determined by Γ0(N)/Γ1(N) ∼=

(Z/NZ)×, α 7→ d (mod N), hence it is denoted by ⟨d⟩ : Mk(Γ1(N)) → Mk(Γ1(N)). In

this case, Mk(N,χ) is the χ-eigenspace of the “diamond” generators ⟨d⟩, d ∈ (Z/NZ)×:

⟨d⟩f = f [α]k = χ(d)f .

For (ii),

Γ1(N)

Ç
1 0

0 p

å
Γ1(N) =

®
γ ∈ M(2,Z)

∣∣∣∣∣ γ ≡
Ç
1 ∗
0 p

å
mod N, det γ = p

´
.

We get

Tpf := f [Γ1(N)
(
1 0
0 p

)
Γ1(N)]k.

Proposition 12.8. We have

(a) ⟨d⟩⟨e⟩ = ⟨e⟩⟨d⟩,

(b) ⟨d⟩Tp = Tp⟨d⟩,

(c) TpTq = TqTp.

Proof. (a) is trivial, For (b), let α =
(
1 0
0 p

)
, γ = ( a bc d ) ∈ Γ0(N). Then γαγ−1 ≡

(
1 ∗
0 p

)
(mod N). So

Γ1(N)αΓ1(N) = Γ1(N)γαγ−1Γ1(N) = γΓ1(N)αΓ1(N)γ−1

= γ
(⊔

j

Γ1(N)βj

)
γ−1

=
⊔
j

Γ1(N)γβjγ
−1 =

⊔
j

Γ1(N)β′
j,

i.e., there is a 1-1 correspondence between {Γ1(N)βjγ} and {Γ1(N)γβ′
j}. Thus,

⟨d⟩Tpf =
∑
j

f [Γ1(N)βjγ]k = f [Γ1(N)γβ′
j]k = Tp⟨d⟩f.

For (c), we have Γ3 = Γ0
1(N, p) := Γ1(N) ∩ Γ0(p). Then we may guess

Γ3\Γ2 =

p−1⊔
j=0

Γ3γ2,j, γ2,j =

Ç
1 j

0 1

å
.
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For γ = ( a bc d ) ∈ Γ2,

γ1γ
−1
2,j =

Ç
a −aj + b

c −cj + d

å
,

which lies in Γ3 if and only if p | −aj + b. If p ∤ a, let j = ba−1 (mod p), i.e., γ is

represented by γ2,j.

If p | a, then no such j (otherwise p | b and hence p | ad − bc = 1). This happens if

and only if p ∤ N , for example, if pm−Nn = 1, then take γ = ( pm n
N 1 ). So for p ∤ N , need

one more representative: γ2,∞ = (mp nN 1 ),

γγ−1
2,∞ =

Ç
a b

c d

åÇ
1 −n
−N mp

å
=

Ç
a−Nb −na+mpb

c−Nd −nc+mpd

å
∈ Γ3.

So we see that

Γ1\Γ1αΓ2 = Γ1(N)\Γ1(N)
(
1 0
0 p

)
Γ1(N) =

⊔
Γ1(N)βj,

βj = αγ2,j =

Ç
1 j

0 p

å
,

β∞ = αγ2,∞ =

Ç
m n

N p

åÇ
p 0

0 1

å
if p ∤ N,

i.e., for f ∈Mk(Γ1(N)),

Tpf =

p−1∑
j=0

f [
(
1 j
0 p

)
]k + δp ∤ Nf [(m n

N p )]k[
(
p 0
0 1

)
]k.

If f(τ) =
∑

an(f)q
n, then

f [
(
1 j
0 p

)
]k(τ) = pk−1(0τ + p)kf

Å
τ + j

p

ã
= p−1

∑
an(f)q

n
pµ

nj
p .

So
p−1∑
j=0

f [
(
1 j
0 p

)
]k = p−1

∑
an(f)q

n
p

∑
j

µnjp =
∑

anp(f)q
n.

If p ∤ N ,

f [(m n
N p )]k[

(
p 0
0 1

)
]k(τ) = (⟨p⟩f)[

(
p 0
0 1

)
]k(τ) = pk−1(⟨p⟩f)(pτ)

= pk−1
∑

an(⟨p⟩f)qnp.

Put together,

an(Tpf) = anp(f) + 1N(p) p
k−1an/p(⟨p⟩f), (à)
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where an/p = 0 if p ∤ n. As a corollary, if f ∈ Mk(N,χ), so is Tpf , and the additional

term is equal to χ(p)pk−1an/p(f) since ⟨d⟩Tpf = Tp⟨d⟩f .

Now, we may prove (c). We may assume that f ∈Mk(N,χ). Then

an(TpTqf) = anp(Tqf) + χ(p) pk−1an/p(Tqf)

= anpq(f) + χ(q) qk−1anp/q(f) + χ(p) pk−1anq/p

+ χ(p) pk−1χ(q) qk−1an/pq(f).

This is symmetric in p and q, and hence equal to an(TqTpf). ■

13 Hecke operators II

Last time, we defined ⟨d⟩ for d ∈ (Z/NZ)× and Tp a prime p on Mk(Γ1(N)). We extend

these to general n ∈ Z:

⟨n⟩ :=

⟨n mod N⟩ if gcd(n,N) = 1,

0 if gcd(n,N) > 1.

It is clear that ⟨nm⟩ = ⟨n⟩⟨m⟩. Write n =
∏

prii , we define T1 = 1 and

Tn = Tpr11 · · ·Tprkk , Tpr = TpTpr−1 − pk−1⟨p⟩Tpr−2 .

We can check that TprTqs = TqsTpr by induction (also for the case p = q). The definition

implies that Tnm = TnTm if gcd(n,m) = 1.

Consider the generating series

g(s) :=
∞∑
n=1

Tn
ns

=
∏
p

1

1− Tpp−s + ⟨p⟩pk−1+2s
.

Proposition 13.1. For f ∈Mk(Γ1(N)),

am(Tnf) =
∑

d|gcd(m,n)

dk−1amn/d2 (⟨a⟩f) .

In particular, if f ∈Mk(N,χ),

am(Tnf) =
∑

d|gcd(m,n)

χ(d)dk−1amn/d2(f).
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Proof. We only need to prove the case f ∈ Mk(N,χ). The case n = p is done by (à).

Assume by induction that the assertion holds for n = 1, p, . . . , pr−1. We see that

am(Tprf) = am(TpTpr−1f)− pk−1am(⟨p⟩Tpr−2f)

= amp(Tpr−1f) + χ(p)pk−1am/p(Tpr−1f)− χ(p)pk−1am(Tpr−2f)

=
∑

d|gcd(mp,pr−1)

χ(d)dk−1ampr/d2(f)

+ χ(p)pk−1
∑

d|gcd(m/p,pr−1)

χ(d)dk−1ampr−2/d2(f)

− χ(p)pk−1
∑

d|gcd(m,pr−2)

χ(d)dk−1ampr−2/d2(f)

= ampr(f) + χ(p)pk−1
∑

d′|gcd(m/p,pr−1)

χ(d′)(d′)k−1ampr−2/(d′)2(f),

as desired.

Finally, for gcd(n1, n2) = 1,

am(Tn1n2(f)) = am(Tn1Tn2f) =
∑

d1|gcd(m,n1)

χ(d1)d
k−1
1 amn1/d21

(Tn1f)

=
∑

d1|gcd(m,n)

χ(d1)d
k−1
1

∑
d2|gcd(mn/d21,n2)

χ(d2)d
k−1
2 amn1n2/d21d

2
2
(f)

=
∑

d=d1d2|gcd(m,n1n2)

χ(d)dk−1amn1n2/d2(f). ■

Petersson inner product.

Recall that a matrix A is normal if AA∗ = A∗A, where A∗ is the adjoint with

respect to the hermitian inner product. The invariant measure (up to a scalar) on H is

dµ = dx ∧ dy/y2 under GL+(2,R).

For a congruent subgroup Γ of SL(2,Z), write

SL(2,Z) =
⊔
j

({±I}Γ)αj.

A fundamental domain for X(Γ) is
⋃
j

αjD
∗, where D∗ is a fundamental domain for

SL(2,Z). We see that the volume of the fundamental domain is

vΓ =

∫
X(Γ)

dµ = d · vSL(2,Z) =
dπ

3
.
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For (f, g) ∈ Sk(Γ1(N))×Mk(Γ1(N)), we define the Petersson inner product to be

⟨f, g⟩Γ =
1

vΓ

∫
X(Γ)

f(τ)g(τ)yk dµ.

Note that the function f(τ)g(τ)yk is Γ-invariant since (Im γ(τ))k = (cτ + d)−2k, and the

integral is finite since g is a cusp form. It follows from the definition that if Γ′ ⊆ Γ, then

⟨−,−⟩Γ′ = ⟨−,−⟩Γ.

We want to find the adjoint of Hecke operators with respect to ⟨−,−⟩Γ. Let α ∈

GL+(2,Q). There is a measure preserving 1-1 correspondence between α−1Γα\H and

X(Γ) by α.

Lemma 13.2. We have [Γ : α−1Γα ∩ Γ] = [Γ : αΓα−1 ∩ Γ], call it n. Then there exists

β1, . . . , βn ∈ GL+(2,Q) such that

ΓαΓ =
⊔
j

Γβj =
⊔
j

βjΓ.

Proof. If

ΓαΓ =
⊔

Γai =
⊔

bjΓ,

then Γai ∩ bjΓ ̸= ∅ for each i, j. Indeed, if

Γai ⊆
⊔
k ̸=j

bkΓ =⇒ ΓαΓ = ΓaiΓ ⊆
⊔
k ̸=j

bkΓ,

a contradiction. Hence, it suffices to prove the first assertion:

[Γ : α−1Γα ∩ Γ] = [Γ : αΓα−1 ∩ Γ].

If α−1Γα ⊆ SL(2,Z), then vα−1Γα = vΓ and

[SL(2,Z) : α−1Γα] = [SL(2,Z) : Γ].

Now let Γ = α−1Γα ∩ Γ. Then we get

[SL(2,Z) : Γ ∩ α−1Γα] = [SL(2,Z) : αΓα−1 ∩ Γ],

and thus

[Γ : Γ ∩ α−1Γα] = [Γ : αΓα−1 ∩ Γ]. ■

Proposition 13.3. Let α′ = adjα = detα · α−1. Then
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(a) if α−1Γα ⊆ SL(2,Z), then

⟨f [α]k, g⟩α−1Γα = ⟨f, g[α′]k⟩Γ;

(b)

⟨f [ΓαΓ]k, g⟩ = ⟨f, g[Γα′Γ]k⟩.

Proof. Note that detα′ detα = (detα)2 (since we are doing on 2 by 2 matrices), so

detα′ = detα. Since α′ = α−1 as action,

⟨f [α]k, g⟩α−1Γα =
1

v

∫
α−1Γα\H

(detα)k−1f(α(τ))j(α, τ)−kg(τ) yk dµ(τ)

=
1

v

∫
X(Γ)

(detα′)k−1f(τ)j(α, α′τ)−kg(α′(τ))(Imα′(τ))k dµ(τ)

=
1

v

∫
X(Γ)

(detα′)k−1f(τ)j(αα′, τ)−kg(α′(τ))(detα′)kj(α′, τ)−k yk dµ(τ)

= ⟨f, g[α′]k⟩.

This proves (a). For (b),

ΓαΓ =
⊔

Γβj =
⊔

βjΓ.

So Γα′Γ =
⊔

Γβ′
j and (b) now follows from (a). ■

Theorem 13.4. We have ⟨p⟩∗ = ⟨p⟩−1, T ∗
p = ⟨p⟩−1Tp for each prime p. Thus, for each

n with gcd(n,N) = 1, ⟨n⟩, Tn are normal commuting operators.

Proof. We have

⟨p⟩∗ =
ñÇ

a b

c p

å∗ô
k

=

ñÇ
p −b
−c a

åô
k

= ⟨a⟩ = ⟨p⟩−1.

For T ∗
p , left for reading. ■

14 Old forms and new forms (Arkin-Lehner-Li the-

ory)

Let M , N ∈ N such that M | N . Then there are two ways to embed Sk(Γ1(M)) into

Sk(Γ1(N)): f 7→ f , and for d | N/M ,

f 7→ (f [αd]k)(τ) = dk−1f(dτ), α =

Ç
d 0

0 1

å
.
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For M = Nd−1, we define

id(f, g) = f + g[αd]k.

The sum of the images

Sk(Γ1(N))old :=
∑
d

Im id

is called the old subspace, and the elements lies in it are called old forms. In fact, we only

need to sum over d = p | N . We define Sk(Γ1(N))new, called the new subspace, to be the

orthogonal complement of old subspace with respect to the Petersson inner product. It

is easy to see that:

Proposition 14.1. The Hecke operators Tn, ⟨n⟩, n ∈ N acts on old, and hence new

subspaces.

We normalize ιd = d1−k[αd]k, i.e., q
n 7→ qdn. If f =

∑
p|N

ιpfp, fp ∈ Sk(Γ1(N/p)) old,

then we see that an(f) = 0 for gcd(n,N) = 1.

Theorem 14.2. The converse holds, i.e., if an(f) = 0 for gcd(n,N) = 1, then f is an

old form.

Now, both old and new subspaces have orthonormal bases of Tn, ⟨n⟩-eigenforms with

gcd(n,N) = 1.

Definition 14.3. We say that f ∈ Mk(Γ1(N)) is a (Hecke) eigenform if it is an

eigenform for all Tn, ⟨n⟩. A new form is an eigenform with a1(f) = 1.

Let f ∈ Sk(Γ1(N)) be an eigenform with respect to n, i.e.,

Tnf = cnf, ⟨n⟩f = dnf.

Then χ : (Z/NZ)× → C×, n 7→ dn is a Dirichlet character and f ∈ Sk(N,χ). Since

an(f) = a1(Tnf) = cna1(f),

we see that if a1(f) = 0, then an(f) = 0 for each gcd(n,N) = 1. This shows that f is an

old form by (14.2).
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For 0 ̸= f ∈ Sk(Γ1(N))new, we have a1(f) ̸= 0, and thus we may assume that

a1(f) = 1. For each m ∈ N,

gm := Tmf − am(f)f ∈ Sk(Γ1(N))new

is still an ⟨n⟩, Tn eigenform for gcd(n,N) = 1. but

a1(gm) = am(f)− am(f)a1 = 0

and hence gm = 0, i.e., Tmf = am(f)f for each m ∈ N.

Theorem 14.4. Let 0 ̸= f ∈ Sk(Γ1(N))new be an eigenform for Tn, ⟨n⟩ with gcd(n,N) =

1. Then

(a) in fact, no restriction on n ∈ N, i.e.., f/a1(f) is a newform;

(b) (multiplicity one theorem) for any other f̃ of the same Tn-eigenvalues, f̃ = cf .

Proof. (a) is already done. For (b), it equivalent to linearly independence of all new forms.

Let
n∑
i=1

cifi = 0, ci ̸= 0 be a relation with smallest n ≥ 2. Then apply Tm − am(f1) id to

it, we get
n∑
i=2

ci(am(fi)− am(f1))fi = 0,

and hence am(fi) = am(f1) for all i, m. This tells us that fi = f1, a contradiction. ■

Corollary 14.5. The space Sk(Γ1(χ))
new, i.e., eigenspace of diamond operator, has an

orthonormal basis by new forms.

Consider the L-function for f ∈Mk(Γ): if f =
∑

anq
n, then

L(s, f) :=
∞∑
n=1

an
ns

(forget a0).

Proposition 14.6. For Γ = Γ1(N), L(s, f) converges absolutely forRe s >
k

2
+ 1 if f ∈ Sk

Re s > k if f is a sum of Eisenstein series

(notice that k may be 1, 2).
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Proof. For f ∈ Sk,

an =
1

2πi

∫
|q|=r

f(τ)q−n
dq

q

=

∫ 1

0

f(x+ iy)e−2πin(x+iy) dx,

where y = − log r. Set y = 1/n, we get

an = e2π
∫ 1

0

f(x+ i/n)e−2πinx dx.

We know that |f(τ)|(Im τ)k/2 < C on H for some universal C > 0. Hence,

|an| ≤ e2π
∫ 1

0

C

Å
1

n

ã−k/2
dx = e2πCnk/2,

which gives us the cusp form case.

For Eisenstein series, |an| ≤ Cnk−1 by direct comparison on σk−1(n), done. ■

Remark. If f is holomorphic and weight k, then f is Γ-modular if and only if |an| ≤ Cnr

for some r.

Theorem 14.7. For f ∈Mk(N,χ), f is a normalized eigenform if and only if

L(s, f) =
∏
p

1

1− app−s + χ(p)pk−1−2s
.

Proof. By definition,

L(s, f) =
∞∑
n=1

a1(Tnf)

ns
= a1

Å∑ Tn
ns
f

ã
= a1

(∏
p

1

1− Tpp−s + ⟨p⟩pk−1−2s
f

)
.

Conversely, let s→∞, then a1 = 1. Look at the p component:

∞∑
r=0

bp,r
prs

=
1

1− app−s + χ(p)pk−1−2s
.

We get

L(s, f) =
∏
p

∞∑
r=0

bp,r
prs

=
∞∑
n=1

∏
pr∥n

bp,r
prs

,

i.e., an =
∏
pr∥n

bp,r. In particular,

∞∑
r=0

apr

prs
=

∞∑
r=0

bp,r
prs

=
1

1− app−s + χ(p)pk−1−2s
,
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14.1 Functional equations for cusp forms

which gives us

apr − apapr−1 + χ(p)pk−1apr−2 = 0.

Also, amn = aman if gcd(m,n) = 1.

Now we claim that am(Tpf) = apam. For p prime, m ∈ N. If p ∤ m, then

am(Tpf) = amp = apam.

If pr ∥ m, let m = prm′. Then

am(Tpf) = am′pr+1(f) + pk−1χ(p)am′pr−1(f) = apam′pr = apam,

as desired. ■

14.1 Functional equations for cusp forms

Let f ∈ Sk(Γ1(N)),

g(s) =

∫ ∞

0

f(it)ts
dt

t
= (2π)−sΓ(s)L(s, f)

be its Mellin transform. Consider

Sk(Γ1(N)) Sk(Γ1(N))

f ikN1−k/2f [( 0 −1
N 0 )]

k
.

WN

Then W 2
N = id and get ±1-eigenspaces Sk(Γ1(N))±. Also, WN is self adjoint, so the

±1-eigenspaces are orthogonal to each other.

Theorem 14.8. If f ∈ Sk(Γ1(N))±, then

ΛN(s) = N s/2g(s)

extends to an entire function such that

ΛN(s) = ±ΛN(k − s).

In particular, L(s, f) has a meromorphic continuation to C.

Sketch of proof. It follows from the modularity that

ΛN(s) =

∫ ∞

1

Ä
f( it√

N
)ts + (WNf)(

it√
N
)tk−s

ä dt
t
. ■
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15 Proof of the main lemma

We are goint to prove:

Lemma 15.1. Let f =
∑

an(f)q
n ∈ Sk(Γ1(N)). If an(f) = 0 for all gcd(n,N) = 1,

then

f =
∑
p|N

ιpfp, fp ∈ Sk(Γ1(N/p)).

Observe that αMΓ1(M)α−1
M = Γ1(M), where αM = (M 0

0 1 ):Ç
M 0

0 1

åÇ
a b

c d

åÇ
1/M 0

0 1

å
=

Ç
a Mb

c/M d

å
.

So there is an isomorphism

M−(1−k)[α−1
M ]k : Sk(Γ1(M)) −→ Sk(Γ1(M)).

(Note that Γ1(M) ⊇ Γ(M) is congruent.) For N = dM , we have the diagram

Sk(Γ1(M)) Sk(Γ1(M))

Sk(Γ1(N)) Sk(Γ1(N)).

ιd

In elements, it reads: ∑
anq

n
∑

anq
n
M

∑
anq

dn
∑

anq
dn
N .

ιd

So the map Sk(Γ1(M))→ Sk(Γ1(N)) is in fact an inclusion (identity to its image).

Hence, we only need to prove that

Lemma 15.2. Let f ∈ Sk(Γ1(N)). If an(f) = 0 for each gcd(n,N) = 1, then

f =
∑
p|N

fp, fp ∈ Sk(Γ1(N/p)).

Definition 15.3. For d | N , we define Γd = Γ1(N) ∩ Γ0(N/d) ⊇ Γ(N).
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It is easy to see that

Γd =
d−1⊔
b=0

Γ(N)
(
1 bN/d
0 1

)
.

Hence taking trace

Sk(Γ(N)) Sk(Γd) ⊆ Sk(Γ(N))

f
1

d

d−1∑
b=0

f
[(

1 bN/d
0 1

)]
k

is a projection map, i.e., π2
d = πd. Precisely,

πd
∑
n

anq
n
N =

∑
n

an

(
1

d

∑
b

µ
nbN/d
N

)
qnN =

∑
d|n

anq
n
N .

Using this computation, we see that πd1d2 = πd1πd2 = πd2πd1 . So the hypothesis is simply

f ∈
∑
p|N

Im πp, and hence the statement is now equivalent to the following:

Lemma 15.4. We have the inclusion

Sk(Γ1(N)) ∩
∑
p|N

Sk(Γp) ↪→
∑
p|N

Sk(Γ1(N/p)).

WriteN =
∏

peii . The kernel of the (right) action SL(2,Z)→ AutSk(Γ(N)) contains

Γ(N), and hence induces an action

G := SL(2,Z/NZ) −→ AutSk(Γ(N)).

Write

G = SL(2,Z/NZ) ∼=
∏

SL(2,Z/peii Z) =:
∏

Gi.

For each pi, let Hi = Γ1(peii )/Γ(p
ei
i ), Ki = Γ1(p

ei
i ) ∩ Γ0(pei−1

i )/Γ(peii ), which are the local

analogue of Γ1(N) and Γpi .

Lemma 15.5. We have the equality

Γ := ⟨Γ1(pe),Γ1(p
e) ∩ Γ0(pe−1)⟩ = Γ1(pe−1).

Proof. It is clear that Γ1(pe), Γ1(p
e) ∩ Γ0(pe−1) ⊆ Γ1(pe−1). For m = ( a bc d ) ∈ Γ1(pe−1). It

suffices to show γmγ′ ∈ Γ for some γ, γ′ ∈ Γ.
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If p | a or p | d (this implies e = 1), say p | a, then p ∤ b and

m

Ç
1 0

1 1

å
=

Ç
a+ b b

c+ d d

å
, p ∤ a+ b.

So we may assume that p ∤ a and p ∤ d.

We may assume b, c ≡ 0 (mod pe). Indeed, considerÇ
1 β

0 1

å
m =

Ç
a+ cβ b+ dβ

c d

å
and take β ≡ −bd−1 (mod pe), we get pe−1 | β (hence,

(
1 β
0 1

)
∈ Γ1(p

e) ∩ Γ0(pe−1) ⊆ Γ)

and pe | b+ dβ.

Now, pe | bc = ad− 1. Consider

Γ ∋ γ =

Ç
1 1− a
0 1

åÇ
1 0

−1 1

åÇ
1 1− d
0 1

åÇ
1 0

a 1

å
=

Ç
a+ a(1− ad) 1− ad

ad− 1 d

å
≡ m (mod pe).

We see that m ∈ Γ. ■

Now, the statement is equivalent to

Lemma 15.6. Let H =
∏

Hi. Then

Sk(Γ(N))H ∩
∑

Sk(Γ(N))Ki =
∑

Sk(Γ(N))⟨H,Ki⟩.

Proof. Recall that for a finite dimensional representation of a finite group, it is a direct

sum of irreducible representations. The irreducible representations of G1 × G2 is of the

form V1⊗V2, where V1, V2 are irreducible representations of G1, G2, respectively. Finally,

(⊗,⊕) satisfy distribution law.

Since Sk(Γ(N)) is a finite dimensional representation of the finite group G, the result

follows easily by computation. ■

Theorem 15.7 (Strong multiplicity one). If g ∈ Sk(Γ1(N)) is an Hecke eigenform, then

there exists a new form f ∈ Sk(Γ1(M))new, M | N , such that

ap(f) = ap(g), p ∤ N.

53



16 Algebraic eigenvalues

Let f(τ) =
∞∑
n=1

an(f)q
n ∈ Sk(N,χ) for some character χ modulo N . Is an(f) ∈ Q? If so,

say {an(f)} ∈ K/Q, is K a finite extension? Take an embedding σ : K → C. This gives

us an automorphism C→ C that extends σ. We define

fσ(τ) =
∞∑
n=1

σ(an(f))q
n.

Does fσ(τ) ∈ Sk(N,χσ)?

Today, we answer all questions for k = 2. Recall that we view the Hecke operator as

Γ3 Γ′
3

Γ2 Γ1,

∼

where Γ3 = α−1Γ1α ∩ Γ2, Γ
′
3 = Γ1 ∩ αΓ2α

−1, and define a correspondence

X3 X ′
3

X2 X1,

∼

π2 π1

and hence, a map

[Γ1αΓ2] = π1DαDπ
D
2 : Pic0(X2) −→ Pic0(X1).

Here, we give an abstract point of view. Consider the exact sequence

0 Z O O× 0,

which induces a long exact sequence

H1(X,Z) H1(X,O) H1(X,O×) H2(X,Z)

Z2g Cg Pic(X) Z.
≀ ≀ ≀

deg=c1

≀

This gives

Pic0(X) ∼= H1(X,O)⧸H1(X,Z)
∼= Cg

⧸Λ.

The Abel-Jacobi map (for a fixed p ∈ X) is defined by

X H2(X,Ω1)∨⧸H1(X,Z)

x
î
ω 7→

∫ X
P
ω
ó
.

∫
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This extends linearly to

Div0(X) H2(X,Ω1)∨⧸H1(X,Z).
∫

Then in fact, this is surjective and the principal divisors map to 0, so it defines an

isomorphism

Pic0(X) H2(X,Ω1)∨⧸H1(X,Z).
∫

This is actually the same map defined above.

In our case, we get the diagram

Pic0(X2) Pic0(X1)

J(X2) J(X1).

≀ ≀

Note that H1(X,O) ∼= H0(X,Ω1)∨ = S∨
2 .

Proposition 16.1. The operators T = Tp and ⟨d⟩ act on S2(Γ1(N))∨ via φ 7→ φ ◦ T ,

descends to J1(N) := J(X1(N)), i.e., as an endomorphism on H1(X1(N),Z).

Let fp, gp be the characteristic polynomials of Tp on H1(X1(N),Z) ∼= Z2g, S∨
2
∼= Cg,

respectively. Then fp(Tp) = 0 on S∨
2 shows that gp | fp.

Corollary 16.2. If f ∈ S2 is a normalized eigenform, then an(f) ∈ Z.

Definition 16.3 (Hecke algebra over Z). Let

TZ = Z[Tn, ⟨n⟩ | n ∈ N]

on H1(X1(N),Z) ⊆ S2 = S2(Γ1(N)). For a normalized eigenform f ∈ S2(N,χ), we get

λf : TZ −→ C

via Tf = λf (T )f .

Since H1(X1(N),Z) ∼= Z2g, TZ is a finitely generated algebra over Z. As before,

an(f) = a1(Tnf) = a1(λ(Tn)f) = λf (Tn).
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The image of λf is Z[an(f), χ(n), n ∈ N], and in fact, the χ(n) terms are redundant.

Hence,

TZ/If
∼−−→ Z[an(f), n ∈ N],

where If = kerλf . Let Kf = Q(an(f), n ∈ Z) ⊆ Q, called the number field of f , which is

a finite extension over Q.

Theorem 16.4. For any embedding σ : Kf → C, fσ ∈ S2(N,χ
σ) is also a normalized

eigenform. Also, if f is new, then fσ is new.

Corollary 16.5. The space S2(Γ1(N)) has a basis with Z-coefficients.

Proof. Let f ∈ S2(Γ1(M))new ⊆ S2(Γ1(N)), M | N . Let K = Kf , OK = Z ∩ K =

Zα1 ⊕ · · · ⊕ Zαd, d = [K,Q]. For an embedding σi : K → C, define

gi =
d∑
j=1

σj(αi)f
σj ∈ Z ∩Q.

For any automorphism σ : C→ C,

gσi =
d∑
j=1

α
σjσ
j fσjσ = gi,

i.e., an(gi) is fixed by σ. So an(gi) ∈ Z ∩Q = Z. Since A = (α
σj
i ) is an invertible matrix,

f is spanned by gi. ■

Proof of (16.4). The Hodge decomposition asserts that

H1(X,Z)∨ ⊗ C = H1(X,Z)⊗ C = H1(X,C)

= H1,0 ⊕H0,1 = H0(X,Ω1)⊕H1(X,O) = S2 ⊕ S∨
2 .

Let H1(X1(N),Z) =

2g⊕
i=1

Zφi, φi ∈ S∨
2 . Each element T ∈ TZ represents a matrix

[T ] ∈ M(2g,Z) (with respect to φi). We say {λ(T )}T∈TZ is a system of eigenvalue if there

exists a v ∈ C2g such that Tv = λ(T )v. Extend [T ] to C2g = H1(X1(N),Z)⊗ C. Then

[T ]vσ = [T ]σvσ = λ(T )σvσ,

i.e., {λ(T )σ} is a system of eigenvalue.
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We claim that V ∼= S∨
2 ⊕ S∨

2 as C-vector spaces and as TZ-modules. For g ∈ S2, we

define ψg : S2 → C via Petersson inner product:

ψg(h) = ⟨wNg, h⟩.

We had seen that T ∗ = wNTw
−1
N . Now, wNT = T ∗wN , so

ψTg(h) = ⟨wNTg, h⟩ = ⟨T ∗wNg, h⟩

= ⟨wNg, Th⟩ = ψg(Th) = (ψg ◦ T )(h).

This shows that ψ : S2 → S∨
2 is an isomorphism both as C-vector spaces and as TZ-

modules. Now, let

V S∨
2 ⊕ S∨

2

⊕ziφi (
∑
ziφi,

∑
ziφi) .

This is injective: if
∑

ziφi =
∑

ziφi = 0, then
∑

Re(zi)φi =
∑

Im(zi)φi = 0. Since

φi are linearly independent over R, Re(zi) = Im(zi) = 0, as desired.

Hence,

V ∼= S∨
2 ⊕ S∨

2
∼= S∨

2 ⊕ S2.

By a simple result, S∨
2 has the same system of eigenvalue with S2 (by Nakayama lemma).

Finally, let f ∈ Snew
2 . By Arkin-Lehner-Li,

fσ(τ) =
∑
i

aifi(niτ),

where fi is new of level Mi, niMi | N . We get

fσ
−1

=
∑
i

(ai)σ
−1

fσ
−1

i (niτ).

If fσ is not new, then it is old since it is an eigenform. Then Mi < N for each i, and thus

f is old, a contradiction. ■

17 Abelian variety associated to an eigenform

Let f ∈ S2(Γ1(N))new be an eigenform. Then we have a ring homomorphism λf : TZ → C.

Let If = kerλf . Then TZ/If ∼= Imλf = Z[{an(f)}] ⊆ Kf = Q[{an(f)}]. The rank of

Z[{an(f)}] is equal to [Kf : Q].
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Definition 17.1. Consider the action of TZ on J1(Mf ), where f is a new form of level

Mf . We define

Af =
J1(Mf )⧸If J1(Mf )

.

Proposition 17.2. In fact,

Af ∼= S∨
2⧸H1

∣∣∣
Vf :=⟨fσ⟩⊆S2

∼= V ∨
f⧸Λf ,

where Λf = H1|Vf . This is a complex torus of dimension [Kf : Q].

Corollary 17.3. There is a natural isogeny

J1(N)
⊕
f

A
⊕mf

f ,

where the direct sum sums over equivalence classes of new forms f ∈ S2(Γ1(Mf )), and

mf = σ0(N/Mf ).

Proof. We know that S2(Γ1(N)) has basis

B2(N) = {fσ(nτ) | f is new, n | N/Mf , σ : Kf → C}.

To construct isogeny, for each (f, n), let σ1, . . . , σd : Kf → C be all the embeddings, and

let

Ψf,n : S2(Γ1(N))∨ −→ V ∨
f

by sending φ to

ψ : fσj 7→ φ(nfσj(nτ)).

It maps H1(X1(N),Z)→ Λf since for φ =
∫
α
, then

ψ(fσ) = n

∫
α

fσ(nτ) dτ =

∫
α̃

fσ,

where α̃(τ) = nα(τ).

Let

Ψ =
∏
f,n

Ψf,n : S∨
2 −→

⊕
f,n

V ∨
f =

⊕
f

(V ∨
f )

⊕mf .

This is an isomorphism by using the fact that B2 is a basis. Then

J1(N) ∼=
⊕
f

(V ∨
f )

⊕mf

⧸H1(X1(N),Z) ↠
⊕
f

(
V ∨
f⧸Λf

)⊕mf

,

and both sides are of same dimension. ■
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By construction, the Hecke action induces, for p ∤ N ,

J1(N) J1(N)

⊕
f,n

Af
⊕
f,n

Af .

Tp

∏
f,n ap(f)

By isogeny, the reverse map also commutes with Tp.

Definition 17.4. For Γ0(N), everything works with Af replaced by

A′
f :=

J0(Mf )⧸If J0(Mf )
∼= V ∨

f⧸Λ′
f
.

Here, Vf = ⟨fσ⟩ is the same, but Λ′
f = H1(X0(N),Z)|Vf . We get a surjection (isogeny)

Af → A′
f . Then

J0(N) −→
⊕
f

(A′
f )

⊕mf

is an isogeny.

Theorem 17.5 (Modularity conjecture over C). Let E be an elliptic curve with j(E) ∈

Q.

XC There exists N ∈ N such that X0(N) surjects E.

JC There exists N ∈ N such that J0(N) surjects E (which implies XC by Abel-Jacobi,

conversely, by the construction of Pic0).

AC There exists a new form f ∈ S2(Γ0(N)) for some N such that A′
f surjects E (which

is equivalent to JC via isogeny, though the N involved are different).

Our next goal is to change C to Q.

18 Universal elliptic curve

An elliptic curve over an arbitrary field k is a tuple (X, p0), whereX is a smooth projective

curve over k of genus 1 and p0 is a point in X(k), i.e., an abelian variety of dimension

1. Consider the set of N -torsion points X[N ] of X. We know that X[N ] ∼= (Z/NZ)2 if
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char k = 0 or char k | N and X[p] ∼= Z/pZ or 0 if char k = p > 0 (cf. Hartshorne IV

Exercise 4.8).

Recall that

j(τ) = 1728
g32

g32 − 27g23
.

Let j(τ) ̸= 0, 1728. Consider

C⧸Λτ P2.
(℘,℘′)

The image of this map is Ej(τ) and is equivalent to (u2x̃, u3ỹ), where x̃, ỹ is given by

(g̃2, g̃3) = (g2/u
4, g3/u6). Pick u2 = g3/g2, we get

g̃2 = g̃3 =
g32
g23

=
27j

j − 1728
,

i.e., Ej is defined by the equation

ỹ2 = 4x̃3 − 27j

j − 1728
x̃− 27j

j − 1728
,

which lies in Q(j). In particular, Ej is defined over k if and only if j(τ) ∈ k for any k

with characteristic 0. Also, can get canonical generator τ/N , 1/N of C/Λτ [N ]:

Pτ = (u−2℘(τ/N), u−3℘′(τ/N)), Qτ = (u−2℘(1/N), u−3℘′(1/N)).

Definition 18.1. Let

f v0 (τ) =
g2(τ)

g3(τ)
℘

Å
cvτ + dv

N
; τ

ã
.

This is a weight 0 modular form with respect to Γ(N). Also,

f v0 (γ(τ)) = f vγ0 (τ)

as before. Let

f1 = f0,1 = f
±(0,1)
0 , f1,0 = f

±(1,0)
0 , f0 =

N−1∑
d=1

f
(0,d)
0 .

Proposition 18.2. We have

(a) C(X(N)) = C(j, {f±v
0 }) = C(j, f1,0, f0,1),

(b) C(X1(N)) = C(j, {f±(0,d)
0 }) = C(j, f1),

(c) C(X0(N)) = C(j, f0) = C(j, jN), where jN(τ) = j(Nτ).
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Proof. We have

C(j) = C(X(1)) ⊆ C(j, {f±v
0 }) ⊆ C(X(N)).

Consider the action θ : SL(2,Z) → Aut(C(X(N)), f 7→ f ◦ γ. We claim that ker θ =

{±I}Γ(N). The “⊇” side is trivial. For g ∈ ker θ, g fixes f±v
0 shows that v = ±vg

for all v and hence g ∈ {±I}Γ(N). By definition, the Galois group is θ(SL(2,Z)) =

SL(2,Z)/{±I}Γ(N). But both C(j, {f±v
0 }) and C(j, f1,0, f0,1) have fixing group 1. So

both are equal to C(X(N)). (b) and (c) could be done similarly. ■

Proposition 18.3. (i) {f±v
0 } are universal N -torsion x-coordinates, hence

C(X(N)) = C(j, x(Ej[N ])).

(ii) Moreover, y(Ej[N ]) is given by

gv0(τ) := ±
Å
g2(τ)

g3(τ)

ã3/2

℘′
Å
cvτ + dv

N
; τ

ã
,

defined on a double cover of X(N).

C(j, Ej[N ]) is Galois over C(j), with Galois group SL(2,Z/NZ).

Proof. We use N(p) to denote the divisor supported on p with multiplicity N , and use

[N ]p to denote p+ · · ·+ p, which is a point, under addition law. Using the addition law,

we can write

[N ](x, y) =

Å
ϕN(x, y)

ψN(x, y)2
,
ωN(x, y)

ψN(x, y)3

ã
,

where ϕN , ωN , ψN ∈ Z[g2, g3, x, y], and ψ̃N = ψN/y
1+N%2 ∈ Z[g2, g3, x].

Hence, [N ](x, y) is the group identity 0E if and only if ψ̃N(x, y) = 0. So‹N(g, g, f±v
0 ) = 0,

where g =
27j

j − 1728
, is true for j ̸= 0, 1728, and hence true for j = 0, 1728. ■

Theorem 18.4. The degree of the map [N ] : E → E is N2. If char k ∤ N , then [N ] is

unramified, and hence

E[N ] ∼=
ÄZ⧸NZ

ä2
.
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Corollary 18.5. If K/k is Galois and contains all x, y coordinate of E[N ] \ {0E}, then

addition law is defined over Q(g2, g3) ⊆ k. Hence,

Gal(K/k) GL(2,Z/NZ),

σ
[(

P
Q

)
7→
(
Pσ

Qσ

)]ρ

is a 2-dimensional representation.

Fix a point p0 ∈ E, we see that

E Pic0(E)

p p− p0

is an isomorphism. We define the algebraic Weil pairing

eN : E[N ]× E[N ] −→ µN

as follows (assume that char k = 0): let (fQ) = N(Q)−N(0E) 7→ [N ]Q = 0. We have

(fQ ◦ [N ]) = N
∑

[N ]R=Q

R−N
∑
S∈

= N
∑

S∈E[N ]

(R0 + S)− (S),

and fQ ◦ [N ] = gNQ for some gQ ∈ k(E). For any X ∈ E,

gQ(X + P )N = fQ([N ]X + [N ]P ) = fQ([N ]X) = gQ(X)N .

Finally, we define

eN(P,Q) =
gQ(X + P )

gQ(X)
∈ µN .

Proposition 18.6. The Weil pairing eN is bilinear, alternating, nondegenerate, Galois

action compatible, functorial.

Proof. Since

eN(P1 + P2, Q) =
gQ(X + P1 + P2)

gQ(X)

=
gQ(X + P1 + P2)

gQ(X + P2)
· gQ(X + P2)

gQ(X)
= eN(P1, Q)eN(P2, Q),

eN is left linear. To show that it is right linear, we let (h) = (Q1+Q2)−(Q1)−(Q2)+(0E),

i.e., Å
fQ1+Q2

fQ1fQ2

ã
= N(h),
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i.e., fQ1+Q2 = cfQ1fQ2h
N . Hence, gQ1+Q2 = c′gQ1gQ2(h ◦ [N ]), so

eN(P,Q1 +Q2) =
gQ1(X + P )gQ2(X + P )h([N ]X + [N ]P

gQ1(X)gQ2(X)h([N ]X)

= eN(P,Q1)eN(P,Q2).

We see that (N−1∏
n=0

fQ(X + [n]Q)
)
=

N−1∑
n=0

(N [1− n]Q−N [−n]Q) = 0

since [N ]Q = 0. So the function is a constant. Hence,

N−1∏
n=0

gQ(X + [n]Q′)

is also a constant, where [N ]Q′ = Q. At X and X +Q′ they are equal, hence

gQ(X) = gQ(X + [N ]Q′) = gQ(X +Q),

i.e., eN(Q,Q) = 1. If eN(P,Q) = 1 for all P ∈ E[N ], i.e., gQ(X + P ) = gQ(X). Then

g = h ◦ [N ] for some set theoretic function h. We show that h ∈ k(E). Let τ ∗ : E[N ] →

Aut k(E) by translation. If P ∈ ker τ ∗, then (fP ) = N(P )−N(0E) and

fP (0E) = (τ ∗PfP )(0E) = fP (P )

shows that P = 0E, i.e., τ
∗ is injective. Now k(E) is Galois over k(E)τ

∗(E[N ]) with Galois

group isomorphic to E[N ]. The fixed field contains [N ]∗k() = {h ◦ [N ] | h ∈ k(E)} with

[k(E) : [N ]∗k(E)] = N2,

and hence equal. Now gQ lies in the fixed field, hence gQ = h◦ [N ] for some h ∈ k(E). ■

19 Function fields over Q

Fix Ej, where j is a transcendental variable, still have for (x, y) ∈ Q(j)
2
. We have

Q(j) ⊆ Q(j, Ej[N ]) ⊆ Q(j)

and Q(j, Ej[N ]) is Galois over Q(j). Let

HQ = Gal(Q(µN , j, Ej[N ])/Q(j))
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and

HQ GL(2,Z/NZ)

σ
[(

P
Q

)
7→
(
Pσ

Qσ

)]
.

ρ

for P , Q an ordered basis of Ej[N ]. We define µσ = µdetρ(σ) for all µ ∈ µN . If σ fixes

Ej[N ], then it fixes µN as well. So µN ⊆ Q(j, Ej[N ]).

Let

HQ(µN ) = Aut(Q(j, Ej[N ])/Q(µN , j)) ⊆ HQ.

Then we have the diagram

HQ GL(2,Z/NZ)

HQ(µN ) SL(2,Z/NZ).

ρ

ρ1

We had seen that ρ1 is surjective over C:

Lemma 19.1. For field extensions k, F over f , if F/f is Galois, then kF/k is Galois

with Galois group

Gal(kF/k) ∼= Gal(F/k ∩ F ).

Proof. Let σ : kF → kF be an embedding fixing k. Restricting it to F → F fixing k ∩F .

Since F/f is Galois, F/k ∩ F is Galois. So σ : F → F and σ : kF → kF , i.e., kF/k is

Galois. Hence,

Gal(kF/k) −→ Gal(F/k ∩ F ) ⊆ Gal(F/f).

This is injective since σ fixes F implies σ fixes kF . This is surjective since the fixed field

of F under the image of this map is k ∩ F . ■

Corollary 19.2. The group

Aut(Q(µN , j)) ∼=
ÄZ⧸NZ

ä×
,

and both ρ, ρ1 are isomorphisms. The intersection

C(j) ∩Q(j, Ej[N ]) = Q(µN , j).

64



Proof. Apply the lemma to k = C(j), F = Q(j, Ej[N ]), f = Q(µN , j). Then kF =

C(j, Ej[N ]) and we get

SL(2,Z/NZ) = Gal(kF/k) ↪→ HQ(µN ).

There is also an inclusion ρ1 : HQ(µN ) → SL(2,Z/NZ). Since they are both finite groups,

these maps are isomorphisms. This shows that

C(j) ∩Q(j, Ej[N ]) = Q(µN , j).

Intersect this with Q, we get

Q ∩Q(j, Ej[N ]) = Q(µN).

So

|HQ| = |HQ(µN )| · |(Z/NZ)×| = |GL(Z/NZ)|

shows that ρ is an isomorphism. ■

Theorem 19.3. Let Q(j) ⊆ K ⊆ Q(j, Ej[N ]) with

K = Gal(Q(j, Ej[N ])/K).

Then K ∩Q = Q if and only if det ρ : K → (Z/NZ)× is surjective.

Proof. Note that K ∩Q = Q if and only if K ∩Q(µN) = Q by

Q ∩Q(j, Ej[N ]) = Q(µN).

Since HQ permutes µN via det ρ, so K ∩ Q = Q if and only if det ρ : K → (Z/NZ)× is

surjective. ■

20 Rationality

Last time, we prove that X(N) is defined over Q(µN). Let

K0 = Q(j, f0), K′
0 = Q(j, jN), K1 = Q(j, f1),
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so that K0 ⊗ C = K′
0 ⊗ C and K1 ⊗ C are the function fields of X0(N) and X1(N),

respectively. We get

Q(j, Ej[N ])

K0 K′
0 K1

Q(j),

and we know that Q(j, Ej[N ]) is Galois over Q with Galois group GL(2,Z/NZ). Since

f v0 ◦ γ = f vγ0 ,

we see easily that

Proposition 20.1. The subfield K0 = K′
0 ⊆ Q(j, Ej[N ]) and corresponds to

{( a b0 d ) ∈ GL(2,Z/NZ)} ,

and K1 corresponds to

{± ( a b0 1 ) ∈ GL(2,Z/NZ)} .

Hence,

det ρ : Kj →
ÄZ⧸NZ

ä×
is surjective, j = 0, 1. It follows from (19.3) that K0, K1 are function fields over Q.

Definition 20.2. Denote the corresponding algebraic curves of K0, K1 by X0(N)alg,

X1(N)alg.

Proposition 20.3. There is a canonical isomorphism

Xi(N) ∼= Xi(N)alg ⊗Q C

Proof. For C = X0(N)alg, say

Q(C) = Q(j, f0) =
Q(j)[y]⧸P (y),

where P is the monic minimal polynomial of f0. Tensoring this with C, we only need to

show that P (y) is also a minimal polynomial in C(j)[y]. This follows from the fact that

K0/Q(j) and K0 ⊗ C/C(j) have same degree. ■
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Definition 20.4. The planar model Xi(N)planaralg of Xi(N)alg is its birational projection

in Q2
defined by polynomial φ(x, y) associated to P (y).

We denote by

φ0,N(x, y), ΦN(x, y), φ1,N(x, y)

the corresponding polynomials of f0, jN , f1, respectively. It could be shown that

Φ2(x, y) = −(y2 − x)(x2 − y) + 24 · 3 · 31 · xy(x+ y) + · · · .

If we only care about the equation over Q, note the moduli problem, then the coefficients

can be much smaller, e.g., no equation if g(X0(N)) = 0. For g(X0(N)) = 1, we get an

isomorphism, e.g.,

X0(11)alg : y
2 + y = x3 − x2 − 10x− 20.

Theorem 20.5 (Modularity conjecture). Let E be an elliptic curve over Q.

XQ There exists X0(N)alg that surjects E over Q. Define the analtric conductor to be

the smallest N .

• There exists J0(N)alg that surjects E over Q.

• There exists some new form f ∈ S2(Γ0(N)) such that A′
f,alg surjects E over Q.

Here, we assume that J0(N)alg is defined over Q, and we need Hecke operators over

Q. We first deal with isogeny: let ℓ = k(E[N ]), C ⊆ E be a finite subgroup. We have

C Aut(ℓ(E))

p [f 7→ f ◦ τp],

T

which gives ℓ(E)C ⊆ ℓ(E) that corresponds to the quotient E → E/C. It follows from

Hurwitz formula that E/C is an elliptic curve over ℓ.

Theorem 20.6. Isogenies between elliptic curves over k is an equivalence relation, i.e.,

for each ϕ : E ↠ E ′, there exists ψ : E ′ ↠ E such that φ ◦ ψ = [degφ] and

ψ∗ = φ∗ : Pic0(E ′) −→ Pic0(E).
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Proof. Let C = kerφ, N = |C|. We get τ ∗p for p ∈ E[N ] on k(E) and the diagram

k(E)

k(E ′) k(E)C

k(E) k(E)E[N ].

φ∗

∼

[N ]∗

∼

This gives us an inclusion k(E) → k(E ′), i.e., the map ψ∗ for some ψ : E ′ → E over k.

This shows that φ∗ ◦ ψ∗ = [N ]∗, i.e., ψ ◦ φ = [N ]. ■

Example of Q-points: Consider Γ0(N) · 0 ∈ X0(N), which is a Q-point for each N by

induction on N . Indeed, consider

π : X0(Np) −→ X0(N).

Let P = Γ0(Np)0, Q = Γ0(N)0. The ramification index eP is p since S−1Γ0(M)S =

Γ0(M), where S = ( −1
1 ), implies that the width is M , and hence eP = Np/N = p. The

degree

deg π =

p if p | N,

p+ 1 if p ∤ N.

So

π∗(Q) =

p(P ) if p | N,

p(P ) + (P ′) if p ∤ N,

for some P ′ ̸= P . For each σ ∈ Aut(Q), (π∗(Q))σ = π∗((Q)σ) = π∗(Q) by induction. So

(P ) is σ-invariant, i.e., P is rational.

Hence, if g(X0(N)) = 1, then there exists a unique new form f ∈ S2(Γ0(N)) and

isomorphisms of elliptic curves over Q:

X0(N)alg
∼−−→ J0(N)alg

∼−−→ A′
f,alg.

More generally, for any weight 2 rational new form f , A′
f,alg is modular elliptic.

Recall that

⟨d⟩Γ1(N)τ = Γ1(N)γ(τ),
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where γ ∈ Γ0(N) such that dγ ≡ d (mod N). We see that j(γ(τ)) = j(τ) and

f0,1(γ(τ)) = f
±(0,1)γ
0,1 = f

±(0,d)
0,1 ,

i.e., [Eτ , Q] 7→ [Eτ ,±[d]Q]. The group

{( a b0 1 )}

also fixes ±[d]Q. Hence, ⟨d⟩ is defined over Q.

Recall that

Tp[E,Q] =
∑

C⊆E,|C|=p
C∩⟨Q⟩=0

[E/C,Q+ C].

Since E/C is defined over ℓH , where H = {σ ∈ Gal(ℓ/k), σ(C) = C}. We see from the

expression of Tp that the RHS is invariant by the whole Gal(ℓ/k). Hence, Tp is defined

over Q.

21 Elliptic curves in any characteristic

Let E be an elliptic curve over k. We may assume that E is defined by

y2 + a1xy + a3y = x3 + a2x
2 + a4x

4 + a6.

The universal elliptic curve for all field k with invariant j is Ej, defined by

y2 + xy = x3 − 36

j − 1728
x− 1

j − 1728
.

We see that ∆ = j2/(j − 1728)3.

22 Introduction to Galois representation

Let F/Q be a Galois number field with Galois group G, p a prime in Z. Since F is Galois

over Q, we may write

(p) = (p1 · · · pg)e

in the Dedekind domain OF with Fpi
= OF/pi ∼= Fpf . We know that e ̸= 1 only for finitely

many p’s. So [F : Q] = efg. The decomposition group Dp is the stabilizer Gp. It has

order ef and gives an action on Fp. The inertia group Ip is the kernel of the action, which

has order e.

69



Lemma 22.1. There is an isomorphism

Dp⧸Ip Gal(Fp/Fp) ∼= Z⧸fZ.
∼

Definition 22.2. A Frobenius element Frobp ∈ G is any representative of such a gen-

erator σp ∈ Gal(Fp/Fp).

In particular, for each σ ∈ G, Dpσ = σ−1Dpσ, similarly for Ipσ , Frobpσ . So we denote

by Frobp the conjugacy class of Frobp.

Theorem 22.3 (Weak Chebotarev). For each σ ∈ G, σ = Frobp for infinitely many p.

Example 22.4. (1) Let F = Q(
√
d), d ∈ Z a square-free integer. Then G ∼= Z/2Z,

∆ :=

4d if d ̸≡ 1 (mod 4)

d else,

O = Z[1
2
(∆ +

√
∆)]. Frobp acts as

√
∆
p
= ∆(p−1)/2

√
∆. For p ̸= 2, this is just the

Legendre symbol.

(2) Let F = Q(µN). For p ∤ N , p over p, Fp = Fp[µN ]. The Frobenius element Frobp is

just µN 7→ µpN . The map

G (Z/NZ)×∼

maps Frobp to p mod N .

(3) Let F = Q(
3
√
d, µ3), where d is cubic-free. Then G ∼= S3. Its conjugacy classes are 1-1

correspond to their order. To compute Frobp, need

(p) =


p1 · · · p6 if p ≡ 1 (mod 3), d is a cubic modulo p

p1p2 if p ≡ 1 (mod 3), d is not a cubic modulo p

p1p2p3 if p ≡ 2 (mod 3),

i.e., it consists of elements in S3 with corresponding order 1, 3, 2, respectively.

In all examples (1), (2), (3), Dirichlet’s arithmetic progressions theorem shows that

there exists infinitely many p for each σ with σ ∈ Frobp. More precisely, conjugacy class

with k elements has density of p = k/|G|.

70



Now, in (3), let

G ∼= S3 GL(2,Z)

(1 2 3) ( 0 1
−1 −1 )

(2 3) ( 0 1
1 0 ) .

Then tr ρ(Frobp) = 2, −1, 0, respectively. This coincides with ap(C) = ap(θχ(τ)) ∈

S1(3N
2, ψ), where ap(C) = #{x3 ≡ d (mod p)} − 1, N = 3

∏
p|d p. det ρ(Frobp) ≡

p (mod 3). This coincides with ψ(p), i.e., the Galois representation ρ arises from the

normalized eigenform θχ. Namely,

L(s, θχ) =
∏
p

1

1− ap(θχ)p−s + χ(p)p−2s
.

Let

GQ = Gal(Q/Q) = lim←−
F/Q: Galois

Gal(F/Q).

This is a profinite group with Krull topology, i.e., the fundamental system of neighborhood

at 1Q is

U(F) := ker(GQ → Gal(F/Q)).

For any maximal ideal p ⊆ Z over p ∈ SpecZ, we get Dp, Ip, Frobp similarly. The

Chebotarev density theorem asserts that {Frobp} outside N ∈ N is dense in GQ.

Definition 22.5. Let K be a number field over Q, let

ℓOK =
∏
λ|ℓ

λeλ .

Then the λ-adic integers are

OK,λ = lim←−
OK⧸λn.

Its quotient field is denoted by Kλ, which is an extension of Qℓ.

Now any Galois representation

ρ : GQ −→ GL(d,C)

has finite image, e.g., for d = 1,

GQ C×

Gal(F/Q),
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where F/Q is abelian. By Kronecker-Weber theorem, we can take F = Q(µN). So we get

ρ : Gal(Q(µN)/Q) ∼=
ÄZ⧸NZ

ä× χ−−→ C×,

a Dirichlet character. We have ρ(Frobp) = χ(p) for p ∤ N . Also Im ρ lies in some OK,λ.

Definition 22.6. An ℓ-adic Galois representation is a continuous homomorphism

ρ : GQ −→ GL(d,L),

where L = Kλ is a finite extension of Qℓ. We say two representations ρ and ρ′ are

equivalent if ρ′(σ) = m−1ρ(σ)m for all σ for some m.

For example, the embedding Q(µℓ∞)→ Q gives us a map

GQ −→ GQ,ℓ ∼= Z×
ℓ ,

and get ℓ-adic cyclotomic character

GQ Q×
ℓ

σ (mi),

χℓ

where µσℓn = µmn
ℓn . χℓ is continuous since

χ−1
ℓ (ℓnZℓ) = U(Q(µℓn)).

Also, χℓ(Frobp) = p for p ̸= ℓ. In particular, Im ρ is infinite.

Definition 22.7. We say a representation ρ is unramified at p if Ip ⊆ ker ρ for each

p | p. In this case, ρ(Frobp) is well-defined. Moreover, its characteristic polynomial

depends only on p.

Proposition 22.8. A representation ρ : GQ → GL(d,L) is equivalent to a representation

ρ′ : GQ → GL(d,OL).

Proof. Let V = Ld, Λ = Od
L ⊆ V a compact subset. Since GQ is compact, Λ×GQ under

V ×GQ → V via ρ has compact image Λ′ that contains Λ. Take r such that Λ′ ⊆ λ−rΛ.

We see that Λ′ is free of rank d since OL is a PID. Now, GQ maps Λ′ → Λ′. So any OL

basis of Λ′ gives the expected ρ′. ■
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Let E be an elliptic curve over Q. We have

[ℓ] : E[ℓn] −→ E[ℓn−1]

for each n.

Definition 22.9. The Tate module

Tℓ(E) := lim←−E[ℓ
n] ∼= Z2

ℓ .

Now, consider

GQ Gal(Q(E[ℓn])/Q) AutE[ℓn] GL(2,Z/ℓnZ).

ρn

∼

We get ρE,ℓ : GQ → GL(2,Zℓ).

23 Modularity conjecture for ap

Theorem 23.1. For an elliptic curve E over Q, there exists f ∈ S2(Γ0(NE)) such that

ap(f) = ap(E), where NE is the conductor of E.

Galois representation is the tool to link these two worlds!

Theorem 23.2. The map ρE,ℓ is unramified for each p ∤ ℓN , where N is the conductor

of E. For p | p, the characteristic polynomial of Frobp is x2 − ap(E) + p. Also, ρE,ℓ is

irreducible (but not necessarily absolutely irreducible).

Proof. The diagram

Dp AutE[ℓn]

GFp AutE[ℓn]

φ

≀

shows that Ip ⊆ kerφn for all n, and hence Ip ⊆ ker ρE,ℓ.

Since µσℓn = µ
det ρn(σ)
ℓn by Weil pairing, and on the other hand, µσℓn = µ

χℓ(σ)
ℓn , where χℓ is

the ℓ-adic cyclotomic character, we get det ρE,ℓ(σ) = χℓ(σ). In particular, det ρE,ℓ(Frobp) =
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p for local components. For trace, since

A2 − (trA)A+ p = 0,

trA = A+ pA−1. But σp acts on E[ℓ
n] as Frobp acts on E[ℓn], we get

trA = σp + pσ−1
p = σp∗ + σ∗

p = ap(E).

For the irreducibility, in fact it works for all number fields K. It needs Shafarevich’s

theorem: for S a finite set of places in K, the set of isomorphism classes of E with good

reduction outside S is finite. This can be proved by Dirichlet’s unit theorem.

This implies that there exists only finite isomorphism classes of elliptic curves E ′ over

K isogeny to E over K. Indeed, two isogeny elliptic curves have the same places of good

reductions.

Also, if E has no complex multiplication, i.e., End(E) ⫌ Z, then for fi : Ei → E with

Ci = ker fi cyclic and C1 ̸∼= C2, E1 ̸∼= E2 over K.

If Vℓ = Tℓ⊗Qℓ is reducible, then there exists an 1-dimensional subspace Y ⊆ Vℓ fixed

by GK . Then X = Y ∩ Tℓ ∼= Zℓ and X/ℓnX ∼= Xn ⊆ E[ℓn] for each n. This shows that

Xn, hence E/Xn is defined over K. The dual isogeny of E → E/Xn also has kernel being

cyclic of order ℓn. In particular, E/Xn are not isomorphism for all n by the fact above.

This contradicts Shafarevich’s theorem. ■

Consider

Pic0(X1(N))[ℓn] Pic0(X1(N)C)[ℓ
n] ∼=

ÄZ⧸ℓnZä2g.iN
∼

The modular curve X1(N) has good reduction at p ∤ Nℓ, and hence the reduction map is

surjective. This tells us

Pic0(X1(N))[ℓn] Pic0(X1(N))[ℓn]
πn

is surjective. In fact, it is an isomorphism. Define the Tate module

Tℓ(N) := Tℓ(Pic
0(X1(N))) ∼= Z2g

ℓ .

Since Q(Pic0(X1(N))[ℓn]) is Galois over Q for each n, with compatible GQ-action, there

is a map

GQ GL(2g,Zℓ).
ρX1(N),ℓ
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Recall the Hecke algebra TZ = Z[Tn, ⟨n⟩] acts on Pic0(X1(N)) and hence acts on ℓn-

torsions. Since the Hecke operators are defined over Q, it commutes with GQ-action.

Theorem 23.3. The map ρX1(N),ℓ is unramified at each p ∤ ℓN . For such p | p, x =

ρX1(N),ℓ(Frobp) satisfies

x2 − Tpx+ ⟨p⟩p = 0.

Proof. By Eichler-Shimura relation,

Tp = σp∗ + ⟨p⟩σ∗
p = Frobp+⟨p⟩pFrob−1

p

on Pic0(X1(N))[ℓn]. Write F = Frobp, we get

F 2 − (F + ⟨p⟩pF−1)F + ⟨p⟩p = 0. ■

To connect to modularity conjecture for ap, need to go from Pic0(X) to a normalized

eigenform f ∈ S2(N,χ). Let If = {T ∈ TZ | Tf = 0}, Af = J1(N)/IfJ1(N), Of =

TZ/If = Z[{an(f)}]. The dimension of the quotient field Kf of Of over Q is equal to

d = dimAf . We get an action of Of on

Tℓ(Af ) = lim←−Af [ℓ
n] ∼= Z2d

ℓ .

Lemma 23.4. The kernel of Pic0(X1(N))[ℓn] → Af [ℓ
n] is GQ-stable. Hence, GQ acts

on Af [ℓ
n] and get

GQ GL(2d,Qℓ)
ρAf ,ℓ

For p | p, x = ρAf ,ℓ(Frobp) satisfies x
2 − ap(f)x+ χ(p)p = 0.

Lemma 23.5. In fact,

Vℓ(Af ) := Tℓ(Af )⊗Q

is free of rank 2 Kf ⊗Q Qℓ-module.

Theorem 23.6. For a normalized eigenform f ∈ S2(N,χ), a prime ℓ, λ | ℓ, there exists

a 2-dimensional Galois representation

GQ GL(2,Kf,λ),
ρf,λ
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which is unramified for each p ∤ ℓN . Let p | p. Then x = ρf,λ(Frobp) satisfies x
2−ap(f)x+

χ(p)p = 0.

For example, for f ∈ S2(Γ0(N)), we get x2 − ap(f)x+ p = 0.

24 Introduction to Wiles’ proof of Fermat’s last the-

orem (I)

Consider the elliptic curve y2 = x(x − A)(x + B), where C = A + B ̸= 0. Then the

discriminant ∆ = 24(ABC)2. This means that E has semi-stable reduction for all odd

prime p, i.e., it has good reduction or multiplicative modulo p.

For A ≡ −1 (mod 4), 24 | B, we get

Emin : y2 + xy = x3 +
B − (A+ 1)

4
x2 − AB

16
, ∆min = 2−8(ABC)2.

This is semi-stable for all p. Now, if aℓ + bℓ = cℓ with gcd(a, b, c) = 1, ℓ ≥ 5, we may

assume that a ≡ −1 (mod 4), 2 | b and let A = aℓ, B = bℓ so that C = cℓ.

Theorem 24.1. The map ρE,ℓ : GQ → E[ℓ] is irreducible, unramified outside ℓ and 2.

Theorem 24.2 (Ribet’s “lowering the level”). If ρE,ℓ is modular (of some level), then

it is modular of level M(ρ).

The number M(ρ) is given by Serre, which is 2 in this case. But S2(Γ0(2)) = 0 since

g(X0(2)) = 0. So ρE,ℓ is not modular, and hence ρE,ℓ is not modular.

Theorem 24.3 (Taylor–Wiles, 1994). Let E be a semi-stable elliptic curve over Q.

Then E is modular.

Remark. This is proved for any elliptic curve (by Breuil–Conrad–Diamond–Taylor,

2001), i.e., the full Taniyama–Shimura–Weil conjecture.

The proof contains 3 steps:
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Step 1. Find mod ℓ = 3 or 5 modularity.

Step 2. Deformations of Galois representations (Mazur, 1985).

Step 3. There is an isomorphism Runiv
Σ → TΣ.

For Step 1., we get the modulo ℓ modularity by

Theorem 24.4 (Langlands–Tunnell). For an irreducible, continuous representation

ρ : GQ −→ GL(2,C)

with image being (finite) solvable and det ρ is odd, there exists a weight 1 normalized

eigenform f in new space such that

L(s, f) = L(s, ρ)

up to finitely many Euler factors.

For example, if the image is S3, this is θχ. If the image is Dn, it was given by Hecke

via theta function. The proof of (24.4) uses trace formula for modular forms.

Proof. Given any E over Q, consider

ρE,3 : GQ GL(2,F3) GL(2,Z[
√
−2]) GL(2,C).

We note that GL(2,F3) is solvable. If ρE,3 is irreducible, then it is absolute irreducible by

number theory. Then (24.4) implies that there exists a new form f ∈ S1(M,χ)new that

corresponds to ρ. Recall that

3Eψ,1
1 = 1 +

∞∑
n=1

anq
n, an ∈ 3Z.

is a Hecke eigenform. Let

g = 3Eψ,1
1 f ∈ S2(Γ0(3M)).

For λ = ⟨1 +
√
−2⟩ | 3, ap(f) = ap(E) (mod λ) by (24.4). Then g ≡ f (mod λ) too.

Although f and Eψ,1
1 are eigenform, this does not imply g is one. By Deligne–Serre’s

lifting lemma, we can modify g to get g′, which is a new form.

If ρE,3 is reducible, then Wiles showed that ρE,5 is irreducible. In fact, Wiles dis-

covered that Y0(15)(Q) has exactly 4 points and all of them are not semisimple but are
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modular elliptic curves. Then he jumps to Step 2, 3 directly as long as we proved that

ρE,5 restrict to GQ(
√
−5) is absolutely irreducible. ■

For Step 2, if we are given a absolutely irreducible representation

ρ : GQ −→ GL(2, k),

with char k = ℓ an odd prime (which is 3 or 5 in our case) such that det ρ = ϵ (mod ℓ)

(where ϵ is the ℓ-adic cyclotomic character, see the paragraph after (22.6)) and ρ is semi-

stable, i.e., either ρ|Gℓ
is semi-stable (where Gℓ = Gal(Qℓ/Qℓ)), i.e., good or ordinary

(there exists a short exact sequence 0 → M ′ → M → M ′′ → 0 with Iℓ acts on M ′ as ϵ

and trivial on M ′′), or |ρ(Ip)| | ℓ if p ̸= ℓ.

Let O be a complete Noetherian local k-algebra with O/mO = k, CO the category

of complete Noetherian local O-algebra R with section R ↠ O. Let Σ be a finite set of

primes. A deformation of ρ is of type Σ if for R ∈ CO, ρ mod mO = ρ and

• det ρ = ε;

• ρ|Gℓ
is semi-stable (good or ordinary);

• ρ is “as unramified as possible” at p /∈ Σ, i.e., if ℓ /∈ Σ and ρ|Gℓ
is good, then ρ|Gℓ

is good, and if p /∈ Σ ∪ {ℓ} and ρ is unramified at p, then ρ is unramified at p or

ρ|Iρ ∼ ( 1 ∗
0 1 ).

In this case, we have

Theorem 24.5 (Mazur). There exists a universal lifting

ρunivΣ : GQ −→ GL(2, RΣ)

of type Σ, i.e., any ρ : GQ → GL(2, R) arises from RΣ → R, such that RΣ can be topolog-

ically generated by H1
Σ(Q, ad

0 ρ) elements as O-algebra. Moreover, for given π : ρΣ → O,

this may be computed from the special representation ρ = π ◦ ρunivΣ via

Hom(p/p2, K/O) ∼= H1
Σ(Q, ad

0 ρ⊗K/O),

where p = kerπ and K is the quotient field of O.
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Now, suppose the given ρ is modular, i.e., a modulo ℓ representation of some new

form. ρ gives arise to a set Σρ where ρ is unramified at p if p ∈ Σρ \ {ℓ}.

Wiles’ method is to show that ρ is modular via

φΣ : RΣ TΣ
‹TΣ =

∏
f

Of ,

where f runs through a new forms such that it gives ρ modulo ℓ.

25 Introduction to Wiles’ proof of Fermat’s last the-

orem (II)

For Step 3, Wiles showed that φΣ is an isomorphism. He first reduce Σ to case Σ = ∅ by

his “numerical criterion”, and Taylor–Wiles proved the case T∅ by their criterion, which

requires to prove directly that T∅ is a complete intersection.

For an object πA : A↠ O, let pA = ker πA. The basic invariants are (1) the cotangent

space pA/p
2
A, and (2) congruence ideal ηA = πA(ann pA)⊴ O.

Definition 25.1. Let A be a finite flat O-algebra, which is a finitely generated free

O-module, hence dimO A = 0. In this case, A is a complete intersection if

A ∼= O[[x1, . . . , xn]]/⟨f1, . . . , fn⟩.

Theorem 25.2 (Wiles’ numerical criterion). Given φ : R → T over O, finite flat with

ηT ̸= 0. Then ℓ(pR/p
2
R) ≥ ℓ(O/ηT ) and the equality holds if and only if φ is an isomor-

phism of complete intersection.

Remark. This works for any field k (not just finite field). The proof uses fitting ideal,

Koszul complex, and Tate’s formula for complete intersection.

Wiles applies it to ρΣ → TΣ with Mazur’s formula, for ηTΣ
use Weil pairing, to

reduce to the case Σ = ∅.

For Σ = ∅, R = R∅/mOR∅ a k-algebra, N = N∅ = ℓδ
∏
p|N(σ)

p, where δ = δρ,good.

79



The Hecke algebra T acts on

H1(X,O) = H1(X,Z)⊗O = Tℓ(J0(N))⊗Zℓ
O, X = X0(N).

ρ comes from f modulo ℓ if and only if m = ker(T = TZ
λf−→ Fℓ) is an maximal ideal. A

fact is that T∅ = Tm.

Theorem 25.3. The followings are equivalent:

(a) H1(X,O)m is free over T∅;

(b) T∅ is a complete intersection;

(c) φ∅ is an isomorphism.

Remark. The proof need Taylor–Wiles’ criterion: let char k = ℓ > 0,

Jm = ⟨(1 + s1)
ℓm − 1, . . . , (1 + sn)

ℓm − 1⟩⊴ O[[s1, . . . , sn]].

Given
O[[s1, . . . , sn]]

O[[x1, . . . , xn]] Rm Tm

R T

φm

φ

such that Rm/J0Rm
∼= R, Tm/J0Tm

∼= T, and Tm/JmTm is finite flat over the ring

O[[s1, . . . , sn]]/Jm. Then φ is an isomorphism between complete intersection over O.
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