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1 Introduction, 9/5

Sample Problems:

1) Given two matrices A, B ∈ Mn×n(C), tr[A,B] = 0, where [A,B] = AB − BA is the

Lie bracket. Conversely, if trC = 0, can we find A, B such that C = [A,B]?

2) We know that eAeB = eA+B when [A,B] = 0, where

eA :=
∞∑
k=0

Ak

k!
.

If [A,B] 6= 0, what should be the RHS? (Baker–Campbell–Hausdorff formula)

Dynkin’s formula: for Xi ∈ Mn×n(C), define

[xn, . . . , x1] = [xn, [xn−1, · · · , x2, x1]]

recursively. More generally, define[
x(in)n , . . . , x

(i1)
1

]
=
[
xn, . . . , xn︸ ︷︷ ︸

in

, . . . , x1, . . . , x1︸ ︷︷ ︸
i1

]
.

Then we have eXeY = eZ , where

Z =
∑
n,I,J

(−1)n−1

n

1

i1 + j1 + · · ·+ in + jn

[
x
(i1)
1 , y

(j1)
1 , · · · , x(in)n , y

(jn)
n

]
i1!j1! · · · in!jn!

3) Consider the PDE: 4u + eu = 0 on U = B0(1) ⊆ R2. Liouville: The solution can be

explicitly written down! (integrable system).

More generally, consider u1, . . . , un := U → R such that

4ui +
n∑
j=1

aije
uj = 0.
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Can the solution be written down explicitly (locally)? Toda: Yes, if A = (aij) is the

Cartan matrix of a simple Lie algebra.

Let V be a vector space over a field F . For s, t ∈ End(V ), we define

[s, t] = st− ts.

We have the Jacobi identity:

[s, [t, u]] + [t, [u, s]] + [u, [s, t]] = 0.

Definition 1.1. A Lie algebra L is a vector space over F with a bilinear map

[−,−] : L× L→ L

such that [x, x] = 0 for each x ∈ L and [−,−] satisfies the Jacobi identity.

A Lie algebra homomorphism ϕ : L→ L′ is a linear map over F satisfies

ϕ([x, y]) = [ϕ(x), ϕ(y)].

A subspace K ⊆ L is a subalgebra of the Lie algebra L if for each x, y ∈ K, [x, y] ∈ K.

A subspace K ⊆ L is an ideal of L, denoted by K ⊴ L, if [x, y] ∈ K for each x ∈ K and

y ∈ L.

If K is an ideal of L, we can define the quotient Lie algebra L/K with the natural

Lie bracket [x, y] = [x, y]. For a Lie algebra homomorphism ϕ : L→ L′, kerϕ is an ideal,

and there is a Lie algebra isomorphism L/ kerϕ ∼= Imϕ ⊆ L′.

Classical Lie algebra:

For a vector space V , we define gl(V ) = (End(V ), [−,−]), where [x, y] = xy − yx. If

V = F n, we write gl(V ) = gl(n, F ) = Mn×n(F ).

There are 4 special types of classical subalgebra of gl(V ):

• Aℓ: special linear Lie algebra. dimV = `+ 1, Aℓ = sl(V ) = {x ∈ gl(V ) | trx = 0}.

• Bℓ: orthogonal Lie algebra. dimV = 2` + 1, Bℓ = {x ∈ gl(V ) | xTA + Ax = 0},

where A is the bilinear form 1

Iℓ
Iℓ


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• Cℓ: symplectic Lie algebra. dimV = 2`, Cℓ = {x ∈ gl(V ) | xTA + Ax = 0}, where

A is the bilinear form (
Iℓ

−Iℓ

)
• Dℓ: orthogonal Lie algebra. dimV = 2`, Dℓ = {x ∈ gl(V ) | xTA+ Ax = 0}, where

A is the bilinear form (
Iℓ

Iℓ

)
Note that for x, y satisfying xTA+ Ax = yTA+ Ay = 0, we have

[x, y]TA+ A[x, y] = 0.

Remark 1.2. Let T : Rn → Rn be a orthogonal transformation. Then 〈Ta, T b〉 = 〈a, b〉.

An infinitesimal orthogonal transformation then satisfies

〈xa, b〉+ 〈a, xb〉 = 0,

which is equivalent to xT + x = 0

A representation, or a module, of a Lie algebra is a Lie homomorphism

ϕ : L −→ gl(V ).

Can you find one? Yes, the adjoint representation

L gl(L)

x adx = [y 7→ [x, y]].

ad

Definition 1.3. The center of a Lie algebra L is

Z(L) := ker ad = {y ∈ L | [x, y] = 0, ∀x ∈ L}.

There is an embedding L/Z(L) ↪→ gl(L).

Definition 1.4. For a Lie algebra L, define L(i) =
[
L(i−1), L(i−1)

]
recursively, where

L0 = L. The sequence

L = L(0) ⊇ L(1) ⊇ L(2) ⊇ · · ·
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is called the derived series of L.

We say L is commutative (or abelian) (resp. solvable) if L(1) = 0 (resp. L(n) = 0

for some positive integer n).

Note that L(1) is an ideal of L and L/L(1) is commutative.

Definition 1.5. For a Lie algebra L, define Li = [L,Li−1] recursively, where L1 = L.

We say L is nilpotent if Ln = 0 for some positive integer n.

2 Three giants, 9/7

From now on, we will assume that the Lie algebras are finite dimensional.

Let

t(n, F ) = {x ∈ gl(n) | x is upper triangular },

n(n, F ) = {x ∈ gl(n) | x is strictly upper triangular },

d(n, F ) = {x ∈ gl(n) | x is diagonal }

Then t(n, F ) is solvable, n(n, F ) is nilpotent and d(n, F ) is commutative.

We say a Lie algebra L is ad-nilpotent if adx is nilpotent for each L.

Theorem 2.1 (Engel). An ad-nilpotent algebra is nilpotent.

Theorem 2.2 (M). Let L ⊆ gl(V ) be a Lie subalgebra. If a is nilpotent for each a ∈ L,

then there exists a (simultaneous) 0-eigenvector of L.

Proof. Induction on dimL for all V . The base case dimL = 1 is trivial.

If dimL > 1, take any K ⫋ L subalgebra. Consider the adjoint representation

ad : K → gl(L). Then ad x is nilpotent for all x ∈ K (also on gl(L/K)). Indeed,

xn = 0 =⇒ (adx)2n−1 = (xL − xR)2n−1 = 0.

The induction hypothesis tells us that there exists a zero eigenvector x = x +K of “K”

4



(under ad), i.e., [y, x] = (ad y)x ∈ K for each y ∈ K, or equivalently, K is a proper ideal

of NL(K).

Pick K to be a maximal proper Lie subalgebra of L, we see that NL(K) = L, i.e.,

K ⊴ L. Note that dim(L/K) = 1 (otherwise K is not maximal). Say L = K + Fz.

Let W = {v ∈ V | Kv = 0}, which is nonzero by induction. Then LW ⊆ W :

y(xw) = x(yw)− [x, y]w = 0

for x ∈ L, y ∈ K and w ∈ W . Hence, z is a nilpotent element that acts on W . So there

exists a nonzero element v ∈ W such that zv = 0. Thus, Lv = 0. ■

Proof of (2.1). Let L be an ad-nilpotent Lie algebra. Apply (2.2) to the embedding

adL ⊆ gl(L). There exists a nonzero element x ∈ L such that [L, x] = 0. Hence

Z(L) 6= 0.

The dim(L/Z(L)) < dimL and is also adjoint nilpotent. By induction on dimension,

it remains to show that L/Z(L) is nilpotent implies L is nilpotent, which follows from

the observation:

L(n) ⊆ Z(L) =⇒ L(n+1) = 0. ■

Corollary 2.3. Under the setting in (2.2), there exists a flag

V = V0 ⊃ V1 ⊃ · · · ⊃ Vn = 0

such that LVi ⊆ Vi+1, i.e., there exists a basis of V such that L ⊆ n(n, F ).

Proof. Induction on dimension. Pick v ∈ V such that Lv = 0 then consider the action of

L on W = V /Fv. ■

From now on, we assume that F is algebraically closed and charF = 0.

Theorem 2.4 (Lie). If L ⊆ gl(V ) is a solvable Lie subalgebra, then there exists a

common eigenvector of L.

Proof. This is clearly true when dimL = 0 or 1. Induction on dimL.

Consider the quotient

L −→ L/[L,L].
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Since L/[L,L] is abelian, any subspace of it is an ideal. Take K ⊴ L/[L,L] with codi-

mension 1 (note that L/[L,L] is nontrivial since L is solvable) and consider its preimage

K ⊴ L. Since K is also solvable, the subspace

W = {w ∈ V | xw = λ(x)w, ∀x ∈ K} ⊆ V

is nonzero. Let us fix this λ as a function on K.

Claim (Dynkin). The subspace W is fixed by L.

Proof of Claim. Let x ∈ L and w ∈ W . Then for each y ∈ K,

y(xw) = x(yw)− [x, y]w = λ(y)xw − λ([x, y])w.

So our goal xw ∈ W is equivalent to λ([x, y]) = 0.

Consider

Wi = 〈w, xw, x2w, . . . , xi−1w〉 ⊆ V.

Let r be the smallest integer such that Wr = Wr+1. Then Wr+j = Wr for all positive

integer j. We claim that yxjw ≡ λ(y)xjw (mod Wj):

Induction on j. The base case j = 0 is true. For j > 0,

yxjw = xyxj−1w − [x, y]xj−1w

= x(λ(y)xj−1w + w′)− λ([x, y])xj−1w,

where w′ ∈ Wj−1.

Hence, y ∈ K acts on Wr has

trWr y = rλ(y).

This shows that for [x, y] ∈ K,

rλ([x, y]) = trWr [x, y] = 0,

which implies λ([x, y]) = 0 if charF = 0. □

Say L = K + Fz, then we can find a nonzero element v0 ∈ W such that zv0 = λv0,

this v0 is expected! ■
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Corollary 2.5. Under the setting in (2.4), L stabilizes some flag in V , i.e., there exists

a basis of V such that L ⊆ t(n, F ).

Proof. Using the theorem and induction on dimV . ■

Corollary 2.6. If L is a solvable Lie algebra, then there exists a chain of ideals

0 = L0 ⊂ L1 ⊂ · · · ⊂ Ln = L

such that dimLi = i.

Proof. Consider

φ = ad : L→ gl(L).

Since φ(L) is solvable, a flag is simply a chain of ideals. ■

Corollary 2.7. If L is solvable, then adL x is nilpotent for x ∈ [L,L]. In particular,

[L,L] is nilpotent (by (2.1)).

Proof. Since adL ⊆ t(n, F ), we have ad[L,L] = [adL, adL] ⊆ n(n, F ). ■

Theorem 2.8 (Cartan’s criterion). Suppose L ⊆ gl(V ) is a Lie subalgebra such that

tr(xy) = 0, ∀x ∈ [L,L], y ∈ L.

Then L is solvable.

Proof. It is enough to prove ad[L,L] x is nilpotent for all x ∈ [L,L]. (This implies that

[L,L] is nilpotent by (2.1), which gives us the solvability of L. )

Let

M = {z ∈ gl(V ) | [z, L] ⊆ [L,L]} ⊇ L.

Then for all z ∈M , x ∈ [L,L], we have tr(xz) = 0: assume that x = [u, v], then

tr(xz) = tr(uvz − vuz) = tr(uvz − uzv) = tr(u[v, z]) = 0

by the assumption.

Now, let x = xs + xn be the Jordan decomposition, where xs is the semi-simple part

and xn is the nilpotent part. Recall that xs, xn are uniquely determined and there exists

p(T ), q[T ] ∈ F [T ] with p(0) = q(0) = 0 such that xs = p(x), xn = q(x).
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Write

[xs]B =

a1 . . .
am


with ai ∈ F ⊇ Q. Let E =

∑
Q ai ⊆ F . We want E = 0. In fact, we will show

Hom(E,Q) = 0.

Let f ∈ Hom(E,Q) and consider

y =

f(a1) . . .
f(am)

 ∈ gl(V ).

It is easy to get

adxs(eij) = (ai − aj) · eij and ad y(eij) = (f(ai)− f(aj)) · eij. (à)

Find r(T ) ∈ F [T ] such that

r(ai − aj) = f(ai)− f(aj), ∀ i, j.

We see from (à) that

ad y = r(ad s) = (r ◦ p)(adx).

Since (adx)L ⊆ [L,L] and (r ◦ p)(0) = 0, we must have (ad y)L ⊆ [L,L], i.e., y ∈ M .

Then

0 = tr(xy) =
∑

aif(ai)
f=⇒

∑
f(ai)

2 = 0
f(ai)∈Q=⇒ f ≡ 0. ■

3 Simple Lie algebra and Weyl’s theorem, 9/12

Definition 3.1. A Lie algebra L is simple if the only Lie ideals of L are 0 and L also

L is not abelian.

A Lie algebra L is semi-simple if RadL, the maximal solvable ideal in L, is 0, i.e.,

L has no (nonzero) abelian ideal. (If I ⊴ L is solvable with I(n−1) 6= 0 and I(n) = 0, then

I(n−1) is abelian.)

Definition 3.2. The Killing form of L is

κ = κL : L× L F

(x, y) tr(adx ad y).

This is a symmetric bilinear form on L.
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• κ is “associative” (anti-symmetry), i.e.,

κ([x, y], z) κ(x, [y, z])

−κ(ad y(x), z) κ(x, ad y(z)).

The “null space” radκ = {x ∈ L | κ(x, y) = 0, ∀y ∈ L} is an ideal of L. Indeed,

κ([x, z], y) = κ(x, [z, y]) = 0

for every x ∈ radκ and y, z ∈ L.

Fact. If I is an Lie ideal of L, then κI , the Killing form of I, is equal to κL|I×I .

This is easy by completing a basis from I to L via L/I.

Theorem 3.3. The followings are equivalent:

1. L is semi-simple;

2. κL is non-degenerate;

3. L =
⊕

Ii as Lie algebra, where each Ii is a simple ideal of L.

Proof. 1. ⇒ 2. : Let S = radκ. Then tr(adx ad y) = 0 for x ∈ S and y ∈ [S, S] = 0. By

Cartan’s criterion, adL S is solvable. Since ad : L → gl(L) is an embedding (otherwise

the center Z(L) is nontrivial, which is an abelian ideal), S is solvable, which implies

S ⊆ RadL = 0.

2. ⇒ 1. : It is enough to show that every abelian ideal I of L lies in S = radκ. Let

x ∈ I and y ∈ L. Then

(adx ad y)2(L) ⊆ adx ad y(I) ⊆ adx(I) ⊆ [I, I ] = 0.

This implies tr(adx ad y) = 0. Since this is true for all x and y, I ⊆ S.

1.2. ⇒ 3. : Let I be any Lie ideal of L. Then I⊥, the orthogonal complement of I

with respect to κ, is an ideal of L by the associativity of κ. Let J = I ∩ I⊥. Our goal is

to show that J = 0 (this gives us the decomposition L = I ⊕ I⊥).

Since κJ = κ|J×J , for each x, y ∈ J we have κJ(x, y) = 0. By Cartan’s criterion, J

is solvable, and hence equal to 0.
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Now, for an ideal K ⊴ I, we have K ⊴ L since

[L,K] = [I ⊕ I⊥, K] = [I,K] ⊆ K.

(Note that [I⊥, K] ⊆ [I⊥, I] ⊆ J = 0.) This gives us the desired decomposition by

induction on the dimension of L.

The uniqueness of decomposition: Let I ⊴ L be a simple ideal. Then [I, L] ⊴ I and

is nonzero since Z(L) = 0. So

I = [I, L] =
⊕

[I, Ii].

Then I = [I, Ii] ⊆ Ii for some i, which shows that I = Ii by the simpleness of Ii.

3. ⇒ 1. : If L is simple, then RadL = 0 or L. The latter case implies [L,L] ⫋ L, so

[L,L] = 0, i.e., L is abelian, which is a contradiction. Hence, L is semi-simple.

Also, we know that direct sum of semi-simple Lie algebras is semi-simple. ■

Corollary 3.4. Let L be a semi-simple Lie algebra. Then L = [L,L].

Recall: adL ⊴ DerL = {δ ∈ gl(L) | δ[x, y] = [δx, y] + [x, δy]}. This comes from the

Jacobi identity and the formula [δ, adx] = ad(δx).

Theorem 3.5. Let L be a semi-simple Lie algebra. Then adL = DerL.

Recall that an L-module, or a representation of L, is a Lie homomorphism

ϕ : L −→ gl(V ),

where V is a (finite dimensional) vector space over F .

A representation ϕ is irreducible if the only sub L-modules are 0 and V .

For a L-module V , we define the Lie action on V ∗ = Hom(V, F ) by

(x · f)(v) = −f(x · v), ∀f ∈ V ∗.

For two L-modules V and W , we define the Lie action on V ⊗W by the Leibniz rule

x · (v ⊗ w) = (x · v)⊗ w + v ⊗ (x · w),
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and define the Lie action on Hom(V,W ) by

(x · f)(v) = x · f(v)− f(x · v).

Theorem 3.6 (Weyl). Let L be a semi-simple Lie algebra and ϕ : L → gl(V ) be a

representation. Then ϕ is completely irreducible, i.e., ϕ is a direct sum of irreducible

representations.

We represent Serre’s proof here.

Fact. ϕ(L) ⊆ sl(V ) and hence = 0 on 1-dimensional L-module: since L = [L,L] and

sl(V ) = [gl(V ), gl(V )].

May assume ϕ is faithful.

Definition 3.7 (Casimir element). Let β : L× L→ F be a non-degenerate symmetric

bilinear associative form. For a basis x1, . . . , xn of L, there exists a basis y1, . . . , yn of L

such that β(xi, yj) = δji . For each x ∈ L, write

[x, xi] =
∑

ajixj, [x, yj] =
∑

bjiy
i,

then the associativity of β gives us aji = −b
j
i . We define the Casimir element of β to be

cφ(β) =
∑

ϕ(xi)ϕ(y
i) ∈ gl(V ).

We see that

[ϕ(x), cφ(β)] =
∑(

ϕ(ajixj)ϕ(y
i) + ϕ(xi)ϕ(b

j
iy
i)
)
= 0,

i.e., it is ϕ(L)-linear.

For β(x, y) = tr(ϕ(x)ϕ(y)), we get the Casimir element of ϕ: cφ = cφ(β), with

tr cφ =
∑

β(xi, y
i) = dimL 6= 0.

If ϕ : L→ gl(V ) is irreducible, then Schur’s lemma implies that

cφ =
dimL

dimV
· idV .

To prove (3.6), let us consider the special case first: suppose that there exists a

L-submodule W ⊂ V of codimension 1.

0 W V V /W 0
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The space V /W ∼= F has a trivial action by L. Now, we induction on dimW . If W is

irreducible, then cφ|W is a nonzero scalar, but cφ ≡ 0 on F , i.e., the kernel of cφ : V → W

is 1-dimensional and its intersection with W is 0. Thus, cφ gives us the desired splitting

map.

If W is not irreducible, then there exists a nonzero proper L-submodule W ′ of W

and we get the exact sequence

0 W/W ′ V /W ′ F 0.

By induction, V /W ′ = W/W ′ ⊕W/W ′ for some W and we have the exact sequence

0 W ′ W F 0.

Induction hypothesis tells us that W = W ′ ⊕ X for some X. Hence, V = W ⊕ X since

W ∩X = 0.

For the general case, let W be a nonzero proper L-submodule of V .

0 W V V /W 0.

Define

V = {f ∈ Hom(V,W ) | f |W = a idW , for some a in F }

and W its codimension 1 subspace corresponds to a = 0. Then for x ∈ L, f ∈ V , and

w ∈ W we have

(x · f)(w) = x · f(w)− f(x · w) = x(aw)− a(xw) = 0.

So there is a exact sequence of L-modules:

0 W V F 0.

The special case tells us that V = W ⊕ U for some U . Let U be spanned by f such

that f |W = 1|W . Again, L acts on U trivially, so

0 = (x · f)(v) = x · f(v)− f(x · v),

i.e., f is an L-homomorphism. Hence, V = W ⊕ ker f .
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4 sl(2, F )-representation, 9/14

The Lie algebra sl(2, F ) is spanned by 3-elements:

x =

(
1
)
, y =

(
1

)
, h =

(
1

−1

)
.

Note that h is a semi-simple matrix. It is easy to see that

[h, x] = 2x, [h, y] = 2y, [x, y] = h.

Let V be an sl(2, F )-module. Then h acts on V semi-simply, which gives us the

decomposition V =
⊕

λ Vλ, called the weight decomposition, where

Vλ = {v ∈ V | h · v = λv}.

For v ∈ Vλ, we see that

h · (y · v) = y · (h · v) +−2y · v = (λ− 2)(y · v),

i.e., y · v ∈ Vλ−2. Similarly, x · v ∈ Vλ+2.

Consider v ∈ Vλ such that x · v = 0 and the subspace

Vv :=
〈
v, yv, . . . , ymv 6= 0, ym+1v = 0

〉
⊆ V.

To show that Vv is irreducible, it remains to show that x acts on Vv.

Lemma 4.1. Let v = v0, vi = yiv0/i!. Then for each i ≥ 1,

x · vi = (λ− i+ 1)vi−1.

Proof. By induction (as before). ■

Taking i = m+ 1, we see that

0 = x · vm+1 = (λ−m)vm.

Hence,

Corollary 4.2. The eigenvalue λ of v is equal to m.
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Denote by V (m) the space

Vm ⊕ Vm−2 ⊕ · · · ⊕ V−m,

where each Vj is a 1-dimensional subspace. Then each irreducible representation of sl(2, F )

is of the form V (m), where m is a non-negative integer.

Let L be a semi-simple Lie algebra such that ad : L→ gl(L) is an embedding.

Definition 4.3. A subalgebra T of L is a toral subalgebra if all its elements are semi-

simple.

Fact I. T is abelian: for x ∈ T , take a λ-eigenvector y ∈ T of adT x(y), i.e., adT x(y) =

λy. Suppose that λ 6= 0. Note that y is a 0-eigenvector of adT y. Write x as a linear

combination of eigenvectors of adT y. Then adT y(x) = −λy gives us a contradiction

(adT y(y) = 0).

Fix such a T , call it H. Then adLH is simultaneously diagonalizable (since H is

abelian). Hence,

L =
⊕
α∈Φ

Lα ⊕ L0,

where α ∈ H∨ := Hom(H,F )

Lα = {x ∈ L | adh(x) = α(h)x, ∀h ∈ H}.

This is called the Cartan decomposition of L, elements in Φ are called roots of L.

Fact II. For all α, β ∈ H∨, [Lα, Lβ] ⊆ Lα+β: for any h ∈ H, x ∈ Lα and y ∈ Lβ,

adh[x, y] = [adh(x), y] + [x, adh(y)] = (α + β)(h)[x, y].

Hence, if x ∈ Lα for some α 6= 0, then adx is nilpotent (since Φ is a finite set).

Fact III. Lα ⊥ Lβ if α+β 6= 0 with respect to the Killing form κ: for any h ∈ H, x ∈ Lα
and y ∈ Lβ,

0 = κ([h, x], y) + κ(x, [h, y]) = (α + β)(h)κ(x, y).

Since α + β 6= 0, we take h ∈ H such that (α + β)(h) 6= 0, then κ(x, y) = 0.
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In particular,

L0 ⊥
⊕
α∈Φ

Lα.

If z ∈ L0 ∩ radκ|L0 , then z ∈ radκ = 0. Hence, κ|L0 is nondegenerate.

Proposition 4.4. If H is a maximal toral, then L0 = CL(H) = H.

Proof. Reading. ■

So κ|H is nondegenerate and induces the isomorphism

H∨ H

ϕ tφ,

where tφ ∈ H is the unique element such that κ(tφ,−) = ϕ.

5 Root system, 9/19

Proposition 5.1. Let

L =
⊕
α∈Φ

Lα ⊕H

be a Cartan decomposition of a semi-simple Lie algebra L. Then

(a) Φ spans H∨;

(b) α ∈ Φ implies −α ∈ Φ;

(c) for x ∈ Lα and y ∈ L−α, [x, y] = κ(x, y)tα;

(d) α ∈ Φ implies [Lα, L−α] = F · tα is 1-dimensional;

(e) α(tα) = κ(tα, tα) 6= 0;

(f) for each non-zero xα ∈ Lα, there exists yα ∈ L−α such that there is an isomorphism

〈xα, yα, hα = [xα, yα]〉 sl(2, F ) = 〈x, y, h〉
xα, yα, hα x, y, h.

∼

(g) h−α = −hα.

Proof. (a) If not, dually, there exists a non-zero h ∈ H such that for each α ∈ Φ, α(h) = 0.

Then [h, Lα] = 0, which implies h ∈ Z(L), a contradiction.
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(b) If α /∈ Φ, then α + β 6= 0 for each β ∈ Φ. Then Lα ⊥ L, contradicting the

nondegeneracy of κ.

(c) For each h ∈ H,

κ(h, [x, y]) = κ([h, x], y) = α(h)κ(x, y) = κ(tακ(x, y), h).

(d) As in (b), if x ∈ Lα is a non-zero element, with [x, L−α] = 0, then κ(x, L−α) = 0.

Hence, κ(x, L) = 0, a contradiction.

(e) If α(tα) = 0, then [tα, x] = 0 = [tα, y] for any x ∈ Lα and any y ∈ L−α.

From (d), we can fix x, y such that [x, y] = tα. Then S := 〈x, y, tα〉 is solvable and

S ∼= adL S ↪→ gl(L). It follows that adL[S, S] is nilpotent. This tells us that adL tα is

both semi-simple and nilpotent, which is 0. Hence, tα ∈ Z(L) = 0, a contradiction.

(f) Find yα such that κ(xα, yα) = 2
κ(tα,tα)

6= 0 and set hα = 2
κ(tα,tα)

tα. Then

[xα, yα] = κ(xα, yα)tα = hα,

[hα, xα] =
2

κ(tα, tα)
[tα, xα] =

2

α(tα)
α(tα)xα = 2xα,

[hα, yα] =
2

κ(tα, tα)
[tα, yα] =

2

α(tα)
(−α)(tα)yα = −2yα.

(g) By t−α = −tα and κ(tα, tα) = κ(−tα,−tα). ■

For α ∈ Φ, let M = Mα := H ⊕
⊕

c∈F× Lcα. Then Sα = 〈xα, yα, hα〉 ∼= sl(2, F ) acts

on M by adjoint representation. M has weights (for hα) cα(hα) ∈ Z. Since α(hα) =

2
κ(tα,tα)

α(tα) = 2, we see that c ∈ 1
2
Z. Note that M contains Sα as an irreducible Sα-

submodule. The weight 0 part of M is

H = kerα⊕ F · hα.

Hence, V (0) ⊂ M occurs dimH − 1 times, V (2) = Sα ⊂ M , and there is no other

even weights. This shows that 2α /∈ Φ and 1
2
α /∈ Φ neither. Hence, 1 is not a weight

of α ∈ M and M = kerα ⊕ Sα = H + Sα, which implies that dimLα = 1. Also,

Sα = Lα ⊕ L−α ⊕ [Lα, L−α] is unique.

Next, consider the action of Sα on Kβ :=
∑

i∈Z Lβ+iα, where β 6= ±α. Each 1-

dimensional space Lβ+iα has weight β(hα) + 2i. Hence, Kβ is irreducible. Let q and r be
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the largest integers such that β + qα and β − rα are roots. Then

β(hα) + 2q = −(β(hα)− 2r) =⇒ 2 · κ(tβ, tα)
κ(tα, tα)

= β(hα) = r − q ∈ Z.

On H∨, put an inner product (λ, µ) := κ(tλ, tµ) for λ, µ ∈ H∨. For any basis α1, . . . ,

αℓ ∈ Φ of H∨, we have Φ ⊂ EQ :=
⊕

Qαi (by the integrality of β(hα)) and

(λ, µ) = κ(tλ, tµ) =
∑
α∈Φ

α(tλ)α(tµ)

is positive definite (on EQ).

Theorem 5.2 (Root system). For the root system Φ,

(R1) Φ spans E, and |Φ| <∞;

(R2) if α ∈ Φ, then cα ∈ Φ if and only if c = ±1;

(R3) for α, β ∈ Φ, the reflection β − (β,α)
(α,α)

α of β with respect to α⊥ lies in Φ;

(R4) for α, β ∈ Φ, 〈β, α〉 := 2 (β,α)
(α,α)

∈ Z.

Now, we study the abstract root system Φ ⊂ (E, (−,−)), i.e., Φ satisfies (R1) (̃R4).

Lemma 5.3. For σ ∈ GL(E) with σ(Φ) = Φ, σ(α) = −α for some α ∈ Φ, and σ = id

on some hyperplane, we have σ = σα, the reflection β 7→ β − 〈β, α〉α.

Proof. Define τ = σ ◦ σα. Then τ(Φ) = Φ, τ(α) = α, and τ = id on E/Qα. So all

eigenvalues of τ is 1. The minimal polynomial P of τ satisfies P | (T − 1)ℓ=dimE. Choose

K � 1 such that τK |Φ = id, then P | TK − 1. Hence, P = T − 1. ■

Definition 5.4. Let W ⊂ GL(E) be the subgroup generated by σα, α ∈ Φ. W is called

the Weyl group of Φ, and is a subgroup of S|Φ|.

Lemma 5.5. Let σ ∈ GL(E) with σ(Φ) = Φ. Then σσασ−1 = σσ(α) for each α ∈ Φ and

〈β, α〉 = 〈σ(β), σ(α)〉.

Proof. σσασ−1(Φ) = Φ fixes σ(Pα) (Pα is the hyperplane fixed by σα) pointwisely and

maps σ(α) to −σ(α). Applying the previous lemma, we see that σσασ−1 = σσ(α).
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Now,

σ(β)− 〈σ(β), σ(α)〉σ(α) = σσ(α)(σ(β)) = σ(σα(β)) = σ(β − 〈β, α〉α). ■

Corollary 5.6. If (Φ, E) ∼= (Φ′, E ′), then W ∼= W ′. In particular, W ⊆ AutΦ.

Definition 5.7. The dual root system Φ∨ = {α∨ = 2α
(α,α)

| α ∈ Φ} is a root system with

the same W .

Example 5.8. Some root systems:

A1:

A1 × A1:

A2:

B2:

G2:
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Since

〈β, α〉 = 2(β, α)

(α, α))
=

2|β| cos θ
|α|

,

where θ is the angle between α and β, 〈β, α〉〈α, β〉 = 4 cos2 θ ∈ Z. We get the table

(α 6= ±β and WLOG let |β| ≥ |α|):

〈α, β〉 〈β, α〉 θ |β|2/|α|2

0 0 90◦ ?

1 1 60◦ 1

-1 -1 120◦ 1

1 2 45◦ 2

-1 -2 135◦ 2

1 3 30◦ 3

-1 -3 150◦ 3

Lemma 5.9. For α, β ∈ Φ, we have

(α, β) > 0 =⇒ α− β ∈ Φ.

Similarly,

(α, β) < 0 =⇒ α + β ∈ Φ.

Proof. Suppose that (α, β) > 0. From the table, 〈α, β〉 = 1 or 〈α, β〉 = 1. The former

case together with (R3) gives us σβ(α) = α − 〈α, β〉β = α − β ∈ Φ. Similarly, the latter

case gives us β − α ∈ Φ, which implies α− β ∈ Φ by (R2). ■

Corollary 5.10. For β 6= ±α, all roots β + iα, i ∈ Z is unbroken of length ≤ 4.

Proof. If β + pα, β + sα ∈ Φ with p < s and β + (p+ 1)α, β + (s− 1)α /∈ Φ. The lemma

implies (α, β + pα) ≥ 0 and (α, β + sα) ≤ 0. Then

(s− p)(α, α) = (α, β + sα)− (α, β + pα) ≤ 0,

a contradiction.

The length it at most 4: if q and r are the largest integers such that β+qα, β−rα ∈ Φ,

then q + r = 〈β + pα, α〉 < 4. ■
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6 Weyl group, 9/21

Definition 6.1. We call ∆ ⊆ Φ a base if

(B1) ∆ is a basis of E;

(B2) for β =
∑

α∈∆ kαα ∈ Φ, either all kα ∈ Z≥0 or all kα ∈ Z≤0.

Fact. For distinct α, β ∈ ∆, we have (α, β) ≤ 0, and α − β /∈ Φ: if (α, β) > 0, then

α− β ∈ Φ by (5.9), which contradicts (B2).

Theorem 6.2. Every root system has a base. In fact,

(1) let γ ∈ E \
⋃
α∈Φ Pα, where Pα is the hyperplane fixed by σα. Then

∆(γ) := { indecomposable roots in Φ+(γ) }

is a base, where Φ+(γ) = {α ∈ Φ | (α, γ) > 0} (a root α is said to be indecom-

posable if α cannot be written as α1 + α2 for some α1, α2 ∈ Φ+(γ)). Elements in

∆(γ) is called a simple root relative to ∆(γ).

(2) Any base come from such a way.

Proof. Since ∆(γ) spans Φ+(γ) in Z≥0, hence spans E. If α, β ∈ ∆ are distinct, then

(α, β) ≤ 0, otherwise

α− β ∈ Φ+(γ) =⇒ α = β + (α− β),

β − α ∈ Φ+(γ) =⇒ β = α + (β − α).

Hence, ∆(γ) is a linearly independent set: suppose that ε =
∑
sαα =

∑
tββ with sα,

tβ > 0. Then

0 ≤ (ε, ε) =
∑
α,β

sαtβ(α, β) ≤ 0

tells us that ε = 0.

(2) is left in Exercise 7. ■

Definition 6.3. The set E \
⋃
α∈Φ Pα is a union of (connected) open cones, each open

cone is called a Weyl chamber.
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Every element in a Weyl chamber defines same base. Conversely, every base deter-

mines a Weyl chamber.

Lemma 6.4.

(a) For α ∈ Φ+ \ ∆, there exists β ∈ ∆ such that α − β ∈ Φ+. Hence, we can write

α =
∑k

i=1 αi, where αi ∈ ∆, such that
∑j

i=1 ∈ Φ+ for all j ≤ k.

(b) For α ∈ ∆, σα permutes Φ+ \ {α}. In particular, σ(δ) = δ − α for δ = 1
2

∑
β∈Φ+ β.

(c) (Cancellation lemma) Let σi = σαi
. If

σ1 · · · σt−1σt(αt) � 0,

then there exists s < t such that σ1 · · · σt = σ1 · · · σs−1σs+1 · · · σt−1. Here α � β if

α− β ∈ Φ+.

Proof. (a) Suppose that (α, β) ≤ 0 for each β ∈ ∆, then ∆∪{α} is a linearly independent

set (cf. Proof of (6.2)), a contradiction. So there exists β ∈ ∆ such that (α, β) > 0, and

hence α− β ∈ Φ+ (Note that α− β ∈ Φ− =⇒ β = α + (β − α)).

(b) For β ∈ Φ+ \ {α}, β =
∑

γ∈∆ kγγ with kγ ≥ 0 for all γ and kγ0 > 0 for some

γ0 6= α. The element

σα(β) = β − 〈β, α〉α

has the same kγ0 , so σα(β) ∈ Φ+ \ {α}.

(c) Let

βi = σi+1 · · · σt−1(αt), i = 0, . . . , t− 2.

Then βt−1 = αt � 0, β0 ≺ 0. So there exists smallest s such that βs � 0. Since βs−1 ≺ 0,

we must have βs = αs. Therefore

σs = (σs+1 · · · σt−1)σt(σt−1 · · · σs+1),

i.e., σ1 · · · σs−1σsσs+1 · · · σt = σ1 · · · σs−1σs+1 · · · σt−1. ■

Theorem 6.5. The group W acts on { base of Φ } simply and transitively, and W is

generated by σα, α ∈ ∆, for any base ∆.
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Proof. Let W ′ ⊆ W generated by σα, α ∈ ∆. If γ is regular, choose σ ∈ W ′ with (σ(γ), δ)

largest. Then

(σ(γ), δ) ≥ (σα · σ(γ), δ) = (σ(γ), σα(δ)) = (σ(γ), δ)− (σ(γ), α),

i.e., (σ(γ), α) ≥ 0. Also, (σ(γ), α) 6= 0, otherwise γ ⊥ σ−1α, a contradiction. Hence, σ(γ)

lies in the Weyl chamber C (∆) corresponds to ∆ and σ : C (γ)→ C (∆).

Any α ∈ Φ lies in some base: take any γ ∈ Pα \
⋃
β 6=±α Pβ. Let γ′ “close to” γ such

that (γ′, α) = ε > 0, |(γ′, β)| > ε. Then α ∈ ∆(γ′).

In particular, there exists σ ∈ W ′ such that β = σ(α) ∈ ∆. Then σβ = σσ(α) =

σσασ
−1 tells us that σα = σ−1σβσ ∈ W ′. Hence, W ′ = W .

It remains to show that the action W on { base of Φ } is simple. If σ 6= id with σ(∆) =

∆, write σ = σ1 · · · σt (minimal length). Then σ(αt) < 0 by (6.4, c), a contradiction. ■

Definition 6.6. For σ ∈ W , let `(σ) be the minimal length of the expression σ =

σ1 · · · σt (relative to a base ∆). For a root α =
∑

β∈∆ kββ ∈ Φ, we define the height of α

to be ht(α) =
∑

β∈∆ kβ ∈ Z.

A root system Φ is called irreducible if Φ = Φ1tΦ2 with Φ1 ⊥ Φ2 (this is equivalent

to ∆ = ∆1t∆2 for some base ∆). Otherwise, Φ is called reducible. For example, A1×A1

is reducible.

Lemma 6.7. Let Φ be an irreducible root system. Then

(a) there exists a unique element β ∈ Φ+ maximum with respect to �;

(b) the action W on E is irreducible;

(c) there are at most 2 lengths “|α|” ∀α ∈ Φ (by key table), and |α| = |β| =⇒ β =

w(α) for some w ∈ W .

(d) The unique maximal element β is the longer one.

7 Classification of root systems, 9/26

Let Φ ⊆ E be a root system, W be its Weyl group, ∆ = {α1, . . . , αℓ} be a base.
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Proposition 7.1. The Cartan matrix (〈αi, αj〉)ℓi,j=1 ∈ Mℓ(Z) determines Φ up to an

isomorphism.

Proof. For a vector space isomorphism φ : E → E ′, where φ(αi) = α′
i, the diagram

E E ′

E E ′

ϕ

σα σα′

ϕ

commutes when (〈αi, αj〉)ℓi,j=1 = (〈φ(αi), φ(αj)〉)ℓi,j=1. Indeed,

σϕ(α)(φ(β)) = φ(β)− 〈φ(β), φ(α)〉φ(α) = φ(β − 〈β, α〉α).

Hence, φW φ−1 = W ′ by (6.5).

For each β ∈ Φ, β = σ(α) for some σ ∈ W , so φ(β) = (φσφ−1)φ(α) ∈ W ′∆′ = Φ′. ■

Definition 7.2. The Coxeter graph Γ = ΓΦ of Φ is a weighted graph (V,E) with `

vertices V = {α1, . . . , αℓ} and edges

E =
{
(αiαj, 〈αi, αj〉〈αj, αi〉 6= 0)

}
.

The Dynkin diagram of Φ is the directed weighted graph Γ with αiαj replaced by
−−→αiαj if |αi| > |αj|.

Fact. There is a one-to-one correspondence between the irreducible components of Φ and

the connected components of ΓΦ.

Theorem 7.3. If Φ is irreducible, then the Dynkin diagram ΓΦ is isomorphic to one of

followings:

Aℓ:

1 2 3 `− 1 `

Bℓ:

1 2 3 `− 1 `

Cℓ:

1 2 3 `− 1 `
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Dℓ:

1 2 3 `− 2

`− 1

`

Eℓ (` = 6, 7, 8):

1 3

2

4 5 `

F4:

1 2 3 4

G2:

1 2

Proof. Let α̂i = αi/|αi|. Then

2
(αi, αj)

(αi, αi)
· 2 (αj, αi)

(αj, αj)
= 4(α̂i, α̂j)

2.

Hence, we call a set of unit vectors A = {ε1, . . . , εn} admissible if 4(εi, εj)2 ∈ {0, 1, 2, 3}

for all i 6= j.

(1) The admissible property is preserved under removing a vertex.

(2) The number of edges is at most #A− 1. Let n = #A and ε =
∑
εi. Then

0 ≤ (ε, ε) = n+ 2
∑
i<j

(εi, εj).

Since for an edge (i, j), we have 2(εi, εj) ≤ −1. The number of the edges is at most

n− 1.

(3) There are no cycles in Γ. Take any cycle Γ′ ⊆ Γ. Then the correspond A′ ⊆ A is

admissible, but it has #A′ edges, a contradiction.

(4) At any ε ∈ A, the number of edges that connects with ε is at most 3 (counted with

multiplicity). Suppose η1, . . . , ηk ∈ A are connected to ε, then (ηi, ηj) = δij by (3).

Find a unit vector η0 ∈ 〈ε, η1, . . . , ηk〉 that is perpendicular to 〈η1, . . . , ηk〉. Then

ε =
k∑
i=0

(ε, ηi)ηi =⇒ 1 = (ε, ε) =
k∑
i=0

4(ε, ηi)
2 < 4(ε, ε)− 4(ε, η0)

2 < 4.
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(5) The only case with a weight 3 edge is G2 itself.

(6) Shrinking a simple chain to a point is OK.

(7) Hence, there is no subgraphs of the form

(8) Γ belongs to 4 types:

(i)

(ii)

ε1 ε2 εp ηq η2 η1

(iii)

(iv)

ε1 ε2 εp−1 ψ

ζr−1

ηq−1

ζ2

η2

ζ1

η1

(i) and (iii) corresponds to An−1 and G2, respectively.

(9) For (ii), consider ε =
∑
iεi, η =

∑
jηj. Since 2(εi, εi+1) = −1 = 2(ηj, ηj+1), we get

(ε, ε) =

p∑
i=1

i2 −
p∑
i=1

i(i+ 1) = p2 − p(p− 1)

2
=
p(p+ 1)

2
.

Similarly, (η, η) = q(q+1)
2

. By definition and Cauchy-Schwarz inequality,

(ε, η)2 =
p2q2

2
<
p(p+ 1)

2
· q(q + 1)

2
=⇒ (p− 1)(q − 1) < 2

If one of p or q is 1, then Γ is isomorphic to Bℓ or Cℓ. Otherwise, p = q = 2, in this

case we get F4.
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(10) For (iv), consider ε =
∑
iεi, η =

∑
jηj, ζ =

∑
kζk. As in (4), let θ1, θ2, θ3 be the

angles between ψ and ε, η, ζ, respectively. Then
∑

cos2 θℓ < 1. As in (9),

cos2 θ1 =
(ε, ψ)2

(ε, ε)(ψ, ψ)
= (p− 1)2 · 1

4
· 2

p(p− 1)
=

1

2

(
1− 1

p

)
.

Hence,
1

2

(
3− 1

p
− 1

q
− 1

q

)
< 1,

i.e., 1
p
+ 1

q
+ 1

r
> 1. Say r = 2, then q = 2 gives us Dn, while q = 3 gives us Ep+3

(p = 3, 4, 5). ■

Remark 7.4. The automorphism group AutΦ is isomorphic to γ⋊W , where γ = {σ ∈

AutΦ | σ(∆) = ∆}, which can be related to AutΓΦ.

Definition 7.5. Given a root system Φ ⊂ E, we define the weight lattice to be

Λ = {λ ∈ E | 〈λ, α〉 ∈ Z, ∀α ∈ Φ} ⊇ Φ.

It is clear that we only need to check the condition 〈λ, α〉 ∈ Z for α ∈ ∆. Given ∆ =

(α1, . . . , αℓ) (an ordered base), we get λi such that 〈λi, αj〉 = δij, called the fundamental

weights. Then Λ is a lattice generated by λ1, . . . , λℓ. Hence,

αi =
∑
k

〈αi, αk〉λk.

Let Λr be the lattice generated by Φ. Then Λr ⊆ Λ and |Λ/Λr| = detC, where C =

(〈αi, αj〉) is the Cartan matrix.

Examples. For A2,

CA2 =

(
2 −1
−1 2

)
=⇒

(
λ1
λ2

)
=

1

3

(
2 1

1 2

)(
α1

α2

)
.

For G2,

CG2 =

(
2 −1
−3 2

)
=⇒

(
λ1
λ2

)
=

(
2 1

3 2

)(
α1

α2

)
.

Note that W (Λ) = Λ: σiλj = λj − δi,jαi ∈ Λ. So any weight λ can be conjugate to a

dominant weight, i.e., it lies in the dominant set

Λ+ = {λ ∈ Λ | (λ, α) ≥ 0} = C (∆) ∩ Λ.
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The strictly dominant set is defined to be

{λ ∈ Λ | (λ, α) > 0} = C (∆) ∩ Λ.

Although λ � µ with µ ∈ Λ+ does not imply λ ∈ Λ+, but λ ∈ Λ+ implies that there

are only finitely many µ ∈ Λ+ with λ � µ.

Example. The vector δ = 1
2

∑
α�0 α =

∑ℓ
j=1 λj is a strictly positive weight.

Lemma 7.6. Let µ ∈ Λ+ and ν ∈ W (µ). Then |ν + δ| ≤ |µ+ δ|, and the equality holds

if and only if ν = µ.

8 Final step I, 10/3

Recall: For a semi-simple Lie algebra L, we choose a maximal toral subalgebra H, which

induces a root space decomposition L = H ⊕
⊕

α∈Φ Lα. Note that H is self-normalizing

(in L), i.e., NL(H) = H.

In fact, any 2 choices of maximal torals H1, H2 are conjugate by some automorphism.

This gives us the classification of semi-simple Lie algebra as A ∼ G.

Let V be a finite dimensional vector space over F and A : V → V be a linear map.

Consider its characteristic polynomial fA(T ) =
∏
(T − λi)

mi =
∏
pi(T ). We get the

decomposition V =
⊕

Vi, where Vi = ker pi(A).

Take V = L, the action ad x : L→ L gives us the decomposition L =
⊕

a∈F La(adx),

where La(adx) =
⋃
n ker(adx− a)n.

Fact. [La(adx), Lb(adx)] ⊆ La+b(adx):

(adx− a− b)[y, z] = [(adx− a)y, z] + [y, (adx− b), z]

=⇒ (adx− a− b)m[y, z] =
m∑
i=0

(
m

i

)[
(adx− a)iy, (adx− b)m−iz

]
= 0

for y ∈ La and z ∈ Lb with m� 0.

This tells us that L0(adx) is a Lie subalgebra, called an Engel subalgebra, and

La 6=0(adx) is ad-nilpotent.
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Lemma 8.1. Let K be a Lie subalgebra of L that contains L0(adx). Then K is self-

normalizing (in L), i.e., NL(K) = K.

Proof. Consider the action ad x : NL(K)/K → NL(K)/K. All the eigenvalues of the

action is nonzero. Note that x ∈ K, so [NL(K), x] ⊆ K, which means that the action is

0. ■

Lemma 8.2. Let K be a Lie subalgebra of L, and let L0(ad z) be minimal among all

such z ∈ K. If moreover, it contains K, then it is totally minimal.

Proof. Fix an arbitrary x ∈ K and consider the pencil {ad(z+ cx) | c ∈ F}. Since x ∈ K,

these elements all stabilize K0 = L0(ad z), hence stabilize L/K0 as well.

The characteristic polynomial fc(T ) = f(T, c)g(T, c), where f(T, c) is the char-

acteristic polynomial of ad(z + cx)|K0 and g(T, c) is the characteristic polynomial of

ad(z + cx)|L/K0 . Write

f(T, c) = T r + f1(c)T
r−1 + · · ·+ fr(c)

g(T, c) = T n−r + g1(c)T
n−r−1 + · · ·+ gr(c).

We know that each fi, gi are polynomials in c of degree at most i.

For c = 0, the 0-eigenspace of ad z lies in K0, so gn−r(0) 6= 0. So we can find c1, . . . ,

cr+1 ∈ F such that gn−r(ci) 6= 0 for all i. Then 0 is not an eigenvalue of ad(z + cix) on

L/K0, and hence L0(ad(z + cix)) ⊆ K0.

Since K0 is minimal, K0 = L0(ad z) = L0(ad(z + cix)), i.e., ad(z + cix) has only

0-eigenvalue on K0. So f(T, ci) = T r, i.e., fi ≡ 0. Hence, L0(ad(z + cx)) ⊇ K0 for all

c ∈ F . Since x is arbitrary, K0 is totally minimal. ■

Definition 8.3. A Cartan subalgebra (CSA)H of a Lie algebra L is a self-normalizing

nilpotent subalgebra.

For example, a maximal toral of a semi-simple Lie algebra is Cartan.

Theorem 8.4. Let H be a Lie subalgebra of L. Then H is a CSA if and only if H is a

minimal Engel subalgebra (hence it exists).
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Proof. (⇐) H is self-normalizing by (8.1). Also, by (8.2), H = L0(ad z) ⊆ L0(adx) for

all x ∈ H, i.e., adH x is ad-nilpotent for all x ∈ H. Hence, by Engel’s theorem (2.1), H is

nilpotent.

(⇒) Let H be a CSA. The nilpotency of H implies that H ⊆ L0(adx) for all x ∈ H.

We claim the equality holds for some minimal one.

If not, take L0(ad z ∈ H) be a minimal one. By (8.2), L0(ad z) ⊆ L0(adx) for all

x ∈ H. So the action of H on L0(ad z)/H acts as nilpotent endomorphisms. By some

ancient theorem, there exists a 0-eigenvector y +H, y /∈ H, such that [H, y] ⊆ H. Since

H is self-normalizing, y ∈ H, a contradiction. ■

Corollary 8.5. Let L be a semi-simple Lie algebra over F . Then CSA ≡ maximal toral

(≡ CL(s) for some semi-simple element s).

Proof. (⇐) is already done. (⇒) Let H be a CSA. Then H = L0(adx) for some x ∈ H.

Write x = xs + xn, then H = L0(adx) = L0(adxs) = CL(xs). Since CL(xs) contains Fxs
and Fxs is contained in some maximal toral C, which is abelian, we have H ⊇ C. Since

C is a CSA, H = C. ■

Remark 8.6. Functorialities:

(a) If φ : L→ L′ is surjective, then the image φ(H) of a CSA H of L is a CSA of L′.

(b) Let H ′ ⊆ L′ be a CSA. Then any CSA H of φ−1(H ′) is also a CSA of L.

Definition 8.7. An element x ∈ L is strongly ad-nilpotent if x ∈ La 6=0(ad y) for some

y ∈ L.

Let N (L) = { strongly ad-nilpotent }, and let

E(L) =
〈
eadx | x ∈ N (L)

〉
⊴ AutL.

For a subalgebra K of L,

E(L;K) =
〈
eadL x | x ∈ N (K)

〉
.

Idea. E(L) is “better than” IntL.
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Facts. K ⊆ L implies N (K) ⊆ N (L), hence E(K) = E(L;K)|K .

For a surjective homomorphism φ : L → L′, φ(N (L)) = N (L′). Moreover, for each

σ′ ∈ E(L′), there exists σ ∈ E(L) such that the diagram

L L′

L L′

ϕ

σ σ′

ϕ

commutes: say σ′ = eadL′ x′ , where x′ = φ(x) for some x ∈ N (L). Then for each z ∈ L,(
φ ◦ eadL x

)
(z) = φ

(
z + [x, z] +

1

2
[x, [x, z]] + · · ·

)
= φ(z) + [x′, φ(z)] +

1

2
[x′, [x′, φ(z)]] + · · ·

=
(
eadL′ x′ ◦ φ

)
(z).

Theorem 8.8. Let L be a solvable Lie algebra. Then any two CSA’s H1, H2 are

conjugated under E(L).

Proof. Introduction on dimL. If dimL = 1 or L is nilpotent, CSA = L, done!

If L is not nilpotent, take A⊴ L to be an abelian ideal with smallest dimension.

Let φ : L → L′ = L/A be the quotient map. Then the images H ′
1 = φ(H1),

H ′
2 = φ(H2) are CSA’s of L′. By induction hypothesis, there exists σ′ ∈ E(L′) such that

σ′(H ′
1) = H ′

2. Take σ ∈ E(L) such that σ′ ◦ φ = φ ◦ σ. Then σ maps K1 = φ−1(H1) to

K2 = φ−1(H2) and σ(H1), H2 are CSA’s of K2.

If K2 6= L, then by the induction hypothesis there exists τ ′ = τ |K ∈ E(K2) =

E(L;K2)|K2 such that H2 = τ ′(σ(H1)) = (τσ)(H1), as desired.

Otherwise L = K2 = σ(K1) = K1, and hence L = H2 + A = H1 + A. Write

H2 = L0(adx). Since A is ad x-stable,

A = A0(adx)⊕ A∗(adx) = A0 ⊕ A∗.

Then both A0 and A∗ are L = H2 + A stable. It follows from the minimality of the

dimension of A that A = A0 or A = A∗.

If A = A0, then A ⊆ H2. Then L = H2 is nilpotent, a contradiction. Hence A =

A∗(adx). But L = H1 + A shows that x = y + z for some y ∈ H1 and z ∈ A = A∗(adx),

i.e., z = [x, z′] since ad x is invertible on it.
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Since A is abelian, (ad z′)2 = 0. So

ead z′x = (1 + ad z′)(x) = x− [x, z′] = y.

So H = L0(ad y) is also a CSA that contains H1, which implies H = H1, i.e., ead z′ maps

H2 to H1. Write z′ =
∑

a 6=0 z
′
a, z′a ∈ Aa(adx), we see that all z′a commutes. So

ead z′ =
∏

ead z′a ∈ E(L). ■

9 Final step II, 10/5

Theorem 9.1. For a Lie algebra L over an algebraically closed field F with charF = 0,

any CSA is conjugate to each other.

The case F = C is proved by Cartan and Weyl using analysis (differential geometry).

For a general field, it is proved by Chevalley and Bourbaki using algebraic geometry. A

purely algebraic proof was given by Winter.

We do the case F = C first. Let n = dimL. For each element x ∈ L, consider the

characteristic polynomial

fx(T ) := det(adx− T ) = (−1)nT n + g1(x)T
n−1 + · · ·+ gn−r(x)T

r,

where r is the smallest integer such that the polynomial gn−r(x) 6= 0. We define the rank

of L, denoted by rankL, to be such r, and call x ∈ L regular, or generic, if gn−r(x) 6= 0.

Then a CSA H = L0(adx) has dimension k ≥ r.

Fact. Regular elements form a Zariski open subset in L ∼= Cn, hence it is path connected

and dense open.

Given CSA’s H0 = L0(adx0), H1 = L0(adx1), and take any path x− in the Zariski

open subset connecting x0 and x1. Then for any t ∈ [0, 1], L0(adxt) is a CSA. If we can

prove that any point y near x = xt, L0(ad y) is conjugate to L0(adx), then the statement

holds by applying compact argument.

To do this, apply IFT to

H × Cn−k L ∼= Cn

(h, t)
∏n−k

i=1 e
ad(tiyi)h,

ψ
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where yi are the generalized eigenvectors of adx.

Exercise. This is invertible!

Definition 9.2. A subalgebra B ⊆ L is Borel if it is a maximal solvable subalgebra.

(A) A Borel subalgebra is self-normalizing: if [x,B] ⊆ B, then [B + Fx,B + Fx] ⊆ B,

which implies B + Fx is solvable. By maximality of B, x ∈ B.

(B) If RadL ⊊ L, then the set of Borel subalgebras in L is 1-1 corresponds to the set

of Borel subalgebras in L/RadL. Indeed, the sum of a solvable subalgebra and the

solvable ideal RadL is a solvable subalgebra.

(C) For a semi-simple Lie algebra L, H a CSA with base ∆ ⊆ Φ,

B(∆) := H ⊕
⊕

α∈Φ+(∆)

Lα,

called a standard Borel relative to H, is Borel. Any standard Borel subalgebra

is conjugate to each other via E(L). Indeed, let N(∆) =
⊕

α∈Φ+(∆) Lα. Then

[B(∆), B(∆)] = N(∆), which is nilpotent, so B(∆) is solvable. If B(∆) is not

maximal, say K ⊋ B(∆) is also solvable, then K ⊇ L−α for some α ∈ Φ+. Then

K contains a semi-simple Lie algebra Sα, a contradiction. Now, for a root α ∈ Φ,

the action σα on H extends to τα ∈ E(L): take xα ∈ Lα, yα ∈ L−α that defines

Sα, and define τα = eadxαe− ad yαeadxα . Then τα maps B(∆) to B(σα∆). Hence, any

standard Borel subalgebra is conjugate to each other since the Weyl group W acts

on the bases transitively.

Theorem 9.3. All Borel subalgebras (BSA) are E(L)-conjugate. In particular, all CSA’s

are E(L)-conjugate.

Proof. We prove the latter statement first (using the former statement): for CSA’s H

and H ′, we can put them in BSA’s B and B′, respectively. Take any σ ∈ E(L) such that

σ(B) = B′, then σ(H), H ′ are CSA in B′. The statement now reduce to the solvable case.

For the former statement, induction on dimL. The base case dimL = 1 is trivial.

Using (B) together with the lifting of E(L) under L → L′ = L/RadL, we may assume

that L is semi-simple. And it suffices to prove that any Borel subalgebra B′ of L is
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conjugate to a standard Borel subalgebra B = B(∆) relative to some CSA H.

Next, we induction on dim(B ∩ B′) downward. The base case B ∩ B′ = B, which is

equivalent to B = B′, is trivial. So let B ⊋ B ∩B′.

(1) If B ∩ B′ 6= 0, then

(i) 1. all nilpotent elements N ′ in B ∩ B′ is nonzero. N ′ is an ideal in B ∩ B′

(using [B,B] = N(∆)), but not in L. So K := NL(N
′) ⊊ L.

2. B ∩ B′ ⊊ B ∩K: consider the adjoint action N ′ on B/B ∩ B′ 6= 0. Then

there exists a 0-eigenvector y+B ∩B′, but x ∈ N ′ implies [x, y] ∈ [B,B],

and thus in N ′, i.e., y ∈ NB(N
′) = B ∩K.

3. Take BSA’s C, C ′ of K ⊊ L that contains B ∩K, B′ ∩K, respectively.

By (first) induction hypothesis, there exists σ ∈ E(L;K) such that σ(C ′) = C.

By (second) induction hypothesis, there exists τ ∈ E(L) such that τ(B1) = B,

where B1 is some BSA that contains σ(C ′). Then

B ∩ τσ(B′) ⊇ τσ(C ′) ∩ τσ(B′) ⊇ τσ(B′ ∩K) ⊋ τσ(B ∩ B′).

By (second) induction hypothesis, B is conjugate to τσ(B′).

(ii) If N ′ = 0, left for reading.

(2) B ∩ B′ = 0, left for reading. ■

10 Existence theorem I, 10/12

Definition 10.1. For a vector space V over F , we define the tensor algebra

T (V ) := ⊕∞
i=0T

i(V ), T i(V ) = V ⊗i.

For a Lie algebra, the universal enveloping algebra of L is defined to be

U(L) := T (L)/J,

where J is the 2-sided ideal generated by x⊗ y − y ⊗ x− [x, y], x, y ∈ L.
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The universal enveloping algebra U(L) satisfies the following universal property: for a

linear map j : L→ A, where A is an associative F -algebra, such that j[x, y] = j(x)j(y)−

j(y)j(x), x, y ∈ L, there exists a linear map U(L)→ A that completes the diagram:

L A

T (L) U(L)

j

π

∃

Definition 10.2. Let Tm = T 0 ⊕ · · · ⊕ Tm, Um = π(Tm). We see that Ui · Uj ⊆ Ui+j,

Define Gm = Um/Um−1, G =
⊕∞

m=0G
m.

Theorem 10.3 (PBW, Poincaré-Birkhoff-Witt). There is an isomorphism w : S(L)→

G, where S(L) is the symmetric algebra of L.

The surjectivity is easy: Tm → Um → Gm is onto, so φ : T → G is onto. Also,

φ(I) = 0, where I is the 2-sided ideal generated by x⊗ y − y ⊗ x.

This defines a surjection from w : S(L)→ G. The injectivity is hard (left for reading).

Corollary 10.4. (A) For W ⊆ Tm → Sm satisfying π : W ∼= S, π(W ) is complement

to Um−1 in Um.

(B) i : L→ U(L) is injective: taking W = T 1 = L (m = 1).

(C) For any ordered basis, x1, . . . , xn of L. xi(1) · · · xi(m) with i(1) ≤ · · · ≤ i(m) form a

basis of U(L): Take W = 〈xi(1) ⊗ · · · ⊗ xi(m)〉 ⊆ Tm

Definition 10.5. Let X be a set. The free Lie algebra generated by X over F is defined

to be the Lie subalgebra X in T (V ) generated by X, where V is the vector space over F

with X as basis.

Let L be a semi-simple Lie algebra, H a CSA of L. Let Φ be the root system induced

by H, ∆ = {α1, . . . , αℓ} a base of Φ, A = (cij) = (〈αi, αj〉) the Cartan matrix. For each

i, let Sαi
= 〈xi, yi, hi〉 be the Lie algebra generated by Lαi

and L−αi
.

Proposition 10.6 (Serre relations). (S1) [hi, hj] = 0,
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(S2) [xi, yj] = δijhi,

(S3) [hixj] = cjixj, [hiyj] = −cjiyj,

(S+
ij) (adxi)−cji+1xj = 0 (i 6= j),

(S−
ij) (ad yi)−cji+1yj = 0 (i 6= j).

Proof. We only prove (S+
ij). Since αj − αi /∈ Φ, we get the αj-string αj, αj + αi, . . . ,

αj + qαi. Since 0− q = cji, we get (adxi)−cji+1xj = (adxi)q+1xj = 0. ■

Theorem 10.7 (Serre). These relations are complete (for semi-simple Lie algebra L).

Proof. Step 1. Let L̂ be the free Lie algebra generated by X = {xi, yi, hi}ℓi=1, K̂ the 2-

sided ideal generated by (S1), (S2), and (S3), L0 the quotient L̂/K̂. Then L0 = H⊕X⊕Y ,

where H, X, and Y are lie subalgebras generated by {hi}, {xi}, and {yi}, respectively,

and H = ⊕Fhi.

Let V = T (F ℓ). Fix a basis v1, . . . , vℓ of F ℓ and define the representation φ̂ : L̂ →

gl(V) by hj · 1 = xj · 1 = xj · vj = 0, yj · 1 = vj, and


hj · vi1 ⊗ · · · ⊗ vit = −(ci1j + · · ·+ citj)vi1 ⊗ · · · ⊗ vit ,

xj · vi1 ⊗ · · · ⊗ vit = vi1 ⊗ (xj · vi2 ⊗ · · · ⊗ vit)− δi1j
(∑t

k=2 cikj
)
vi2 ⊗ · · · ⊗ vit ,

yj · vi1 ⊗ · · · ⊗ vit = vj ⊗ vi1 ⊗ · · · ⊗ vit .

We check that K̂0 := ker φ̂ ⊇ K̂, i.e., the gl(V) is in fact an L0-module.

(1) [hi, hj] ∈ K̂0: since hi acts diagonally, [φ̂(hi), φ̂(hj)] = 0,

(2) [xi, yj]− δijhj ∈ K̂0:

xiyj · vi2 ⊗ · · · ⊗ vit − yjxi · vi2 ⊗ · · · ⊗ vit = −δji

(
t∑

k=2

cikj

)
vi2 ⊗ · · · ⊗ vit

= δijhjvi2 ⊗ · · · ⊗ vit .
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(3) [hi, yj] + cjiyj ∈ K̂0:

(hiyj − yjhi) · 1 = hivj = −cjivj = −cjiyj · 1,

(hiyj − yjhi) · vi1 ⊗ · · · ⊗ vit = hi · vj ⊗ vi1 ⊗ · · · ⊗ vit

+ (ei1i + · · ·+ eiti)vj ⊗ vi1 ⊗ · · · ⊗ vit

= ejiyjvi1 ⊗ · · · ⊗ vit .

(4) [hi, xj]− cjixj ∈ K̂0:

Claim. hi · (xj · vi1 ⊗ · · · ⊗ vit) = −(ci1i + · · ·+ citi − cji)xj · vi1 ⊗ · · · ⊗ vit .

Induction on t. The base case t = 0 is trivial. For simplicity, let v = vi2 ⊗ · · · ⊗ vit .

By induction hypothesis,

hi · (xj · v) = −(ci2i + · · ·+ citi − cji)xj · v. (â)

Since

yi1hixj = (hi + ci1i)yi1xj = (hi + ci1i)(xjyi1 − δji1hj),

we get

hi · (xj · vi1 ⊗ v) = hixjyi1 · v,

= yi1(hixj · v)− ci1ixjyi1 · v + δji1(hi + ci1i)hj · v

= −(ci2 + · · ·+ citi − cji)yi1xj · v − ci1xj · vi1 ⊗ v

+ δji1(−ci1i + ci2i + · · ·+ citi)(ci2j + · · ·+ citj)v

= −(ci2 + · · ·+ citi − cji)(xjyi1 + δji1hj) · v − ci1xj · vi1 ⊗ v

+ δji1(−ci1i + ci2i + · · ·+ citi)(ci2j + · · ·+ citj)v

= −(ci1i + · · ·+ citi − cji)xj · vi1 ⊗ v

+ δji1(ci2i + · · ·+ citi − cji)(ci2j + · · ·+ citj)v

+ δji1(−ci1i + ci2i + · · ·+ citi)(ci2j + · · ·+ citj)v

= −(ci1i + · · ·+ citi − cji)xj · vi1 ⊗ v,

as desired.

Hence, (hixj − xjhi) · 1 = 0 and

(hixj − xjhi) · vi1 ⊗ · · · ⊗ vit = cjixj · vi1 ⊗ · · · ⊗ vit .
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11 Existence theorem II, 10/17

So there is a nontrivial L0-module gl(V). Then L0 = H + X + Y , where H =
∑

i Fhi,

X = 〈xi〉, Y = 〈yi〉.

Exercise. Prove that X (resp. Y ) is generated by {xi} (resp. {yi}) freely.

• For all hi, [hi, H] = 0, [hi, [xj, xk]] = (cji + cki)[xj, xk], induction get the main

calculation:

[hi, [xi1 , [. . . , [xit−1 , xit ] . . . ]]] = (ci1i + · · ·+ citi)[xi1 , [. . . , [xit−1 , xit ] . . . ]] ∈ X.

A similar result also holds for Y .

• For all xi. [xi, H +X] = X,

[xi, [yj, yk]] = [[xi, yj], yk] + [yj, [xi, yk]]

= δij[hi, yk] + δik[yj, hi] = −δijckiyk + δikcjiyj ∈ Y.

By induction, we get [xi, Y ] ⊆ Y .

• For all yi, we get [yi, L0] ⊆ Y similarly.

Claim. φ(hi) are linearly independent and the sum L0 = H +X + Y is direct.

If
∑
aiφ(hi) = 0, then for each j,

0 =
∑

aiφ(hi)vj = −
∑

aicjiej =⇒
∑

aicji = 0.

Since j is arbitrary, ai = 0 for all i.

By the calculation above, L0 = H+X+Y is a decomposition of L0 into eigenspaces of

adH. Indeed, the eigenvalue is λ =
∑

j kjαj > 0 on X (< 0 on Y ), any iterative [. . . ] in X

of xi1 , . . . , xit has eigenvalue
∑

k cik . Evaluate at hi, this eigenvalue is of the form
∑
mjcji,

where mj ≥ 0 and
∑
mj = t. So X ∩ Y = 0. (Otherwise, we get

∑
mjcji = −

∑
njcji

for some mj, nj ≥ 0, then
∑

(mj + nj)cji = 0. Since C is nondegenerate, this leads to a

contradiction.)

Step 2. Adding relations (S+
ij), (S−

ij):

I =
〈
xij := (adxi)−cji+1xj

∣∣ i 6= j
〉
⊴X,

J =
〈
yij := (ad yi)−cji+1yj

∣∣ i 6= j
〉
⊴ Y.
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Then J , and hence I, K = I + J , is an ideal of L0.

Lemma 11.1. [xk, yij] = 0.

Proof of Lemma. If k 6= i, then [xk, yi] = 0 implies that

adxk(yij) = (ad yi)−cji+1 adxk(yj) = 0.

If k = i, then

adxk(ad yi)tyj = t(cji − t+ 1)(ad yi)t−1yj

by induction on t. The result now follows by letting t = −cji + 1. □

Now we check that J ⊴ L0: As the calculation above, we have

(adhk)yij = (−cjk + (cji − 1)cik)yij.

Together with adhk(Y ) ⊆ Y , we get adhk(J) ⊆ J by Jacobi’s identity. Using the Lemma

and the fact adxk(Y ) ⊆ Y +H, we get adxk(J) ⊆ J (again by Jacobi’s identity).

Step 3. Hence, L := L0/K = H ⊕ N+ ⊕ N−, where N+ := X/I and N− := Y /J , and

this is the semi-simple Lie algebra we want!

For λ ∈ H∨, Lλ := {x ∈ L | [h, x] = λ(h)x} as before. We had seen H = L0⃗,

N+ =
⊕

λ>0 Lλ, N− =
⊕

λ<0 Lλ, and each piece has finite dimension.

The operators ad xi and ad yi are locally nilpotent, i.e., for each z ∈ L, there exists

k ≥ 0 such that (adxi)kz = (ad yi)kz = 0: let

Mi = { all such z }.

Then xj ∈Mi by (S+
ij), hence hj ∈Mi by (S3), and hence yj ∈Mi by (S2). Note that Mi

is a Lie algebra:

(adxi)n[y, z] =
n∑
j=0

(
n

j

)
[(adx)jy, (adx)n−jz] = 0

by taking n large enough. We get Mi = L.

Now, τi := eadxie− ad yieadxi ∈ AutL is well-defined. In fact, if σiλ = µ, where

σi = σαi
is the reflection, then τi = σi on Lλ ⊕ Lµ as a reflection. So dimLλ = dimLµ.

This result also holds for σλ = µ, where σ ∈ W .
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It is clear that dimLαi
= 1 by the main calculation and Lkαi

= 0 if k 6= −1, 0, 1

(since [xi, . . . , xi] = 0). By some exercise before, Lλ 6= 0 if and only if λ ∈ Φ or λ = ~0.

In particular, dimL = dimH + |Φ| < ∞. L is semi-simple: let A ⊴ L be an abelian

ideal, A = (A ∩ H) ⊕
⊕

α∈Φ(A ∩ Lα). We see that A ∩ Lα = 0 for all α ∈ Φ (otherwise

A ⊇ 〈Lα, L−α〉). Hence, A ⊆ H and [Lα, A] = 0 for all α. So A ⊆
⋂
α∈Φ kerα = 0.

Now, H is abelian and self normalizing, so H is a CSA with root system Φ. The

proof is complete. ■

For the classical case Aℓ, Bℓ, Cℓ, Dℓ, we want to show that they are simple.

Definition 11.2. A Lie algebra L is reductive if radL = Z(L).

If L is reductive, then L′ = L/Z(L) is semisimple. So there is a (completely) action of

adL = adL′ on L =M⊕Z(L), where M⊴L is an ideal. Then [L,L] = [M,M ] ⊆M ∼= L′.

Hence this inclusion is an identity, so L = [L,L]⊕ Z(L).

Proposition 11.3. Let L ⊆ gl(V ). If the action of L on V is irreducible, then L is

reductive and dimZ(L) ≤ 1. If moreover L ⊆ sl(V ), then L is semi-simple.

Proof. Let S = radL, and let v be a common eigenvector v (exists by (2.4)). Then

s · v = λ(s)v for all s ∈ S for some λ. For x ∈ L, we have

s · (x · v) = x · (s · v) + [s, x] · v = λ(s)x · v + λ([s, x])v.

Since L · v = V , all matrices of S is upper diagonal in some basis with diagonal entries

λ(s).

Since tr[S, L] ≡ 0, λ|[S,L] = 0, so the calculation above shows that the action of S on

V is just scalar. So S = Z(L) and dimS ≤ 1. Also, if L ⊆ sl(V ), then S = 0. ■

Example 11.4. L = Aℓ, Bℓ, Cℓ, Dℓ are semi-simple: it suffices to check that the actions

of Bℓ, Cℓ, Dℓ on V are irreducible.

Let W ⊆ V be an L-invariant subspace. Then W is invariant under 〈id, L,+, ◦〉 ⊆

EndV . For L = Bℓ, Cℓ, Dℓ, we get all EndV .

In fact, L = Aℓ, Bℓ, Cℓ, Dℓ are simple with H ∼= CL(H).
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12 Representation theory of semi-simple Lie

algebra, 10/19

In this section, we fix a Lie algebra L, its CSA H, root system Φ, base ∆, and Weyl group

W .

Facts. Let V be a L-module. Then H acts on V diagonally and for each λ ∈ H∨, Vλ is

defined. It is easy to see that

(a) Lα : Vλ → Vλ+α;

(b) V ′ :=
∑
Vλ is direct (": V ′ could be 0);

(c) if dimV <∞, then V = V ′.

Definition 12.1. Suppose a maximal vector v+ exists, i.e., v+ ∈ V and Lαv
+ = 0 for

all α > 0. (For example, when dimL is finite, then Lie’s theorem tells us that there exists

a common eigenvector v+ of B = B(∆).) We may further assume that v+ ∈ Vλ for some

λ. We call λ a highest weight and call v+ a highest weight vector.

If V = U(L) · v+, then V is called a standard cyclic (or irreducible) L-module.

Notation. Let Φ+ = {β1, . . . , βn}. Then PBW theorem tells us that U(L) has a basis

{zk1i1 . . . z
kt
it
| i1 < · · · < it}, where {zi} = {h•, x•, y•} and the order is given by

yβ1 < · · · < yβm < h1 < · · · < hℓ < xβ1 < · · · < xβm .

Proposition 12.2. Suppose V is cyclic.

(i) Then V is spanned by yi1β1 · · · y
im
βm
v+ (ij ≥ 0), hence V =

⊕
λ∈H∨ Vλ. V has weights

of the form µ = λ−
∑ℓ

i=1 kiαi, ki ≥ 0. Each Vµ has finite dimension, and dimVλ = 1.

(ii) Every L-submodule W of V is the direct sum of its weight spaces. Hence

• V is indecomposable with unique maximal proper submodule and unique irre-

ducible quotient module.

• In particular, if there is a surjective map V → V ′, then V ′ is also standard

cyclic of weight λ.
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Proof. (i) Consider the (vector space) decomposition L = N− ⊕ B. We have U(L) =

U(N−)⊗ U(B) (as vector space). Then V = U(N−) · v+. The last assertion follows from

the fact that the solutions of
∑
ijβj =

∑
kiαi is finite for each fixed {ki}.

(ii) Let w =
∑n

i=1 vi ∈ W with vi ∈ Vµi . We claim that vi ∈ W for each i. If not,

then there exists a w with smallest n ≥ 2 such that vi /∈ W for all i. Find h ∈ H such

that µ1(h) 6= µ2(h). Then

hh · w =
∑

µi(h)vi =⇒ 0 6= w′ := (h− µ1(h)) · w =
n∑
i=2

(µi(h)− µ1(h))vi,

a contradiction.

Now, if V = W1 ⊕W2, then Vλ 6⊆ Wi. This implies W1 ⊕W2 ⊊ V a contradiction.

This shows that
∑

W⊊V W ⊊ V is the unique maximal proper submodule. ■

Theorem 12.3. For each λ ∈ H∨, there exists a unique (up to isomorphism) irreducible

standard cyclic L-module of highest weight λ (may be infinite dimensional).

Proof. If V is an irreducible module, then the maximal vector v+ is unique up to scalar.

Indeed, for w ∈ Lµ, U(L) · w ⊆ U(L) · v+ and the equality holds if and only if λ = µ.

Given irreducible modules V = U(L) · v+ and W = U(L) · w+. Let X = V ⊕W .

Then (v+, w+) ∈ Xλ is a highest vector. Let Y = U(L) · (v+, w+) ⊆ X and consider the

projections p and q to V and W , respectively. We see that p(Y ) = V and q(Y ) = W .

Since V and W are irreducible quotient modules of Y , they are isomorphic. This proves

the uniqueness.

We prove the existence via induced module technique. Notice that V = U(L) · v+

has a 1-dimensional B-submodule Vλ. Thus, we define Dλ = Fv+ as B-module via(
h+

∑
xα

)
· v+ := h · v+ = λ(h)v+.

Then D is also a U(B)-module. Define Z(λ) = U(L)⊗U(B)Dλ, which is a left U(L)-module.

The vector 1⊗ v+ ∈ Z(λ) is nonzero by PBW theorem.

Since U(L) = U(N−) ⊗F U(B), we get Z(λ) = U(N−) ⊗ F (1 ⊗ v+). Now take

Y (λ) ⊊ Z(λ) be the unique maximal proper submodule. We define V (λ) = Z(λ)/Y (λ),

which is the desired module. ■
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13 Existence theorem, 10/24

Definition 13.1. An element λ ∈ H∨ is integral (resp. dominant, (λ ∈ Λ)) if λ(hi) ∈

Z (resp. λ(hi) ∈ N) for all i.

Theorem 13.2. There exists a one-to-one correspondence between λ ∈ Λ+ and finite

dimensional irreducible L-modules V (λ). Also, the set Π(λ) of weights of V (λ) is permuted

by W .

Proof. Similar as in Serre’s theorem. Let mi = λ(hi) ∈ Z≥0, φ : L→ gl(V ) the represen-

tation, and v+ ∈ V (λ) the highest weight vector.

Lemma 13.3. In U(L), we have

(a) [xj, y
k+1
i ] = 0, j 6= i;

(b) [hj, y
k+1
i ] = −(k + 1)α(hj)y

k+1
i ;

(c) [xi, yi]
k+1 = −(k + 1)yi(k − hi)

Proof of (13.3). (a). Since [Ryi , Lyi ] = 0, we have

[xj, y
k+1
i ] = (Rk+1

yi
−Lk+1

yi
)xj = (Rk

yi
+ · · ·+Lkyi)(Ryi−Lyi)xj = (Rk

yi
+ · · ·+Lkyi)[xj, yi] = 0.

(b) Induction on k. The case k = 0 follows from the definition. For k > 0, we have

[hj, y
k+1
i ] = (hjy

k
i − yki hj)yi + yki (hjyi − yihj)

= −kα(hj)yk+1
i − yki α(hj)yi = −(k + 1)α(hj)y

k+1
i .

(c) Induction on k. The case k = 0 again follows from the definition. For k > 0, we have

[xi, yi]
k+1 = [xi, yi]

kyi + yki [xi, yi]

= −kyk+1
i (k − 1− hi)yi + yki hi = −(k + 1)yi(k − hi). □

Now, for each i, ymi+1
i · v+ = 0: Let w = ymi+1

i v+. Then xj · v+ = 0 implies that

xj · w = 0 for all j 6= i (by (a)). By (c),

xi · w = ymi+1
i xi · v+ − (mi + 1)ymi

i (mi − hi)v+ = 0.
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If w 6= 0, then it is a highest vector whose weight is not equal to λ, a contradiction.

Hence, V contains a finite dimensional Si := Sαi
-module 〈v+, yi · v+, . . . , ymi

i · v+〉.

Note that this is Si-stable since it is yi-stable, hi-stable by (b), and xi-stable by (c).

For any fixed i, let V ′ := V ′
i be the sum of all finite dimensional Si-submodule in V .

Then V ′ = V : say W is a finite dimensional Si-submodule. Then xα ·W , α ∈ Φ is still a

finite dimensional Si-module. Hence, V ′ is stable under Sαi
. Since V ′ 6= 0, V ′ = V .

So any v ∈ V lies in a finite (sum of) finite Si-module. Therefore φ(xi) and φ(yi) are

locally nilpotent, and hence si := eϕ(xi)e−ϕ(yi)eϕ(xi) ∈ Aut(V ) and siVµ = Vσiµ. This tells

us that W maps Π(λ) to itself and Π(λ) is finite. Indeed, for each µ ∈ Π(λ), there exists

w ∈ W such that wµ ∈ Λ+. Then wµ ≺ λ and thus

|Π(λ)| ≤ |W | · |{ν ∈ Λ+ | ν ≺ λ}| <∞.

Since each weight space Vµ is finite dimensional, V is finite dimensional. ■

Definition 13.4 (weight string). For µ ∈ Λ and α ∈ Φ, the α-string through µ is the

set

{µ+ iα ∈ Π(λ) | i ∈ Z} ⊆ Π(λ).

Sα acts on
⊕

Vµ+iα, so it must be connected, i.e.,

{µ+ iα} = {µ− rα, . . . , µ + qα}.

As before, r − q = 〈µ, α〉 and σα reverse it.

Corollary 13.5. Let µ ∈ Λ. Then µ ∈ Π(λ) if and only if wµ ≺ λ for all w ∈ W .

Proof. Π(λ) is saturated, i.e., µ ∈ Π(λ) and α ∈ Φ implies µ− iα ∈ Π(λ) for all i between

0 and 〈µ, α〉.

Choose wλ ∈ Λ+, then we may obtain wµ from λ by saturated roots. ■

Main questions on representation theory: In terms of Euclidean system, what’s

degλ := dimV (λ)? What’s mλ(µ) := dimV (λ)µ? What’s the irreducible decomposi-

tion of V (λ1)⊗ V (λ2)?
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Definition 13.6. Let {ki} ⊆ H be the dual basis of {hi} (with respect to the killing

form). For each α ∈ Φ, let zα = (α,α)
2
yα so that [xα, z

α] = tα = ((α, α)/2)hα. We define

the universal Casimir element cL :=
∑ℓ

i=1 hik
i +
∑

α∈Φ xαz
α ∈ U(L).

Let φ : L→ gl(V ) be a nontrivial representation. For L simple, we get the ordinary

Casimir element cϕ = a · φ(cL) for some a ∈ F . Indeed, φ(x, y) := tr(φ(x)φ(y)) is

nondegenerate and associative, and hence proportional to κ(x, y) by Schur’s lemma.

For L = L1⊕· · ·⊕Lt semi-simple, cL = c1+· · ·+ct, φ(cL) is not necessary proportional

to cϕ, but it commutes with cϕ. So if φ is irreducible, φ(cL) is scalar.

Proposition 13.7 (traces on weight spaces). Let V = V (λ) for some λ ∈ Λ+ with

representation φ : L→ gl(V ). Then for each µ ∈ Π(λ),

tr(φ(xα)φ(zα);Vµ) =
∞∑
i=0

mλ(µ+ iα) · (µ+ iα, α).

Proof. For α fixed, an irreducible Sα-module V (m) of highest weight m has a basis

{v0, . . . , vm}, where v0 ∈ Vm, vi = yi · v0/i!. Now we scale vi: let wi = ((α, α)/2)ii! · vi =

zi0 · v0. Then

tα · wi = (m− 2i)
(α, α)

2
· wi,

zα · wi = wi+1,

xα · wi = i(m− i− 1)
(α, α)

2
· wi−1.

Hence

tr(φ(xα)φ(zα);V (m)) =
∑
i

(i+ 1)(m− i)(α, α)
2

.

Let µ ∈ Π(λ) with µ + α /∈ Π(λ). We get the α-string through µ: µ −mα, . . . , µ,

where m = 〈µ, α〉. For i between 0 and bm/2c.

Consider the Sα-module W = Vµ−mα ⊕ · · · ⊕ Vµ. Write W =
⊕bm/2c

i=0 V (m − 2i)ni .

Let 0 ≤ k ≤ m/2, 0 ≤ i ≤ k. We see that

φ(xα)φ(zα)wk−i = (k − i+ 1)(m− 1− k)(α, α)
2
· wk−i.
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Using the relation
∑j

i=0 ni = mλ(µ− jα), we get

tr(φ(xα)φ(zα);Vµ−kα) =
k∑
i=0

ni(k − i+ 1)(m− i− k)(α, α)
2

=
k∑
i=0

mλ(µ− iα)(m− 2i)
(α, α)

2

=
k∑
i=0

mλ(µ− iα) · (µ− iα, α).

Reflection by σα, we get the case m/2 < k ≤ m:

tr(φ(xα)φ(zα);Vµ−kα) =
m−k−1∑
i=0

mλ(µ− iα) · (µ− iα, α)

=
k∑
i=0

mλ(µ− iα) · (µ− iα, α)

by (µ− iα, α) = −(µ− (m− i)α, α). This completes the proof. ■

Proposition 13.8 (Freudenthal’s formula). The number m(µ) := mλ(µ) is given recur-

sively by

(
(λ+ δ, λ+ δ)− (µ+ δ, µ+ δ)

)
·m(µ) = 2

∑
α�0

∞∑
i=1

m(µ+ iα) · (µ+ iα, α).

Proof. Since V is irreducible, tr(φ(cL);Vµ) = c ·m(µ), where c is independent of µ. By

the definition of cL,

tr(φ(cL);Vµ) =
ℓ∑
i=1

φ(hi)φ(k
i) +

∑
α∈Φ

∞∑
i=0

m(µ+ iα) · (µ+ iα, α)

= m(µ) · (µ, µ) +
∑
α∈Φ

∞∑
i=1

m(µ+ iα) · (µ+ iα, α),

where the i = 0 term is cancelled for α, −α.

Claim. For each α ∈ Φ and µ ∈ Λ,

∞∑
i=−∞

m(µ+ iα) · (µ+ iα, α) = 0.

Indeed, let µ − rα, . . . , µ + qα be the α-string through µ. Since q−r
2

= − (µ,α)
(α,α)

and
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m(µ− (r − j)α) = m(µ+ (q − j)α),
∞∑

i=−∞

m(µ+ iα) · (µ+ iα, α) =
∑
i< q−r

2

m(µ+ iα) · (µ+ iα, α)

+
∑
i> q−r

2

m(µ+ iα) · (µ+ iα, α)

= 0.

By the claim,

c ·m(µ) = (µ, µ)m(µ) +
∑
α�0

(µ, α) ·m(µ) + 2
∑
α�0

∞∑
i=1

m(µ+ iα) · (µ+ iα, α)

= (µ, µ+ 2δ) ·m(µ) + 2
∑
α�0

∞∑
i=1

m(µ+ iα) · (µ+ iα, α).

For µ = λ, we get c = (λ, λ+ 2δ). So the statement now follows from the identity

(λ+ 2δ, λ)− (µ+ 2δ, µ) = (λ+ δ, λ+ δ)− (µ+ δ, µ+ δ).

Also, wµ ≺ λ for all w ∈ W implies that (µ+ δ, µ+ δ) < (λ+ δ, λ+ δ). ■

14 Character theory, 10/26

Let λ ∈ Λ+ be a weight, and let V (λ) =
⊕

µ∈Π(λ) V (λ)
⊕mλ(µ)
µ be the corresponding

irreducible module. We define its formal character to be

chλ = chV (λ) =
∑

µ∈Π(λ)

mλ(µ)e(µ) ∈ Z[Λ],

where {e(µ)} is a free basis of the group ring.

For a finite dimensional module V ∈ RepL, we define chV similarly. Then chV⊕V ′ =

chV + chV ′ , and chV⊗V ′ = chV · chV ′ . Hence, there is a homomorphism ch : RepL→ Z[Λ].

Under the correspondence

Z[Λ] ←→ Z⊕Λ = {f : Λ→ Z | f has finite support },

e(µ) corresponds to eµ (or εµ), where

eµ(λ) =

1, if λ = µ,

0, if λ 6= µ.
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Definition 14.1. (a) The Kostant function p(λ) is the number of ways to write

λ =
∑

α≺0 kαα with kα ≥ 0.

(b) The Weyl function q =
∏

α�0(eα/2−e−α/2), where we view eα/2 = e(α/2), e−α/2 =

e(−α/2) ∈ Z[Λ/2], and

q =
∑
σ∈W

(−1)|σ|eσδ ∈ Z[Λ]

since δ = 1
2

∑
α�0 α ∈ Λ.

Theorem 14.2 (Kostant). For λ ∈ Λ+,

mλ(µ) =
∑
σ∈W

(−1)|σ|p(µ+ δ − σ(λ+ δ)).

Theorem 14.3 (Weyl character formula). For λ ∈ Λ+,

q · chλ =
∑
σ∈W

(−1)|σ|eσ(λ+δ).

Corollary 14.4. The degree of λ, i.e., dimV (λ), is equal to∏
α�0(λ+ δ, α)∏
α�0(δ, α)

.

Theorem 14.5 (Steinberg). For λ′, λ′′ ∈ Λ+, if we write V (λ′)⊗V (λ′′) =
⊕

λ∈Λ+ V (λ)⊕dλ ,

then

dλ =
∑
σ,τ∈W

(−1)|σ|+|τ |p(λ+ 2δ − σ(λ′ + δ)− τ(λ′′ + δ)).

Theorem 14.6 (Weyl). Let G be a compact Lie group. Then a two G-representations

(V, ρ), (V ′, ρ′) are isomorphic if and only if χρ

Harish-Chandra proved this result for semi-simple Lie algebras.

For a L-module V , let P (V ) = S(V ∗). For example, P (H) is spanned by pure powers

λk (exercise). For an element f , we define its symmetrization Sym f =
∑

σ∈W fσ, where

fσ(x) = σ · f(x) = f(σ−1x). Then P (V )W is spanned by Symλk’s.

Let G = IntL = 〈eadx | x nilpotent 〉 acts on P (V ) in the obvious way. We get

P (V )G, the G-invariant polynomial functions.
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Theorem 14.7 (Chevalley). The map

θ : P (L)G −→ P (H)W

is surjective, where θ(f) = f |H .

Definition 14.8. For λ ∈ H∨, the character χλ : Z = Z(U(L)) → F is defined by

mapping z ∈ Z to z · v+/v+. Note that z · v+ = a · v+ for some a since h · z · v+ =

z · h · v+ = z · λ(h)v+ and xα · z · v+ = z · xα · v+ = 0.

Proposition 14.9 (Linkage). For λ, µ ∈ H∨, we say µ is equivalent to λ, denoted by

µ ∼ λ, if λ+ δ = w(µ+ δ) for some w ∈ W . Then λ ∼ µ implies χλ = χµ.

Proof. We have, by PBW bases, that

Z(λ) = U(L)/I(λ),

where I(λ) = U(L)〈xα, hα − λ(hα) · 1〉.

If m := 〈λ, α〉 ≥ 0, ym+1
α is still a maximal vector, and is not 0 if λ(αj) < 0 for some

j. For

µ = σα(λ+ δ)− δ

= (λ− 〈λ, α〉α)− (δ − (δ − α))

= λ− (m+ 1)α,

Z(λ) contains image of Z(µ). This implies that χλ = χµ.

If m < 0, then

〈µ, α〉 = 〈λ, α〉 − 2(〈λ, α〉+ 1) = −〈λ, α〉 − 2.

m = −1 is equivalent to µ = λ, and m ≤ −2 implies that 〈µ, α〉 ≥ 0, which reduce to the

case m ≥ 0. ■

15 The proof of Harish-Chandra’s theorem and

Kostant/Weyl formulas, 10/31

Theorem 15.1 (Harish-Chandra). For λ, µ ∈ H∨. If χλ = χµ, then λ ∼ µ.
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Proof. Let ξ : U(L)→ U(H) via PBW bases. Let v+ be a maximal vector of V (λ). Then∏
α�0

yiαα
∏
i

hkii
∏
α�0

xjαα v
+ = 0

if there exists jα > 0, or maps to lower weight vector if there exists iα > 0. Hence, the

only bases contribute χλ(z) are from U(H), i.e., χλ(z) = λ(ξ(z)) for z ∈ Z. Here, we

extend λ ∈ H∨ to λ : U(H)→ F .

Consider the Lie algebra homomorphism

H U(H)

U(H).

i
η hi 7→hi−1

Let

Z U(L) U(H) U(H).

ψ

ξ η

Since δ = 1
2

∑
α�0 α =

∑
λi,

(λ+ δ)(hi − 1) = λ(hi) + 1− (λ+ δ) · 1 = λ(hi).

So

(λ+ δ)(ψ(z)) = λ(ξ(z))) = χλ(z).

If λ ∈ Λ, all W -conjugates of µ = λ+ δ are equal at ψ(z), so W fixes ψ(z) for each z ∈ Z.

Hence, there is a homomorphism ψ : Z → S(H)W . Thus, if λ ∼ µ, then χλ = χµ for all

λ, µ ∈ H∨.

Conversely, let χλ = χµ. Then λ+ δ = µ+ δ on ψ(Z) ⊆ S(H)W . If ψ(Z) = S(H)W ,

then

λ+ δ = w(µ+ δ)

for some w ∈ W and done!

Let G = IntL. Recall that S(L) ∼= U(L) only as G-module (not algebra). So we

have a diagram via the isomorphism H∨ ∼−→ H induced by the killing form:

U(L)G S(H)W

P (L)G P (H)W ,

where P (−) is the polynomial function functor.
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Lemma 15.2. The center Z = Z(U(L)) is equal to U(L)G.

Proof of Lemma. Let z ∈ Z. We see that eadxz = z and hence σ(z) = z for each σ ∈ G.

Conversely, let x ∈ U(L)G and let n = adxα with nt 6= 0, nt+1 = 0. Take distinct numbers

a1, . . . , at+1 ∈ F . Then

eain = 1 + ain+ · · ·+ ati
t!
nt ∈ G,

and

n = b1e
a1n + · · ·+ bt+1e

at+1n

for some bi’s. So

(adxα)(x) =
(

t+1∑
i=1

bi

)
x

and
∑
bi = 0 since n is nilpotent. Hence, [xα, x] = 0. Since α is arbitrary, x ∈ Z. □

■

To apply it, let X be the space of functions f : H∨ → F supported on region of the

form λ =
∑

α�0 Z≥0α.

Let θ(λ) = {µ ∈ H∨ | µ ≺ λ, µ ∼ λ}.

Main example. chZ(λ) ∈ X. We compute chλ = chV (λ) via chZ(µ)’s within X. By

Harish-Chandra’s theorem, an easy induction shows that Z(λ) has a composition series

with factor of the form V (µ), µ ∈ θ(λ). Reversing it! By triangular system, we write

chV (λ) =
∑
µ∈θ(λ)

c(µ) chZ(µ),

where c(µ) ∈ Z and c(λ) = 1. For λ ∈ Λ+, σ(chλ) = chλ for each σ ∈ W . We have

σ(q ∗ chλ) = σ(q) ∗ σ(chλ) = (−1)|σ|q ∗ chλ .

Also,

• chZ(λ)(µ) = P (µ− λ) = (P ∗ eλ)(µ);

• q ∗ p ∗ e−δ = eδ ∗
∏

α�0(e0 − e−α) ∗ p ∗ e−δ
=
∏

α�0(e0 − e−α)
∏

α�0(e0 + e−α + e−2α + · · · ) = e0.
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Hence, q ∗ chZ(λ) = eλ+δ, and thus

q ∗ chV (λ) =
∑
µ∈θ(λ)

c(µ)eµ+δ.

Since W acts on {µ + δ | µ ∈ θ(λ)} transitively, c(µ) = (−1)|σ|, where σ(µ + δ) = λ + δ.

So we get

q ∗ chλ =
∑
σ∈W

(−1)|σ|eσ(λ+δ).

Definition 15.3. (a) A Lie group G is a (C∞) manifold such that its group law

G×G G

(g, h) gh−1

is C∞.

(b) f : G→ H is a Lie group homomorphism if it is a group homomorphism and C∞.

(c) If f is an immersion, i.e., the tangent map dfa : TaG → Tf(a)H is injective, we call

G ↪→ H an (immersed) Lie subgroup.

If f(G) ⊆ H is closed, then Top(G) is diffeomorphic to Top(H)|f(G).

Main example. GL(n, F ) ⊆ Mn×n(F ) ∼= F n2 . Since y−1 = adj y/ det y, y−1 is a rational

function in yji ’s, which is C∞ outside det−1(0). Hence, GL(n, F ) is a Lie group (in fact

an algebraic group).

For the quaternion numbers H, we define

Mn×n(H) = {g : Hn → Hn (right) linear over H },

GL(n,H) = {g ∈ Mn×n(H) invertible }.

If we write H = C⊕ jC:

a+ bi+ cj + dk = (a+ bi) + j(c− di),

then we can view GL(n,H) as a subgroup of GL(2n,C): since

(u+ jv) · j = ju− v =

(
0 −I
I 0

)(
u

v

)
=: J

(
u

v

)
,

g ∈ Mn×n(H) if and only if

g ∈ GL(2n,C)H := {Y ∈ Mn×n(C) | Y J = JY } =
ß
Y =

(
A −B
B −A

)™
.
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Compact Lie groups.

O(n) = {g ∈ GL(n,R) | gTg = id} ⊇ SO(n) = {g ∈ O(n) | det g = 1},

U(n) = {g ∈ GL(n,C) | g∗g = id} ⊇ SU(n) = {g ∈ U(n) | det g = 1},

where g∗ = gT. Since O(n) and SO(n) are defined by polynomials, we can define O(n, F )

and SO(n, F ) over every field F .

The symplectic group is defined by

Sp(n) = {g ∈ Mn×n(H) | g∗g = id} ⊆ GL(n,H),

where a+ bi+ cj + dk = a − bi − cj − dk, i.e., g ∈ Sp(n) preserves the inner product

(z, w) =
∑
ziwi. Under the identification H = C⊕ jC, we have

Sp(n) = SU(2n) ∩M2n×2n(C)H = SU(2n) ∩ Sp2n,

where

Sp2n := {g ∈ GL(n,C) | gTJg = J}.

(Note that under the condition g∗g = 1, gJ = Jg if and only if gTJg = J .)

By definition, Sp(1) = SU(2) ∼= S3, where
(
a −b
b a

)
is mapped to (a, b) ∈ C2 ∼= R4.

In fact, there is a 2-1 cover from Sp(1) to SO(3). Moreover, since π1(SO(n)) = Z/2Z for

all n ≥ 3, there exists a simply connected double cover Spinn(R)→ SO(n) called the spin

group. When n = 3, Spin3(R) is just Sp(1).

Definition 15.4. The Clifford algebra on V = (Rn, (−,−)) is

Cln(R) = Cl(V ) := T (V )/〈x⊗ x+ (x, x)〉,

i.e., xy + yx = −2(x, y).

Examples. Cl0(R) ∼= R, Cl1(R) ∼= C, Cl2(R) ∼= H.

Let e1, . . . , en be a basis of V . Then Cl(V ) has basis {ei1 · · · eik | i1 < · · · < ik}. As

a vector space, Cl(V ) is isomorphic to
∧
V .

Definition 15.5. Clifford module structure on
∧
V : for x ∈ V , c(x) = ε(x) − ι(x) =

(x∧)− (x⌟). Here,

x⌟ (y1 ∧ · · · ∧ yk) =
k∑
i=1

(−1)i−1(x, yi)y1 ∧ · · · ∧ ŷi ∧ · · · yk.
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By checking on standard basis, we can show that c(x)2 = −(x, x).

Definition 15.6. We define the homomorphisms

Φ: Cl(V ) End(
∧
V )

x1 · · · xk c(x1) · · · c(xk)

and
Ψ: Cl(V )

∧
V

v v · 1.

Now, we construct Spinn(R):

Facts. Sp(n) for n ≥ 1 and SU(n) for n ≥ 2 are simply connected. π1(SO(2)) = Z,

π1(SO(n)) = Z/2Z for n ≥ 3. Indeed, for a Lie group G and its Lie subgroup H, we can

consider the homogeneous space (coset space) G/H. There is a fiber bundle

H G

G/H,

π

so hence an induced long exact sequence

· · · πk(H) πk(G) πk(G/H) πk−1(H) · · · .

For the case G = SO(n) and G/H = Sn−1, H ∼= Stab(x) ∼= SO(n − 1) for all x ∈ G/H.

Thus, the statement π1(SO(n)) = Z/2Z for n ≥ 4 is equivalent to π1(SO(3)) = Z/2Z.

To show that SO(3) ∼= S3/{±1}, we note that SO(3) = O(ImH)◦. So the adjoint

map

Ad : Sp(1) −→ SO(3),

where

Ad(g)(u) = gug−1 = gug,

is well-defined. For {i, j, k} is an orthogonal basis of ImH. By checking on this basis,

Ad(cos θ + v sin θ) is equal to the rotation R2θ in i-j plane. We see that Ad is surjective

and ker Ad = {±1}. Hence, Spin3(R) = SU(2) = Sp(1) = S3.

Definition 15.7. Write Cl(V ) = Cl(V )+ ⊕ Cl(V )− (under the identification
∧
V =

(
∧
V )+ ⊕ (

∧
V )−). There is a main involution α defined by

α(x1 · · · xk) = x1 · · · xk.
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It is easy to see that α is a homomorphism. The conjugation on Cl(V ) is defined to be

(x1 · · · xk)∗ = α(xk · · · x1).

The spin group and the pin group are now defined to be

Spin(V ) = {g ∈ Cl(V )+ | gg∗ = id, gV g∗ = V }

Pin(V ) = {g ∈ Cl(V ) | gg∗ = id, gV g∗ = V }.

These groups lie in Cl(V )×, and hence are Lie subgroups.

Theorem 15.8. There are exact sequences

1 {±1} Pinn(C) O(n) 1,

1 {±1} Spinn(C) SO(n) 1,

ρ

ρ

where ρ(g)(v) = α(g)vg∗. Moreover, Pinn(R) has 2 connected components and Pinn(R) =

Spinn(R)◦.

Proof. For Pinn(R),

|ρ(g)x|2 = −α(g)xg∗(α(g)xg∗)∗ = α(g)xg∗g∗∗x∗α(g)∗ = α(g)|x|2α(g)∗

• ρ surjects reflections: rx := ρ(x).

• ker ρ = {±1}: it suffices to show ker ρ ⊆ R. Let g ∈ ker ρ, so that α(g)x = xg for

all x ∈ V . Write g = e1a+ b, where b has no e1 in its products. Take x = e1, we get

−e1α(a)e1 + α(b)e1 = −a+ e1b.

Since −e1α(a)e1 = a, α(b)e1 = e1b, we get a = 0. By symmetry, there is no ei

component in g for each i. Hence, g ∈ R.

So

Pinn(R) = {x1 · · · xk | |xi| = 1, k ≤ 2n}

and

Spinn(R) = {x1 · · · xk | |xi| = 1, k even }.

Finally, Spinn(R) is connected (for n ≥ 2):

γ(t) = cos t+ e1e2 sin t = e1(−e1 cos t+ e2 sin t) ∈ Spinn(R)

connects ker ρ = {±1}. Also, Pinn(R) = x Spinn(R) t Spinn(R) for any x ∈ Sn−1. ■
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16 Integration, 11/7

Proposition 16.1. Let G be a connected Lie group. Then G =
⋃
n≥1 U

n, where U is

any neighborhood of the identity e ∈ G. In particular, G is second countable.

Proof. Let V = U ∩ U−1, which is open, H =
⋃
n≥1 V

n ⊆ G. For each g ∈ G, gH is also

open. Hence, G =
⊔
α∈G/H gαH. Since G is connected, G = eH = H. ■

Proposition 16.2. Let H be a discrete normal subgroup of a connected Lie group G.

Then H lies in the center of G.

Proof. For h ∈ H, consider the set Ch = {ghg−1 | g ∈ G} ⊆ H. Since G is connected, Ch
is connected. Since H is discrete, Ch = {h}, which implies h ∈ Z(G). ■

Theorem 16.3. Let G be a connected Lie group. The universal cover G̃ of G is a Lie

group, such that the canonical map π : G̃→ G is a group homomorphism. In particular,

K := ker π is a normal discrete subgroup of G, hence abelian.

Proof. We only need to define the Lie group structure on G̃. Fix ẽ ∈ π−1(e). Consider

M G̃× G̃ G

(g̃, h̃) π(g̃)π(h̃)−1.

s

There exists a unique map s̃ : M → G̃ such that π ◦ s̃ = s. This s̃ defines the group

structure on G̃ (and that π is a group homomorphism). ■

Example. Let G be a Lie group. Then πk(G) is abelian for each k ≥ 1, π0(G) ∼= G/G◦,

where G◦ is the connected component of G. The composition law in πk is equal to the

group law in G.

Indeed, let φ1, φ2 : (I
k, ∂Ik)→ (G, e) be 2 continuous maps. Then

φ1 ∗ φ2 ∼ (φ1 ∗ φ0) ∗ (φ0 ∗ φ2) = φ1 · φ2,

where the · is the group law in G.
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To show that πk is abelian for k ≥ 2, simply note that

φ1 φ2 ∼
φ1

id φ2

id
∼

φ1id

φ2 id
∼ φ1φ2

.

Fact. The tangent bundle TG is trivial, i.e., TG ∼=C∞ G × TeG, for example, via left

invariant vector fields. For v ∈ TeG, let ṽ(g) = `g∗v, where `g is the left translation, while

rg is the right translation. ṽ is a left invariant vector fields by its value at TeG. Using this

construction, we can also define left invariant metric 〈−,−〉, left invariant volume form,

denoted by ωg = dg, unique up to scalar. If G is compact, we can choose a unique dg

such that ∫
G

dg = 1.

Theorem 16.4. If G is compact, then dg is also right invariant and inversion invariant.

Proof. Since dg is left invariant,

`∗g(r
∗
hdg) = r∗h`

∗
gdg = r∗hdg

is also left invariant, and hence there exists c(h) ∈ R× such that r∗hdg = c(h)−1 dg. Then

c : G→ R× is a homomorphism. Since G is compact, Im c ⊆ {±1}. Note that c(h) = −1

if and only if rh is orientation reversing.

Now, ∫
G

f(gh) dg =

∫
G

f(gh) d(gh) · c(h) =
∫
G

f(g) dg. ■

Theorem 16.5 (Fubini). Let G be a compact Lie group, H ⊆ G a closed subgroup.

If `∗h = id on
∧top(G/H)e, then G/H has a unique left invariant volume form ωG/H =

d(gH) = dg such that ∫
G/H

F dg =

∫
G

(F ◦ π) dg,

where π : G→ G/H is the quotient map. Moreover,∫
G

f(g) dg =

∫
G/H

∫
H

f(gh) dh d(gH).
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17 Representation of Lie groups, 11/9

A group representation (π, V ) of G is a (continuous) homomorphism π : G → GL(V ),

where G is a Lie group and V is a finite dimensional vector space over C. For two

representations (π, V ), (π′, V ′), the set of morphisms between them are

HomG(V, V
′) = {T : V → V ′ | T ◦ π(g) = π′(g) ◦ T, ∀g ∈ G}.

Examples.

1) Standard representation: If G is a subgroup of GL(n, F ), F = R, C, then the

inclusion G ↪→ GL(n, F ) is a representation, where V = Cn. Also, G acts on

functions on V by (g · f)(v) = f(g−1v).

2) Let Vm(Rn) = R[x1, . . . , xn]m, the space of homogeneous degree m polynomials. We

see that dimVm(Rn) =
(
n+m−1

m

)
. Let G = O(n) ⊆ GL(n,R). Then elements in G

commutes with the Laplacian 4 =
∑
∂2i , i.e.,

4(g · f) = g(4f).

Hence, G acts on the harmonic polynomials Hm(Rn) = {f ∈ Vm(Rn) | 4f = 0}.

3) Consider the action of G = SU(2) on Vn(C2) = C[z1, z2]2. This is an irreducible

representation. In fact,

g · f =

(
a −b
b a

)
· zk1zn−k2 = zk1z

n−k
2 ◦

(
a b

−b a

)
= (az1 + bz2)

k(−bz1 + az2)
n−k

and it is easy to see that every nonzero element in Vn(C2) generates Vn(C2) under

G.

Alternatively, consider V ′
n = Hol0(C)≤n = {a0+a1z+ · · · anzn}, which is isomorphic

to Vn(C2) as an vector space via Möbius transformation. Hence, the action of G on

V ′
n is

(g · f)(z) = (−bz + a)nf

(
az + b

−bz + a

)
.

Since holomorphic functions on C corresponds to harmonic functions on R2, we

know that Hm(R2) = 2.
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4) Consider the 2-1 cover G = Spinn(R) → SO(n). A genuine representation is a

representation not from SO(n). Let V = (Rn, (−,−)) ⊗ C, where (z, w) =
∑
ziwi.

Let m = bn
2
c. We can write V = W ⊕W ′ if n = 2m and V = W ⊕W ′ ⊕ Cen if

n = 2m+ 1, where

W = {(z1, . . . , zm, iz1, . . . , izm)}, W ′ = {(z1, . . . , zm,−iz1, . . . ,−izm)}.

Theorem 17.1. Let S =
∧•(W ) be the spinor. Then

Cl(V ) ∼=

EndS, if n = 2m,

EndS ⊕ EndS, if n = 2m+ 1

as an algebra. Since Spin(R) is a subset of Cl(V ), we get a faithful representation of

Spinn(R).

Proof. For n even, define ϕ : V → EndS by ϕ(z) = αε(w) − βι(w′), where z = w = w′

with w ∈ W , w′ ∈ W ′ and α, β are two numbers such that αβ = 2. We see that

ϕ(z)2 = −2(ε(w)ι(w′) + ι(w′)ε(w)) = −2(w,w′) = −(z, z),

and hence ϕ defines a map Cl(V ) → EndS. Note that dim Cl(V ) = dim EndS. Hence,

to show that it is an isomorphism, it suffices to show that it is surjective.

Take a basis {wi} of W and a basis {w′
i} of W ′ such that (wi, w

′
j) = δij. Note that

wi1 · · ·wikw′
i1
· · ·w′

ik
maps

∧pW to 0 if p < k, onto wi1∧· · ·∧wik if p = k, and an induction

shows that it is surjective it p > k.

For n odd, write z = w + w′ + ζen and define

ϕ±(z) = αε(w)− βι(w′)± (−1)piζ

on
∧pW . Again, these defines maps ϕ± : Cl(V )→ End(S) and these maps are surjective.

■

Theorem 17.2. As an algebra,

Cl(V ) ∼=

EndS+ ⊕ EndS−, if n = 2m,

EndS, if n = 2m+ 1.
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Proof. For n even, ϕ preserves S± on Cl+(V ). So ϕ : Cl+(V ) ↪→ EndS+⊕EndS−. Since

they have same dimensions, ϕ is an isomorphism.

For n odd, the definition of ϕ± mixes degree. So ϕ± does not preserve S±. But take

one piece ϕ+ and dimension count, we still get an isomorphism. ■

Example. For n = 3, m = 1, Spin3(R) = SU(2) = S3. S =
∧
W = C2 and there is a

map Spin3(R)→ EndS =M2×2(C).

Since −1 ∈ Spinn(R) ⊆ Cl+(V ) maps to 1 ∈ SO(n), and −1 is nontrivial on S, S is

a genuine module.

18 Representation of Lie groups II, 11/21

Let G acts on finite dimensional C-vector spaces V , W . There is a natural action on

V ⊗C W by Leibniz rule:

g · (v ⊗ w) = gv ⊗ w + v ⊗ gw.

Let ρ : G → GL(V ) be the representation, B = {v1, . . . , vn} a basis of V . Write

Mg = [ρ(g)]BB. Then (Mg)
j
i = vj(gvi), where B∨ = {vi} ⊆ V ∨ is the dual basis of B.

Hence,

((M∨
g )

T)ji = vi(gv
j) = vj(g−1vi) = (Mg−1)ji = (M−1

g )ji ,

i.e., M∨
g = (M−1

g )T.

For V , the same abelian group as V but with different G-module structure: z � v =

z · v, where �, · denote the multiplications on V , V , respectively. Then there is a

representation ρ : G→ V .

For G compact, there exists a G-invariant inner product (−,−) on V by taking

(v, w) =

∫
G

〈gv, gw〉 dg,

where 〈−,−〉 is any inner product on V . We may choose vi to be an orthonormal (unitary)

basis. Then ρ maps G into U(n) ⊆ GL(n) ∼= GL(V ). Hence, ρ(g)−1 = ρ(g)
T and as

G-modules, V ∨ ∼= V . Also, we get Weyl’s completely reducibility theorem: for a G-

submodule W ⊆ V , we see that W⊥ ⊆ V is also a G-module. We say that a G-module V

is irreducible if every G-submodule of V is either {0} or V .
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Theorem 18.1 (Schur’s Lemma). Let V , W be irreducible finite dimensionalG-modules.

Then

HomG(V,W ) =

C, if V ∼= W,

0, else.

Proof. For a nonzero G-homomorphism T ∈ HomG(V,W ), kerT = 0 and ImT = W . So

V ∼= W as G-modules. Fix a G-isomorphism T0 : V → W . For any T : V → W , since

det(TT−1
0 − λI) 6= 0, we get TT−1

0 = λI for some λ. ■

Corollary 18.2. Let G be a compact Lie group. Then a finite dimensional G-module V

is irreducible if and only if HomG(V, V ) ∼= C. In this case, the G-invariant inner product

(−,−) is unique up to scalar.

Proof. If V is not irreducible, say V = V1 ⊕ V2 with V1, V2 6= 0, then

dim HomG(V, V ) ≥ dim HomG(V1, V1) + dim HomG(V2, V2) ≥ 2.

Given two G-invariant inner products (−,−)1, (−,−)2. These give us two isomor-

phisms

Ti ∈ Hom(V , V ∨) ∼= C

by sending v ∈ V to (−, v)i, i = 1, 2. Then T1 = cT2 for some c 6= 0. ■

Corollary 18.3. Let V1, V2 be irreducible G-submodules of (V, (−,−)), where (−,−)

is a G-invariant inner product. If V1 and V2 are non-isomorphic, then V1 ⊥ V2.

Proof. If not, then W = {v ∈ V1 | v1 ⊥ v2} is a proper submodule of V1, which is 0 by

the irreducibility of V1. Hence, (−,−) : V1⊗V2 → C is a nondegenerate pairing, and thus

V 1
∼= V ∨

2
∼= V 2. ■

Let Ĝ be the set of equivalence elements of irreducible (unitary) representation

(π,Eπ)’s. For a finite dimensional G-module V , let V[π] be the π-isotropic component,

i.e., the largest subspace of V which is isomorphic to Emπ
π for some mπ ≥ 0.

Theorem 18.4. There is an isomorphism ιπ : HomG(Eπ, V ) ⊗ Eπ → V[π] by sending
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T ⊗ v to Tv. Hence

⊕
π∈“G HomG(Eπ, V )⊗ Eπ

∼−−→
⊕
π∈“G V[π] = V,

called the canonical decomposition of V .

Proof. Let T ∈ HomG(Eπ, V ) be a nonzero element. Then kerT = 0 and therefore

Eπ ∼= T (Eπ). By the definition of V[π], T (Eπ) ⊆ V[π]. Since ιπ is a G-morphism, onto, so

we only have to check that it is injective.

Since

dim HomG(Eπ, V ) = dim HomG(Eπ, V[π]) = mπ

by Schur’s lemma, dim LHS = mπ · dimEπ = dimV[π].

Finally, V =
∑

[π]∈“G V[π] =⊕[π]∈“G V[π]. ■

Examples.

(1) The action of SU(2) on Vn(C2) is irreducible.

(2) The action of SO(n) on Hm(Rn) is irreducible for n ≥ 3. For n = 2, only O(2)

irreducible.

Fact 1. Under the algebra isomorphism

V (Rn) D(Rn)

xi ∂xi ,

where D(Rn) is the space of differential operator with constant coefficient, define

(p, q) = ∂qp, which is a hermitian inner product on Vm(Rn). There is an orthonormal

basis xk11 · · · xknn with
∑
ki = m. Also,

Hm(Rn) =
(
|x|2Vm−2(Rn)

)⊥
.

Indeed,

(p, |x|2q) = ∂|x|2qp = ∂q4p = (4p, q).

As a consequence,

Vm(Rn) = Hm(Rn)⊕⊥ |x|2Vm−2(Rn) = Hm(Rn)⊕Hm−2(Rn)⊕ · · ·
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as O(n)-modules.

Fact 2. Under O(n− 1) ↪→ O(n), g 7→
(
1 0
0 g

)
,

Hm(Rn)|O(n−1) = Hm(Rn−1)⊕Hm−1(Rn−1)⊕Hm−2(Rn−1)⊕ · · · .

Write Vm(Rn) 3 p =
∑
xk1pk, where pk ∈ Vm−k(Rn−1). Then Vm(Rn) ∼=

⊕
Vm−k(Rn−1)

as O(n− 1)-modules. So

Vm(Rn)|O(n−1)
∼= H (Rn)|O(n−1) ⊕ Vm−2(Rn)|O(n−1)

∼= H (Rn)|O(n−1) ⊕
⊕

Vm−2−k(Rn−1).

On the other hand,

Vm(Rn)|O(n−1)
∼=
⊕

Vm−k(Rn−1)⊕
⊕

Vm−2−k(Rn−1).

So it suffices to show the “cancellation”: if G is a compact Lie group and V ⊕ U ∼=

W ⊕ U , then V ∼= W . This is true by the canonical decomposition.

Now, we show that Hm(Rn) is an irreducible SO(n)-module. If f ∈ Hm(Rn) is

SO(n)-invariant, then f = c|x|m and 4f = 0. which implies that m = 0 or

c = 0. It follows from Fact 2 that Hm(Rn)|SO(n−1) has a unique SO(n− 1)-invariant

function, up to scalar.

Claim. For an SO(n)-invariant finite dimensional subspace V of C0(Sn−1), there

exists a (nonzero) SO(n− 1)-invariant function f ∈ V .

Indeed, there exists f ∈ V such that f(1, 0, . . . , 0) 6= 0 (otherwise V = 0). Let

f̃(s) =

∫
SO(n−1)

f(gs) dg,

{fi} a basis of V . Since gf =
∑
ci(g)fi for some functions ci : G → C, f̃ =∑(∫

SO(n−1)
ci(g) dg

)
fi ∈ V . So f̃ is the desired function since f̃(1, 0, . . . , 0) 6= 0.

Now, if Hm(Rn) = V1⊕V2 with Vi being SO(n)-invariant, Vi|Sn−1 contains a nonzero

SO(n− 1)-invariant function fi, i = 1, 2, which contradicts the uniqueness of such

functions (up to scalar).

(3) For n even, the action of Spinn(R) on S± is irreducible. For n odd, the action of

Spinn(R) on S is irreducible.
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19 Character theory, 11/23

Let G be a compact Lie group. Then there is a G-invariant metric on G and hence a

G-invariant volume form (Haar measure) dg. We normalize the form so that

|G| =
∫
G

dg = 1.

Let ρ : G → GL(V ), ρ′ : G → GL(V ′) be representations, where V , V ′ are finite

dimensional C-vector spaces. Consider ρ′′ : G → GL(Hom(V, V ′)), ρ′′(g)(e) = ρ′(g) ◦ e ◦

ρ(g−1).

Lemma 19.1 (Symmetrization). For a homomorphism e : V → V ′, the element η(e) =∫
G
ρ′′(g)(e) dg lies in HomG(V, V

′).

Proof. By defintion

ρ′(h)η(e) =

∫
G

ρ′(hg)eρ(g−1) dg =

∫
G

ρ′(g)eρ(h−1g)−1 d(h−1g)

=

∫
G

ρ′(g)eρ(g)−1 dg ρ(h) = η(e)ρ(h). ■

Corollary 19.2. If ρ, ρ′ are irreducible, then

(i) ρ 6∼= ρ′ implies η(e) = 0 for all e ∈ Hom(V, V ′);

(ii) ρ ∼= ρ′ implies η(e) ∼= cIV under an identification V ∼= V ′.

Theorem 19.3 (Schur’s orthogonality relations). Let (ρ, V ), (ρ′, V ′) be irreducible rep-

resentations. Write ρ(g) = (T ij (g)), ρ′(g) = (T ′k
ℓ (g)) in some basis B ⊂ V , B′ ⊂ V ′.

Then ∫
G

T ij (g)T
′k
ℓ (g

−1) dg =

0, if ρ 6∼= ρ′,

|G|
dimV

δiℓδ
k
j , if ρ = ρ′, B = B′.

Proof. Let e = ekj be the elementary matrix. Then the integral∫
G

T ij (g)T
′k
ℓ (g

−1) dg =

∫
G

ρ′(g−1)ekjρ(g) dg = (η(ekj ))
i
ℓ.

When ρ 6∼= ρ′, this is 0. For the case ρ = ρ′, (η(ekj ))iℓ = ckj · δiℓ for some ckj . So

ckj =
1

dimV

∫
G

∑
i=ℓ

(T ij (g)T
k
ℓ (g)

−1) dg =
1

dimV

∫
G

T ij (g)T
k
i (g)

−1 dg = |G| · δkj . ■
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Now we set χρ = χV := tr ◦ρ : G → C, called the character of (ρ, V ). Then χρ ∈

C∞(G) and χρ(e) = dimV .

Let C be the trivial representation, i.e., G→ {id} ⊂ GL(C). Then χC ≡ 1.

χ defines a map from RepG to C∞(G). We see that χV⊕V ′ = χV +χV ′ and χV⊗V ′ =

χV · χV ′ . Since χV (hgh−1) = χV (g), χV is a class function. Also,

χV ∨(g) = χV (g) = χV (g) = χV (g
−1)

by taking a unitary basis.

Theorem 19.4. Let V , W be finite dimensional G-representations over C.

(1) 〈χV , χW 〉 :=
∫
G
χV (g)χW (g) dg = dim HomG(V,W ).

(2) V ∼= W if and only if χV = χW .

Proof. Choose a unitary bases of V , W , etc.. If V , W are irreducible, we get T ′
(g) =

T ′T(g−1). So

〈χV , χW 〉 =

0, if V 6∼= W,

1
dimV

δiℓδ
k
j δ

j
i δ
ℓ
k = 1, if V ∼= W.

In general, write V =
⊕

Emπ
π , W =

⊕
E
m′

π
π . Then χV =

∑
mπχπ, χW =

∑
m′
πχπ. So

〈χV , χW 〉 = Hom(V,W ).

Since {mπ} (resp. {m′
π}) determines the isomorphic type of V (resp. W ) and

mπ = 〈χπ, χV 〉, m′
π = 〈χπ, χW 〉,

we get (2). ■

Corollary 19.5. Let V G be the G-invariant vectors in V . Then∫
G

χV (g) dg = 〈χV , χC〉 = dimV G

since V G = HomG(C, V ). Also, V is irreducible if and only if ‖χV ‖ = 1.

Theorem 19.6. For compact Lie groups G1, G2, a finite dimensional representation

W of G1 × G2 is irreducible if and only if W ∼= V1 ⊗ V2, where Vi is a irreducible Gi-

representation, i = 1, 2.
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Proof. Let Vi be a irreducible Gi-representation, i = 1, 2. The invariant measure on

G1 ×G2 is given by dg1 ∧ dg2. So

χV1⊗V2(g1g2) = χV1(g1) · χV2(g2)

implies that ‖χV1⊗V2‖ = ‖χV1‖ · ‖χV2‖ = 1.

Conversely, let W be an irreducible G1 ×G2-representation. Write

W =
⊕

[π]∈“G2

HomG2(Eπ,W )⊗ Eπ

as G2-modules. The equation above is in fact a G1 ×G2-morphism, since HomG2(Eπ,W )

has a natural G1 action. Since W is irreducible, W = HomG2(Eπ,W )⊗Eπ for some π. ■

Be more concern with your character than your representation!

20 Peter-Weyl theorem, 11/28

Let G be a compact Lie group. Then C(G) is a Banach space with respect to

‖f‖C(G) = sup
g∈G
|f(g)|;

L2(G) is a Hilbert space with respect to

〈f1, f2〉 =
∫
G

f1f 2 dg, ‖f‖L2(G) =

(∫
G

|f |2 dg
)1/2

.

Since G is compact, C(G) is dense in L2(G). There are two natural action of G on C(G),

L2(G):
` : G× C(G) C(G)

(g, f) `gf = [h 7→ f(g−1h)],

r : G× C(G) C(G)

(g, f) rgf = [h 7→ f(hg)].

The action of G on C(G) is continuous: for each h ∈ G, since f1 is uniformly continuous,

|`g1f1(h)− `g2f2(h)| = |f1(g−1
1 h)− f2(g−1

2 h)|

≤ |f1(g−1
1 h)− f1(g−1

2 h)|+ |f1(g−1
2 h)− f2(g−1

2 h)| → 0
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as (g1, f1) tends to (g2, f2). The action of G on L2(G) is also continuous:

‖`g1f1 − `g2f2‖L2(G) = ‖f1 − `g−1
1 g2

f2‖L2(G)

≤ ‖f1 − f2‖L2(G) + ‖f2 − `g−1
1 g2

f2‖L2(G) + ‖`g1f2 − `g2f2‖L2(G)

≤ ‖`g1f2 − `g1f‖L2(G) + ‖`g1f − `g2f‖L2(G) + ‖`g2f − `g2f2‖L2(G)

≤ ‖f2 − f‖L2(G) + ‖`g1f − `g2f‖L2(G) + ‖f2 − f‖L2(G)

≤ ‖`g1f − `g2f‖,

where f ∈ C(G) is an element such that f → f2 in L2-norm.

Definition 20.1. Let {Vα}α∈A be a family of Hilbert spaces with inner product 〈−,−〉α
on Vα. We define ⊕̂

α∈A

Vα =

{
(vα)

∣∣∣∣∣ vα ∈ Vα, ∑
α∈A

‖vα‖2α <∞

}
and

〈(vα), (v′α)〉 =
∑
α

〈vα, v′α〉α.

Then
⊕

α Vα is dense in
⊕̂

α Vα and Vα ⊥ Vβ for all α 6= β.

Let T be a bounded self-adjoint on operator on V . The spectral projection of T is

the family {PΩ = χΩ(T )} where χΩ is the indicator function of the Borel measurable set

Ω such that

(1) PΩ is an orthogonal projection;

(2) P∅ = 0, P(−a,a) = id for some a > 0;

(3) If Ω =
⊔∞
i=1 Ωi, then limN→∞

∑N
i=1 PΩi

= PΩ.

(The spectrum of T is the set

{λ ∈ C | λI − T is not invertible },

and Pλ = χλ(T ).)

For each v ∈ V , λ 7→ 〈v, Pλv〉 is a measure. Since T is self-adjoint,

〈v, Tv〉 =
∫
R
λ d(〈v,Pλv〉).
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Fact. There is a one-to-one correspondence

{ projection valued measures } { bounded self-adjoint operators }

{PΩ} 〈v, Tw〉 =
∫
R λ d(〈v, Pλw〉).

Lemma 20.2 (Schur’s lemma for Hilbert spaces). If V is irreducible, then HomG(V, V ) =

C · id.

Proof. For a G-operator T , write

T =
T + T ∗

2
− iT − T

∗

2i
.

Since T is a G-operator, then T ∗ is also a G-operator. So we may assume that T is

self-adjoint. For each g ∈ G, g ◦ T = T ◦ g implies that g ◦ PΩ = PΩ ◦ g, so ker g and Im g

are G-submodules. Hence, PΩ = id or 0.

Now, P(−a,a) = id for some a > 0. So there exists λ such that Pλ = id. Hence,

T = λ · id. ■

Theorem 20.3. Let V be a Hilbert space and ρ : G→ GL(V ) an irreducible represen-

tation. Then there exists finite dimensional irreducible G-submodules Vα ⊆ V such that

V =
⊕̂

α Vα.

This shows that every irreducible unitary representation of G are all finite dimen-

sional, and the set of G-finite vectors (i.e., v ∈ V such that dim〈Gv〉 < ∞) is dense in

V .

Fact. Let (ρ, V ) be a unitary representation of G on V . Then there exists a nonzero

G-subspace of V with dimW <∞.

Proof. Let T0 be a nonzero finite rank projection (self-adjoint, positive, compact) in

Hom(V, V ),

T =

∫
G

ρ(g) ◦ T0 ◦ ρ(g)−1 dg.

Then T is G-invariant. Since T0 is positive,

〈Tv, v〉 =
∫
G

(T ◦ ρ(g)−1(v), ρ(g)−1v) dg
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shows that T is positive. Since T0 is self-adjoint, T is self-adjoint. If T is compact,

self-adjoint, then there exists λ ∈ C such that dim ker(T − λI) < ∞ and we know that

ker(T − λI) is a G-submodule. ■

Now, consider

S = {{Vα | α ∈ A, dimVα <∞, Vα ⊥ Vβ for α 6= β}} .

By Zorn’s lemma, there exists a maximal element {Vα | α ∈ A} in S.

Claim.
⊕̂

α∈A Vα = V .

If not, the orthogonal complement of
⊕̂

α∈A Vα is closed and G-invariant. So it

contains a finite dimensional subspace Vγ, a contradiction.

Consider the π-isotypic component V[π] of V . HomG(Eπ, V ) forms a Hilbert space:

〈T1, T2〉Hom id = T ∗
2 ◦ T1. For x1, x2 ∈ Eπ,

〈T1x, T2x2〉V = 〈T ∗
2 T1x1, x2〉Eπ = 〈〈T1, T2〉Homx1, x2〉 = 〈T1, T2〉Hom〈x1, x2〉Eπ .

Definition 20.4. For V1, V2, we define V1 “⊗ V2 to be the completion of V1 ⊗ V2 with

respect to

〈v1 ⊗ v2, v′1 ⊗ v′2〉 = 〈v1, v′1〉〈v2, v′2〉.

Hence,

V =
⊕̂
[π]∈“GV[π] = ⊕̂

[π]∈“GHomG(Eπ, V )“⊗ Eπ.
21 Peter-Weyl theorem II, 11/30

Theorem 21.1. As G×G-modules,

L2(G) ∼=
⊕̂
[π]∈“GE∨

π ⊗ Eπ.

Proof. Recall that

L2(G) =
⊕̂
[π]∈“GL2(G)[π] =

⊕̂
[π]∈“GHomG(Eπ, L

2(G))“⊗ Eπ.
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Consider C(G)G-fin ⊆ C(G) ⊆ L2(G), where C(G)G-fin contains the elements that has

finite dimensional G-orbit.

Lemma 21.2. We have

(1) HomG(Eπ, C(G)G-fin) ∼= E∨
π , and

(2) C(G)G-fin ∼=
⊕

[π]∈“GE∨
π ⊗ Eπ.

Proof of Lemma. We see that C(G)G-fin is equal to MC(G), the set of functions of the

form

fVu,v : g 7→ 〈gu, v〉,

where V is a finite dimensional unitary representation of G. Indeed, via the left action

` : G→ GL(C(G)),

(`gf
V
u,v)(h) = fVu,v(g

−1h) = 〈g−1hu, v〉 = 〈hu, gv〉 = fVu,gv(h).

So

〈`gfVu,v | g ∈ G〉 ⊆ 〈fVu,v′ | v′ ∈ V 〉 ∈ Ob(Vectfin),

and hence fVu,v ∈ C(G)G-fin. Conversely, if f ∈ C(G)G-fin, say dimV < ∞ and f ∈ V .

Consider V = {f | f ∈ V } with action g · f = g · f . Then V is a G-submodule of C(G)

and V has an induced norm from L2(G). Now, for each f ∈ V , f(e) ∈ C, so there is exist

an f 0 ∈ V such that f(e) = 〈f, f 0〉 for all f ∈ V . Hence,

f(g) = `g−1f(e) = 〈`g−1f, f 0〉 = 〈f, `gf 0〉

implies that

fV
f0,f

(g) = 〈gf 0, f〉 = f(g) = f(g),

i.e., f ∈ MC(G).

From the proof above, we also see that C(G)G-fin with respect to ` is equal to C(G)G-fin

with respect to r. Indeed, for f ∈ C(G)G-fin with respect to r, there exists V ∈ C(G)

with dimV < ∞ and f ∈ V . Similarly, there exists f0 ∈ V such that f(e) = (f, f0) for

all f ∈ V . So f(g) = rgf(e) = 〈rgf, f0〉 implies that f = fVf,f0 ∈ MC(G).

Now,

C(G)G-fin =
⊕
π∈“G HomG(Eπ, C(G)G-fin)⊗ Eπ
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as left G-modules. In fact, C(G)G-fin is a G×G-module by

((g1, g2)f)(h) = (rg1`g2f)(h) = f(g−1
2 hg1).

The second G-action on HomG(Eπ, C(G)G-fin) ⊗ Eπ is trivial on the second component

and is defined by

(gT )(x) = rg(T (x))

on the first component (`g′(Tg)(x) = `g′rgT (x) = rgT (`g′x) = (Tg)(`g′x)).

Recall that E∨
π is a (left) G-module: for λ ∈ E∨

π , (λg)(x) = λ(g−1x).

Consider

HomG(Eπ, C(G)G-fin) E∗
π

T λT : x 7→ (Tx)(e)

Tλ : x 7→ [h 7→ λ(h−1x)] λ

φ

ψ

We see that ϕ is a G-morphism:

(λTg)(x) = λT (g
−1x) = T (g−1x)(e) = (`g−1(Tx))(e)

= (Tx)(g) = ((Tx)g)(e) = ((Tg)(x))(e) = λTg(x).

Tλ ∈ LHS:

`g(Tλ(x))(h) = Tλ(x)(g
−1h) = λ(h−1gx) = (Tλ(gx))(h),

so `g(Tλ(x)) = Tλ(gx). Similarly, ψ is a G-morphism.

It is easy to check that ϕ ◦ ψ = id and ψ ◦ ϕ = id: λTλ(x) = (Tλ(x))(e) = λ(x),

(TλT (x))(h) = λT (h
−1x) = (T (h−1x))(e) = (`h−1(T (x)))(e) = T (x)(h).

This proves (1). For (2), consider⊕
[π]∈“GE∨

π ⊗ Eπ C(G)G-fin

λ⊗ v fλ⊗v : g 7→ λ(g−1v).

This is a G×G-morphism.

First, we check that ϕ is surjective. Since MC(G) = C(G)G-fin is generated by

fEπ
vπi ,v

π
j
, where {vπi } is a basis of Eπ, it suffices to show that fEπ

vπi ,v
π
j

lies in the image. Pick

λ = 〈−, u〉 ∈ E∨
π . Then

fλ⊗v(g) = λ(g−1v) = 〈g−1v, u〉 = 〈v, gu〉 = fEπ
u,v (g),
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as desired.

Suppose that ϕ is not injective, say 0 6=
∑
λi ⊗ vi ∈ kerϕ. We may assume that∑

λi ⊗ vi ∈
∑N

j=1E
∨
πj
⊗ Eπj for some πj ∈ Ĝ. Then 〈

∑
λji ⊗ vji〉G×G ⊆ E∨

πj
⊗ Eπj . But

for 0 6= λ⊗ v ∈ E∨
πi
⊗ Eπi , there exists h such that fλ⊗v(h) 6= 0, a contradiction. □

We claim that C(G)G-fin is dense in C(G) and thus in L2(G). By Stone-Weierstrass

theorem, we only need to show that C(G)G-fin separates points, i.e., for each g0 ∈ G, there

exists f ∈ C(G)G-fin such that f(g0) 6= f(e).

Choose e ∈ U ⊆ G such that U ∩ g0U = ∅. Let χU be the characteristic function of

U . Then `g0χU = χg0U implies that 〈`g0χU , χU〉 = 0. Since 〈χU , χU〉 > 0, `g0 6= idL2(G).

Also, L2(G) =
⊕̂
Vα implies that there exists Vα0 and x ∈ Vα0 such that `g0x 6= x. So

there exists y ∈ Vα0 such that 〈`g0x, y〉 6= 〈x, y〉. Pick f = f
Vα0
x,y . We get f(g0) 6= f(e), as

desired.

Let

ι :
⊕̂
[π]∈“GHomG(Eπ, L

2(G))“⊗ Eπ ∼−−→ L2(G).

We need to show that the inclusion κ : E∨
π → HomG(Eπ, L

2(G)) is an isomorphism.

If not, Imκ ⫋ HomG(Eπ, L
2(G)). Since ι is an isomorphism and dimE∨

π <∞, so the

inclusion

ι(κ(E∨
π )⊗ Eπ) ⫋ ι(HomG(Eπ, L

2(G))⊗ Eπ

is closed. Pick f 6= 0 lies in the orthogonal complement of the LHS in the RHS. Then

f ∈

(⊕
[π′]∈“G ι(κ(E∨

π′)⊗ Eπ′)

)⊥

= (C(G)G-fin)
⊥ ,

a contradiction. ■

22 Applications of Peter-Weyl theorem, 12/5

Let G be a compact Lie group. Then there is a decomposition (21.1)

L2(G) =
⊕̂
[π]∈“GE∨

π ⊗ Eπ =
⊕̂
[π]∈“GEndEπ.
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For f ∈ L2(G), what is the corresponding element in EndEπ? For G = S1, this is Fourier

series (note that Ŝ1 ∼= Z). What is the algebra structure in the RHS corresponds to the

algebra structure (via convolution) in the LHS?

1. Let fEπ
ij be the matrix coefficient of Eπ. Then¶√

dimEπf
Eπ
ij

∣∣∣ [π] ∈ Ĝ©
is an orthonormal basis of L2(G).

2. There exists a finite dimensional faithful representation ρ : G ↪→ GL(V ), and hence

G is isomorphic to a subgroup of U(N) (N = dimV ).

If dimG > 0, take e 6= g1 ∈ G◦. Then there exists a representation (ρ1, V1) such

that π1(g1) 6= IV (by P-W). Then G1 := ker π1 is a closed subgroup of G (and hence

a compact submanifold) that contains g1. Since G1 cannot contain a neighborhood

of e, dimG1 < dimG. If dimG1 > 0, then continue this process to get (ρi, Vi)
N
i=1.

Then dim ker(ρ1 ⊕ · · · ⊕ ρN) = 0, so ker(ρ1 ⊕ · · · ⊕ ρN) = {hj}Mj=1 is a finite group.

For each i = 1, . . . , M , choose ρN+i(hi) 6= id. Then ρ1 ⊕ · · · ⊕ ρN+M is the desired

representation.

3. Let χ be the set of irreducible characters χπ, π ∈ Ĝ.

(3.1) 〈χ〉 = Ccl(G)G-fin, the set of G-finite class functions.

Indeed, there is an isomorphism

Ccl(G)G-fin ∼=
⊕
[π]∈“G(EndEπ)cl.

For f ∈ C(G), f ∈ C(G)cl if and only if the diagonal action g · f = f , where

g · f(h) := f(g−1hg), i.e., f corresponds to {Tπ ∈ EndGEπ}[π]∈“G. By Schur’s

lemma, Tπ = λπ(g)IEπ .

Note that IEπ =
∑

i〈−, ei〉 ⊗ ei ∈ E∨
π ⊗ Eπ maps to

g 7→
∑
i

〈g−1ei, ei〉 =
∑
i

〈ei, gei〉 =
∑
〈gei, ei〉,

i.e., χπ.

(3.2) 〈χ〉 is dense in Ccl(G).
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Indeed, for f ∈ C(G) and for each ε > 0, there exists ϕ ∈ C(G)G-fin such that

the sup norm ‖f − ϕ‖0 < ε. Let

ϕ̃(h) =

∫
G

π(g−1hg) dg ∈ Ccl(G),

then

‖f − ϕ̃‖0 ≤ sup
h∈G

∫
G

|f(g−1hg)− ϕ(g−1hg)| dg ≤ ‖f − ϕ‖0 < ε.

Now, ϕ̃ is G-finite: write

ϕ(h) =
∑
i

〈hxi, yi〉,

where xi, yi ∈ Eπi and the sum is finite. Then

ϕ̃(h) =
∑
i

∫
G

〈g−1hgxi, yi〉 dg

=
∑
i

≠∫
G

g−1hg dg · xi, yi
∑

=
∑
i

χi
dimEπi

〈xi, yi〉,

where χi = χπi = tr πi. Here, we use the fact that∫
G

π(g−1hg) dg ∈ EndGEπ = C · id

and that

tr
(∫

G

π(g−1hg) dg

)
=

∫
G

tr π(g−1hg) dg =

∫
G

tr π(h) dg = χ(h).

(3.3) χ is an orthonormal basis of L2
cl(G), i.e., for f ∈ L2

cl(G),

f =
∑
[π]∈“G〈f, χπ〉χπ.

Indeed, choose ϕ ∈ C(G)G-fin such that ‖f − ϕ‖2 < ε by P-W theorem. As

above, ϕ̃ ∈ 〈χ〉. Also,

‖f − ϕ̃‖2 =
(∫

G

|f(h)− ϕ̃(h)|2 dh
)1/2

=

(∫
G

∣∣∣∣∫
G

f(g−1hg)− ϕ(g−1hg) dg

∣∣∣∣2 dh)1/2

≤
∫
G

(∫
G

∣∣f(g−1hg)− ϕ(g−1hg)
∣∣2 dh)1/2

dg = ‖f − ϕ‖2 < ε.
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4. As a corollary, we have N ∼= ’SU(2) by mapping n ∈ N to Vn(C2).

The isomorphism

L2(G) ∼=
⊕̂
[π]∈“GEndEπ

can be extended to an unitary/algebra isomorphism. The inner product on L2(G) is the

natural one, and the product structure on L2(G) is the convolution:

(f1 ∗ f2)(g) =
∫
G

f1(gh
−1)f2(h) dh.

The inner product on the RHS is the Hilbert-Schmidt inner product:

〈(Tπ), (Sπ)〉 =
∑

tr(S∗
π ◦ Tπ).

The product structure on L2(G) is the operator product structure:

(Tπ) · (Sπ) =
(
Tπ ◦ Sπ√
dimEπ

)
.

On one component [π] ∈ Ĝ, let π : L2(G)→ EndEπ be

π(f) · v :=

∫
G

f(g) · gv dg.

Then in fact

(1) π(f1 ∗ f2) = π(f1) ◦ π(f2), and

(2) π(f)∗ = π(f̃), where f̃(g) = f(g−1).

Indeed, this follows from

π(f1 ∗ f2) · v =

∫
G

∫
G

f1(gh
−1)f2(h)g · v dhdg

=

∫
G

f1(g)

(
g ·
∫
G

f2(h)hv

)
dhdg = π(f1) ◦ π(f2) · v,

and

〈π(f1)v, w〉 =
∫
G

f(g)〈gv, w〉 dg =
∫
G

〈v, f(g)g−1w〉 dg = 〈v, π(f̃) · w〉.

Definition 22.1. The operator valued Fourier transform is

L2(G) Op(Ĝ),
F

G
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where Op(Ĝ) is just
⊕̂

EndEπ with the inner product structure and the product structure,

Ff :=
(√

dimEπ · π(f)
)
π∈“G ,

G(Tπ) :=
∑
π

√
dimEπ · tr(Tπ ◦ π(g−1)).

Theorem 22.2 (Plancherel). The maps F and G are unitary, algebra, G×G-isomorphisms

and inverse to each other.

Corollary 22.3. We have

(1) ‖f‖2 =
∑

dimEπ · ‖π(f)‖2;

(2) GIEπ =
√

dimEπ · χEπ
;

(3) f =
∑

dimEπ · f ∗ χπ;

(4) 〈f1, f2〉 =
∑

dimEπ · tr π(f̃2 ∗ f1).

Definition 22.4. For f ∈ L2(G), its scalar valued Fourier transform is

f̂(π) := tr π(f) =
∑
i

〈π(f)vi, vi〉 =
∫
G

f(g)
∑
i

〈gvi, vi〉 dg = 〈f, χEπ
〉

Corollary 22.5. There is an isomorphism

L2
cl(G) `2(Ĝ)

f f̂ .

̂

23 Lie algebras coming from Lie groups, 12/7

Let G be a Lie group. Then the Lie algebra of G, denoted by LieG or g, is the left

invariant vector field on G under Lie bracket:

[X,Y ]f = XY f − Y Xf.

If X = ai ∂
∂xi

and Y = bj ∂
∂xj

, then

[X,Y ] = XY − Y X = ai
∂bj

∂xi
∂

∂xj
− bi ∂a

i

∂xj
∂

∂xi
.
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Since X, Y are left invariant, [X,Y ] is also left invariant.

Fact. gl(n,R) = GL(n,R), i.e., [Ã, ‹B]e = AB − BA, where Ã (resp. ‹B) is the left

invariant vector field determined by A ∈ Te GL(n,R) (resp. B). Indeed, let h be a curve

on G = GL(n,R) such that h′(0) = A. Then (gh(t))′ = gh′(t). So in particular `g∗A = gA.

Write A =
(
aij

∂
∂xij

)
, g = (xij(g)). Notice that

∂

∂xij
(xkmb

m
ℓ ) = δki δ

j
mb

m
ℓ = δki b

j
ℓ.

So

[Ã, ‹B]e = aij
∂

∂xij
(gB)kℓ

∂

∂xkℓ
− bij

∂

∂xij
(gA)kℓ

∂

∂xkℓ

∣∣∣∣∣
g=e

= (AB − BA)iℓ
∂

∂xiℓ

∣∣∣∣
e

.

Consider the (unique) curve γ with γ(0) = e, γ′(0) = X ∈ TeG, γ′(t) = ‹Xγ(t). If

G ⊆ GL(n,C), then in fact γ(t) = etX :

γ′(t) = etXX = γ(t)X = ‹Xγ(t).

This says that ‹X determines an one parameter group of diffeomorphism on G by right

translations.

Fact. The exponential map exp : X 7→ γ(1) = eX is complete, i.e., γ(t) is defined for all

t ∈ R and is a diffeomorphism.

Proof. Notw that d
dt
etX
∣∣
t=0

= X implies (d exp)0)0 = id. The result then follows from the

inverse function theorem. ■

Caution: exp g generate a neighborhood of G, hence generate G◦. But it may not be onto.

True if G is compact!

Example 23.1. sl(n, F ): det etX = et trX . So det etX = 1 for all t if and only if trX = 0.

su(n) = u(n) ∩ sl(n,C): etX(etX)∗ = etXetX
∗
= 1 for all t if and only if X∗ = −X.

Note that dimR sl(n,R) = dimR su(n) = n2 − 1. In fact, sl(n,C) ∼= su(n)⊗R C.

so(n) = o(n): we have XT = −X, and note that this implies trX = 0 automatically.

sp(n): reading.
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Proposition 23.2. Let ϕ : H → G be a Lie group homomorphism, i.e., a C∞ group

homomorphism. Then dϕ : h→ g is a Lie algebra homomorphism, the diagram

h g

H G

dφ

exp exp

φ

commutes, and if H is connected, then d : Hom(H,G)→ Hom(h, g) is injective.

Proof. dϕ([X,Y ]) = [dϕ(X), dϕ(Y )] follows from the C∞ structure. Since ϕ(gg′) =

ϕ(g)ϕ(g′), ϕ ◦ `g = `φ(g) ◦ ϕ. By chain rule,

dϕ ◦ d`g = d`φ(g) ◦ dϕ,

i.e., left invariant vector field are compatible with dϕ, hence also integral curve. This

implies that the diagram commutes by the construction of exp. Then the injectivity of d

follows from the commutative diagram. ■

Consider the inner automorphism Ig = `grg−1 . The adjoint representation is

G Aut g
g dIg,

Ad

this is a Lie group homomorphism. If Z(G) is trivial, then G ↪→ GL(g), and hence G is

a matrix group. We define

ad = dAd : g→ gl(g).

Fact. Explicit formulas for matrix groups. They are all as expected.

Ad(g)(X) = (getXg−1)′(0) = gXg−1

ad(X)Y = (etXY e−tX)′(0) = XY − Y X = [X,Y ].

Also, Ad eX = eadX .

Theorem 23.3. There is a one to one correspondence between subalgebras h of g and

connected Lie subgroup H of G.

Proof. Fix a basis {Xi} of h. We get a distribution Hg = 〈‹Xig〉 for each g ∈ G. Let

H =
⊔
g∈G Hg. We show that this distribution is integrable:[

f i‹Xi, g
j‹Xj

]
= f igj[‹Xi, ‹Xj] + f i(‹Xig

j)‹Xj − gj(‹Xjf
i)‹Xi ∈Hg.
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Take H to be the maximal integral submanifold that contains e. It is easy to check that

H is indeed a subgroup. ■

Corollary 23.4. If H is simply connected, G is connected, then there exists natural

bijection between Hom(H,G) and Hom(h, g).

Proof. Let ρ : H → G. Then the graph Γρ ⊆ H×G is a group and Γρ → H is a bijection.

Then it can be reduced to the previous case. ■

24 Exponential map, 12/12

Consider G ⊆ GL(n,C). Then [X,Y ] = 0 if and only if etXesY = etX+sY for all t, s ∈ R.

Indeed, if the latter condition holds, then

etXesY = esY etX .

Applying ∂s∂t|s=t=0 on the both sides we get XY = Y X. Hence,

Corollary 24.1. If A ⊆ G is connected, then A is abelian if and only if a := LieA is

abelian.

Definition 24.2. A (k-)torus is a Lie group T k := (S1)k = Rk/Zk.

Proposition 24.3. A compact abelian Lie group G is isomorphic to T k × F for some

k, where F is a finite abelian group.

Proof. Consider the exponential map exp : g→ G◦, which is a group homomorphism, and

hence surjective. Since exp is locally diffeomorphic near 0, its kernel ker exp is discrete,

and thus is isomorphic to Zdimg (since g/ ker exp ∼= G0).

Now, G/G◦ is a finite abelian group F ∼=
∏

Z/niZ. Let gi ∈ G with gi = 1 +

niZ ∈ Z/niZ. Then gni
i ∈ G◦ implies that there exists an xi such that enixi = gni

i . Let

hi = gie
−xi ∈ giG◦. Then hni

i = e and

G◦ ×
∏

Z/niZ G

(g, (mi)i) g
∏
hmi
i
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is the desired isomorphism. ■

Definition 24.4. A maximal torus of a compact Lie group G is a maximal connected

abelian group. A Cartan subalgebra of g = LieG is a maximal abelian subalgebra.

Corollary 24.5. Let T be a connected subgroup of a compact Lie group G. Then T is

a maximal torus of G if and only if t := LieT is Cartan. In particular, t (and hence T )

always exists!

Example 24.6. (1) Let

T = {diag(eiθ1 , . . . , eiθn)} ⊆ U(n)

t = {diag(iθ1, . . . , iθn)} ⊆ u(n).

Then T is a maximal torus of U(n), t is a Cartan subalgebra of u(n). A similar

results holds for SU(n) and su(n) with additional condition
∑
θi = 0.

(2)

T =

ß
diag

((
cos θi − sin θi
sin θi cos θi

))™
⊆ SO(2n),

t =

ß
diag

((
0 −θi
θi 0

))™
⊆ so(2n).

(3)

T =

ß
diag

((
cos θi − sin θi
sin θi cos θi

)
, 1

)™
⊆ SO(2n+ 1),

t =

ß
diag

((
0 −θi
θi 0

)
, 0

)™
⊆ so(2n+ 1).

Theorem 24.7. Let G be a compact Lie group, t a Cartan subalgebra. Then for each

X ∈ g, there exists g ∈ G such that Ad(g)X ∈ t.

Proof. Any finite dimensional representation (ρ, V ) has a G-invariant inner product, in

particular for (Ad, g), we call it 〈−,−〉.

Lemma 24.8. Let t = z(y) for some regular element Y ∈ g.
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So we want to find g ∈ G such that [Ad(g)X,Y ] = 0, i.e.,

〈[Ad(g)X,Y ], Z〉 = −〈Y, [Ad(g), Z]〉 = 0

for all Z ∈ g. Let g0 achieves the maximal of the C∞ function

f(g) = 〈Y,Ad(g)X〉.

Then t 7→ 〈Y,Ad(etZ)Ad(g0)X〉, t ∈ R, has maximum at t = 0 for each Z ∈ g. Hence,

0 =
d

dt

∣∣∣∣
t=0

〈Y,Ad(etZ)Ad(g0)X〉 = 〈Y, ad(Z)Ad(g0)X〉 = −〈Y, [Ad(g0)X,Z]〉. ■

Corollary 24.9. (a) Ad(G) acts transitively on the set of Cartan subalgbras.

(b) G acts transitively on maximal tori of G by conjugation.

Proof. For (a), let t1 = z(X), and let g ∈ G such that Ad(g)X ∈ t2. Then

Ad(g)t1 = {Ad(g)Y | [Y,X] = 0}.

Write Y ′ = Ad(g)Y . Then

[Ad(g)−1Y ′, X] = 0 =⇒ [Y ′,Ad(g)X] = 0.

So t2 ⊆ z(Ad(g)X). By the maximality of t2, Ad(g)t1 = t2.

For (b), let Ti = exp ti. Then

gT1g
−1 = g exp(t1)g−1 = exp(Ad(g)t1) = exp(t2) = T2. ■

Recall that if G is connected, then Ad(g) = id if and only if g ∈ Z(G).

Theorem 24.10. Let G be a compact connected Lie group. Then exp g = G and for

each g0 ∈ G, there exists g ∈ G such that gg0g−1 ∈ T .

Proof. Indeed, g0 lies in some maximal torus T ′, and gT ′g−1 = T for some g ∈ G. ■

Theorem 24.11. Let G ⊆ GL(n,C), γ : R→ g a C∞ curve. Then

d

dt
γ(t) =

(
ead γ(t) − 1

ad γ(t)

)
γ′(t) · eγ(t) = eγ(t) ·

(
1− e− ad γ(t)

ad γ(t)

)
γ′(t).

Note that (ez − 1)/z and (1− e−z)/z are invertible power series in z.
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Proof. Consider the C∞ function ϕ(s, t) = e−sγ(t) ∂
∂t
esγ(t). Then ϕ(0, t) = 0 and

∂

∂s
ϕ(s, t) = −e−sγγ ∂

∂t
esγ + e−sγ

∂

∂t
(γesγ) = Ad(e−sγ)γ′ = e−s ad γγ′.

So

e−γ(t)
∂

∂t
eγ(t) = ϕ(1, t) =

∫ 1

0

∂

∂s
ϕ(s, t) ds =

∫ 1

0

e−s ad γγ′ ds

=

(∫ 1

0

∑
n

(−s)n

n!
(ad γ)n

)
γ′ =

1− e− ad γ

ad γ γ′. ■

Corollary 24.12. The tangent map (d exp)X is nonsingular if and only if

Spec(adX) ⊆ (C \ 2πiZ) ∪ {0}.

Proof. Simply take γ(t) = X + tY with (adX)Y = λY . Then

(
1− e− adX

adX

)
Y =


1− e−λ

λ
Y, if λ 6= 0,

Y, if λ = 0.

■

Theorem 24.13 (Dynkin’s formula). For any X, Y ∈ gl(n), we have eXeY = eZ , where

Z =
∑

ik+jk≥1

(−1)n+1

n

1

(i1 + j1) · · · (ik + jk)
· [X

(i1)Y (j1) · · ·X(ik)Y (jk)]

i1!j1! · · · ik!jk!
.

Proof. There exists a unique C∞ function Z(t) such that eZ(t) = etXetY near t = 0. Then(
eadZ − 1

adZ

)
Z ′ · eZ = XeZ + eZY.

Hence,

Z ′ =

(
adZ

eadZ − 1

)
(X + Ad(eZ)Y )

=

(
adZ

eadZ − 1

)
(X + Ad(etX)Y ) =

(
adZ

eadZ − 1

)
(X + et adXY ).

Note that

adZ = log(1 + (eadZ − 1)) =
∞∑
n=1

(−1)n−1

n
(eadZ − 1)n.

So (
adZ

et adZ − 1

)
(X + et adXY ) =

∞∑
n=1

(−1)n−1

n
(et adXet adY − 1)n−1(X + et adXY ).

The result now follows by an easy calculation. ■
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Corollary 24.14. Let N ⊆ GL(n,C) be a connected subgroup such that n := LieN is

contained in the set of strict upper triangular matrices. Then N = exp n.

Proof. Consider the equation eXeY = eZ near 0 (so that exp is one-to-one). The matrix

coefficients of Z are polynomial in X = (xij), Y = (yij) by Dynkin’s formula. So the

equality holds everywhere. Hence, (exp n)2 ⊆ exp n. Since exp n generated N , exp n =

N . ■

Theorem 24.15. Let G be a compact Lie group. Then g is reductive.

Proof. Let 〈−,−〉 be a Ad-invariant inner product on g. Then a ⊆ g implies a⊥ ⊆ g.

Hence,

g = s1 ⊕ · · · ⊕ sk ⊕ z1 ⊕ · · · zk,

where dim si ≥ 2 and dim zi = 1. It is easy to check that [si, sj] = 0 if i 6= j and

Z(g) =
⊕

zj. ■

Theorem 24.16 (Structure of compact Lie group). (a) Let G′ be the normal sub-

group generated by commutators [g, h] = ghg−1h−1. If G is compact connected,

then G′ is connected, closed in G and LieG′ = [g, g].

(b) G = G′ × Z(G)◦/F , where F = G′ ∩ Z(G)◦ is a finite abelian group.

(c) For g′ =
⊕

si, Si = exp(si)⊴G′ is connect, closed, with only proper closed normal

subgroup being finite central in G.

25 Reduce Lie group representations to Lie algebra

representations, 12/14

Let G be a Lie subgroup of GL(n,C), ρ : G→ GL(V ) a finite dimensional representation.

Then ρ(eX) = edρ(X), so dρ determines ρ|G◦ . Also, ρ determines dρ. Hence, for G

connected, W ⊆ V is ρ(G)-invariant if and only if W is dρ(g)-invariant. For G compact

connected, V is irreducible if and only if V is irreducible as a gC-representation, where

gC = g⊗R C = g⊕ ig.

Observation. We can put g ⊆ u(n) ⊆ gl(n,C) = u(n) ⊕ iu(n) = u(n)C. So there is a
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natural inclusion gC → u(n)C.

Note that elements in u(n) are skew-Hermitian, while elements in iu(n) are Hermitian.

So elements in u(n) ∪ iu(n) are normal.

Example 25.1.

su(n)C = sl(n,C)

so(n)C = {XT = −X},

sp(n)C = (u(2n) ∩ sp(n,C))C = sp(n,C).

We see that SU(n), Sp(n) are real compact Lie groups, while SL(n), Sp(n) are non-

compact.

Theorem 25.2. For any semisimple Lie algebra L over C, there exists a compact real

form, i.e., there exists a real compact Lie group G such that L ∼= g⊗R C.

Let G be a compact Lie group that acts on V by ρ, 〈−,−〉 a G-invariant inner product

on C, t ⊆ g a Cartan subalgebra. Then tC acts on V as a family of commuting normal

operators, and hence simultaneously diagonalizable. So the Cartan subalgebra defined

here is same as the Cartan subalgebra defined in the theory of Lie algebra.

Now, fix a maximal torus T ⊆ G, t = LieT . For a G-module (ρ, V ), consider the

weight space decomposition

V =
⊕

α∈Φ(V )

Vα, H · v = dρ(H) · v = α(H) · v, ∀H ∈ tC, v ∈ Vα.

Take (ρ, V ) = (Ad, gC). Then we have the root decomposition

gC = tC ⊕
⊕

α∈Φ(gC)×

gα.

Then Φ(gC)
× could be decomposed into the positive part Φ+ and the negative part Φ−.

Example 25.3. Let G = SU(n),

t =
¶

diag(iθ1, . . . , iθn)
∣∣∣∑ θi = 0

©
, tC =

¶
diag(z1, . . . , zn)

∣∣∣∑ zi = 0
©
.

Then Φ = {±(εi − εj) | i < j}, where εi(diag(zj)) = zi. This is indeed An−1.
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As in the Lie algebra representation, an element v ∈ Vλ0 is a highest weight vector if

X · v = 0 for all X ∈ n+. New feature: analytically integral weight,

A = A(T ) = {λ ∈ (it)∨ | λ(H) ∈ 2πiZ, ∀eH = id}.

We see that A is isomorphic to the character group χ(T ) = Hom(T,C×) of T by ξλ(eH) =

eλ(H).

Theorem 25.4. Let G be a connected compact Lie group, V a finite dimensional irre-

ducible representation. Then there exists a unique highest weight λ0 which is dominant,

integral, and analytically integral.

Definition 25.5. An element g ∈ G is regular if ZG(g)◦ is a maximal torus. The set of

regular elements in G is denoted by Greg, and is open dense in G.

For t ∈ T , define d(t) =
∏

α∈Φ(1− ξ−α(t)), which is nonzero if and only if t is regular.

Theorem 25.6 (Weyl integral formula). For f ∈ C(G),∫
G

f(g) dg =
1

|W (G)|

∫
T

d(t)

∫
G/T

f(gtg−1) d(gT )dt,

where W (G) = NG(T )/T , which is in fact isomorphic to the Weyl group of gC with respect

to tC.

Proof. Consider

ψ : G/T × T reg −→ Greg

by multiplication. This map is surjective, and is a |W (G)| to 1 local diffeomorphism. Now

use

ψ∗ωG = d(t)π∗
1ωG/T ∧ π∗

2ωT . ■

Theorem 25.7. Let V = V (λ) be the representation with highest weight λ. For g ∈

Greg, g is conjugate to eH ∈ T for some H ∈ t, then

χλ(g) = Θλ(g) :=

∑
w∈W (G) detw · ew(λ+Φ)(H)∏
α∈Φ+(eα(H)/2 − e−α(H)/2)

,

where Φ = 1
2

∑
α�0 α.
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26 Borel-Weil theorem, 12/19

Definition 26.1. Let G be a compact connected Lie group, T a maximal torus of G.

Then we can embed G into U(n) ⊆ GL(n,C). Fix Φ+(gC), we get a Borel subalgebra

b = tC ⊕ n+ and gC = n− ⊕ tC ⊕ n+. Let N , B, A, GC be the connected Lie subgroup in

GL(n,C) correspond to n+, b, a = it, gC ⊆ gl(n,C) = u(n)C.

The Cartan involution θ (an abstact version of complex conjugation) is defined to be

θ(x⊗z) = x⊗z. Hence, gC = g⊕ ig is the eigenspace decomposition of θ (with eigenvalue

1, −1, respectively). Since g ⊆ u(n), θZ = −Z∗:

Z = X + iY =⇒ −Z∗ = −X∗ + iY ∗ = X − iY.

Proposition 26.2. Let α ∈ Φ(gC) be a root. Then α is purely imaginary on t, equiva-

lently, α is real on a. In particular, θgα = g−α.

Proof. The first statement follows from the facts that α skew-hermitian on t and hermitian

on it. For H ∈ t, Z = X + iY ∈ gα,

α(H)(X + iY ) = [H,X] + i[H, Y ]

implies that α(H)X = i[H, Y ], α(H)Y = [H,X]. Hence,

ad(H)(θZ) = [H,X]− i[H, Y ] = −α(H)(X − iY ) = (−α)(H)(θZ). ■

Remark 26.3. For G compact, g semisimple, the Killing form B(X,Y ) = tr(adX adY )

is negative definite on g since

B(X,X) =
∑
α∈Φ

α(X)2 < 0.

So we prefer to consider α ∈ a∗, so that α(H) = B(H, uα) for some uα ∈ a, and get

hα =
2

B(uα, uα)
· uα, α(hα) = 2.

These give us the standard sl(2,C) triple: take eα ∈ gα, fα = −θeα, then [eα, fα] ‖ hα
and we may assume that [eα, fα] = hα.
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Let M be a C∞ manifold, V→M a complex vector bundle of rank n. Assume that

a Lie group G acts on V fiberwisely, i.e., g ·Vx ⊆ Vg(x) for some g(x) ∈M . We say that

V is a homogeneous vector bundle if Vx
g−→ Vg(x) is a linear isomorphism. Then G

acts on M and on Γ(M,V) by (g · s)(x) = g · s(g−1x).

Let H ⊆ G be a closed subgroup, V a finite dimensional representation of H. Then

V = G×H V := G× V⧸∼ −→M := G/H

is a homogeneous vector bundle, where (gh, v) ∼ (g, hv) and g′ · [(g, v)] = [(g′g, v)].

Proposition 26.4. There is a 1-1 correspondence between homogeneous vector bundles

over G/H and finite dimensional representations of H.

Proof. Indeed, VeH is a representation of H. ■

Definition 26.5. Let H be a closed subgroup of G, ρ : H → GL(V ) a representation.

The induced representation IndGH(ρ) = IndGH(V ) of ρ (or V ) is

{f : G→ V | f(gh) = h−1 · f(g)}

with action (g′ · f)(g) = f((g′)−1g).

Proposition 26.6. There is a natural G-isomorphism

Γ(G/H,G×H V )
∼−−→ IndGH(V ).

Proof. Identify (GH×V )eH ∼= V : (h, v) 7→ h−1v. For s ∈ Γ(G/H,G×H V ), it corresponds

to fs(g) = g−1s(gH). For f ∈ IndGH(V ), it corresponds to sf (gH) = (g, f(g)). ■

Theorem 26.7 (Frobenius reciprocity). Let H be a closed subgroup of G, V an H-

module, W a G-module. Then

HomG(W, IndGH(V )) ∼= HomH(W |H , V )

as C-vector spaces.

Proof. Reading. ■
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Lemma 26.8. The exponential maps exp : n+ → N , a = it → A are bijections, N , B,

A are closed subgroups of GC, and

T × a× n+ B

(t, iH,X) teiHeX

is a diffeomorphism.

Proof. This follows from Dynkin’s formula. ■

Theorem 26.9. We have G/T ∼= GC/B, hence it is a complex (homogeneous) manifold.

Proof. Since g = {X + θX | X ∈ gC}, g/t and gC/b both are spanned by the image of

Xα + θXα, where Xα ∈ gα, α ∈ Φ+. So p : G → GC/B has dp surjective at e ∈ G. Then

Im p contains a neighborhood of eB and hence open and closed. Thus, p is surjective.

We claim that G ∩ B = T . First of all, g ∩ b = t is known. Let g ∈ G ∩ B. Then

Ad(g) preserves t = g∩ b, hence T , i.e., g ∈ NG(T ). Let w be the image of g in the Weyl

group. Then g ∈ B implies that w preserves ∆⊥, hence preserves the fundamental Weyl

chamber. Thus, w = I and g = T . ■

Definition 26.10. For λ ∈ A(T ), let Cλ be the T -module corresponds to the character

ξλ : T → C×, and Lλ = G ×T Cλ the homogeneous line bundle over G/T . We extend ξλ

to ξCλ : B → C× by

ξCλ (te
iHeX) = ξλ(t)e

iλ(H),

and still denote the corresponding B-module by Cλ. Let LC
λ = GC×B Cλ be the homoge-

neous (holomorphic) line bundle over GC/B.

Lemma 26.11. We have

IndGT (ξλ) ∼= Γ(G/T, Lλ) ∼= Γ(GC/B,L
C
λ)
∼= IndGC

B (ξCλ )

as C∞-sections.

Since LC
λ is holomorphic over GC/B, we have Γhol(G/T, Lλ) := Γhol(GC/B,L

C
λ).
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Theorem 26.12 (Borel-Weil). The space

Γhol(G/T, Lλ) =

V (−λ), if −λ is dominant,

0, else.

Proof. Use

C∞(G)G-fin =
⊕

γ∈A(T )
dominant

V (γ)∨ ⊗ V (γ)

to read out holomorphic property in this decomposition. ■

Theorem 26.13 (Bott-Borel-Weil). Let λ ∈ A(T ), δ = 1
2

∑
α∈Φ+ α. If λ + δ lies in a

Weyl chamber wall, then

Hp(G/T = GC/B,L
∨
λ) = 0, p > 0.

Otherwise, let w ∈ W (Φ+) such that w ∗ λ = w(λ+ δ)− δ is dominant, and `(w) be the

length of w, which is equal to the number of α ∈ Φ+ such that B(λ+ δ, α) < 0. Then

Hp(G/T, L∨
λ) =

V (w ∗ λ), if p = `(w),

0, else.
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