BANACH CALCULUS
CHIN-LUNG WANG

ABSTRACT. This is part of my lecture notes for “Honored Ad-
vanced Calculus” at National Taiwan University in 2011-2012. We
prove the inverse function theorem for Banach spaces and use it
to prove the smooth dependence on initial data for solutions of
ordinary differential equations.

The smooth dependence is an essential ingredient in the proofs
of many fundamental theorems in modern mathematics. For exam-
ple in the smoothness of flows generated by vector fields and in the
smoothness of exponential map in differential geometry. The in-
verse function theorem also plays a fundamental role in non-linear
problems in analysis as well as in geometry.
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1. BASICS IN BANACH SPACES

1.1. The category of Banach spaces. A Banach space F over F is
a complete normed vector space where F = R or C. This means that
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there is a norm function |- | : E — R™ satisfying
cz| = lellz], c€F,  |z+yl < |z[+ [yl
and every Cauchy sequence in the metric space (E,| - |) converges.

Standard examples are the Euclidean spaces R™ and C", the space of
continuous functions over a compact space C'(£2) under the sup norm,
Holder spaces C*(2), C**(Q), LP spaces, 1 < p < oo, and the more
general Sobolev spaces W*?. What we do here are general results true
for all Banach spaces. But the reader is reminded that in real applica-
tions an adequate knowledge on each involved space is indispensable.

For normed (vector) spaces E, F', we denote by L(FE,F) the space
of continuous linear maps from E to F'. It is easy to see that a linear
map f : E — F'is continuous if and only if that it is bounded, in the
sense that there exists C' € R such that |f(z)| < C|z| for all z € E.
We then define f to be the inf of such bounds C’s. Equivalently

1= sup L = sup 1)
T

E |zl |z|=1
In this sup norm, L(FE.F) is also a normed space.

Exercise 1. If F' is a Banach space, show that L(E, F') and C(Q, F)
are also Banach where € is a compact topological space.

Exercise 2. The unit sphere S = {x € E||z| = 1} of a normed space
1s compact if and only if that E is finite dimensional.

We define an f € L(E, F) to be an isomorphism of normed spaces
if it is both a linear and topological isomorphism. For E, F' Banach
spaces, it turns out that we only need f to be bijective to ensure the
continuity of f~!. This follows from the open mapping theorem which
we recall later.

For f € L(E,F), g € L(F,G), we check easily that gf € L(E,G).
In fact |gf| < |g||f]- Thus when E = F, we may consider the Banach
algebra End(E) = L(E,E). In general a Banach space B is called
a Banach algebra if B is also an algebra and its multiplication law
satisfies |ab| < |al|b].

Exercise 3. Let B be a Banach algebra with identity 1. Show that
14 a is invertible in B if |a| < 1 and the set of invertible elements B*
1S open.

1.2. Multi-linear maps. Given normed spaces Ej, ..., E, and G. As
before, a k-linear map f: Ey X -+ X Ey — G (i.e. linear in each factor
E;) is continuous if and only if there is a C' € R such that

f(x1, ..., xx) < Clay| -+ |zg|, for all z; € E;.
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Again the norm | f| is defined similarly. We denote by L(E, ..., Ex; G)
the normed space of all continuous k-linear maps.
There is a natural bijective linear map

L(E17L(E2a7Ek7G)) - L(EhaEkaG)
by sending ¢ to f, defined by fs(x1, ..., x5) = ¢(x1) (22, ..., xx).

Exercise 4. Show that this map is a norm preserving isomorphism.

When E; = E for all i, we use L*(E, F) to denote the space con-
tinuous k-linear maps. When G is Banach, all these spaces are also
Banach.

For normed spaces F;, 1 <1 < k, we give £ = Hle E; an Euclidean-
style norm |(z1,...,2)| = /|z1]2 + - - - + |x[?. F is Banach if all E;’s
are.

1.3. Two fundamental theorems. In order to conceptually realize
that Banach spaces are truly similar to finite dimensional Euclidean
spaces, we need suitable structure theorems to replace some finite di-
mensional operations. For normed space, coordinates are replaced by
linear functionals.

Hanh-Banach Theorem: Let F' be a subspace of a normed space E. If
A € L(F,R) then A can be extended to a \* € L(E,R) with |\*| = |)|.

It is enough to consider the case |[A\| = 1. We need to find such an
extension X on a subspace with one more dimension F" = F+Re where
e € E\ F. If we assign X' (e) = a € R then N(u+te) = A(u) + ta. By
dividing out ¢, the norm constraint |[\'| =1 on F’ is equivalent to

—|u+e|l < Au)+a<|u+e

for all u € F. That is, a € [-\(u) — |u+e|, =A(u) + |u+e¢|]. To ensure
the existence of a, we need to show that when w varies all such intervals
have non-empty intersection. Namely we need

“Au) —|u+el < =Av)+|v+e|, Yu,veF,

which clearly follows from A(v —u) < |[v —u| < |v+e| + |u+ €.

Now we consider the collection of all norm-preserving extensions ¢ =
{(Fa,\o)}. It is partially ordered by (F,, o) < (Fp,Ag) if F,, C Fj
and A\g|p, = Ao. If (Fi, \;) € @ is an increasing chain, then there is
an upper bound (F’,X') € ® given by F' := J, F; and X (z) := \i(x)
if z € F; (which is clearly independent of the choice of 7). By Zorn’s
lemma, a maximal element (F,, \,) € ® exists. We must have F,, = E,
for otherwise we may find e € E'\ F,, and further extend the functional
Ao to F,, + Re, which contradicts to the maximality of (F,, \,).
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Exercise 5. Prove the Hahn-Banach theorem for F = C.

We recall the open mapping theorem without proof since in this notes
we make no essential use of it.

Open Mapping Theorem: Let E, F be Banach. If f € L(E,F) is
surjective then f is an open mapping. That is, U open implies f(U)
open. In particular, if f also injective then it is an isomorphism.

2. CALCULUS ON BANACH SPACES

Unless specified, we assume all vector spaces encountered are Ba-
nach.

2.1. Derivative of a map. Let U C E be an open set. Let f: U —
F be a map. We say that f is differentiable at = if there is a map
T € L(E,F), called the derivative of f at x, such that for |h| small,

flx+h)— f(x) =Th+o(h)
where o(h) = |h|¢)(h) is a map with the property that lim, ¢ ¥ (h) = 0.
Exercise 6. Show that the derivative, if exists, is necessarily unique.

When T exists, it is noted by f'(x) or D f(z). Various notations like
Df,, df(p), df, or f., are also commonly used. It is clear that then f
is continuous at x.

Take a simple but important example, let A\ € L(E, F) be a linear
map. Then A(z + h) — A(z) = Ah, hence X (x) = X for all x € E.

Exercise 7. Let A € L(Fy, ..., Ex; F). Compute N (x1,...,xy).

From the definition, we see that f’(z) exists implies that

: _fle+th)— f(z) _d
f(x)h = lim / AR
is precisely the directional derivative Dy, f(x). But as is well known the
existence of all Dy (x) does not imply the existence of f'(x).

The above definition trivially generalizes the one in calculus. Indeed
almost all theorems hold true in the Banach category once we formulate
them in the right way. Namely we should avoid usage of coordinates
and inner products.

We now discuss the basic rules of differential calculus: sum rule,
product rule (Lebnitz rule), quotient rule and the chain rule.

2.1.1. Sum rule. Let f,g : U — F with f'(z), ¢'(z) exists (z € U),
then it is obvious that (¢f)'(z) = ¢f'(x) for ¢ € R and (f + g)'(x) =
f'(@) +g'(x).
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2.1.2. Lebnitz rule. Let f : U — FEy, g : U — FEy with f'(z) €
L(E.E,), ¢'(v) € L(E, Ey) exists and let (,) € L(Ey, E9; F'). Then
(f,9)(z) € L(E, F) exists and

(f,9)'(@)h = (f'(2)h, g(x)) + (f(2),4'(x)h), VheE.
Exercise 8. Verify the Lebnitz rule.

2.1.3. Quotient rule. Let B be a Banach algebra with identity 1. Let
B* C B be the group of invertible elements. Let J(x) = z~!. Then
J: B* — Bisdifferentiable at every z € B*. Moreover J'(z) € End(B)
with
J(x)h = -2 'ha™', VheB.
To see this, let |h| be small then
(z+h) =zt =04z h) e -
=(1—z'h+(@th)?— (@ R+t — !
=—a'ha™! +o(h).
2.1.4. Chain rule. Let f : U — V, g:V — G with U open in E, V
open in F' and f'(z) € L(E, F), ¢'(f(z)) € L(F,G) exists. Then gf is
differentiable at x and

(9f)(x) = ¢'(f(x))f'(z) inL(E,G).
The proof is again standard. Let

k(h) == f(z +h) — f(z) = f'(x)h + [h|o(h).
Then

9(f(x +h)) = g(f(2))
= g'(f(@)k(h) + [k(R) [ (k(R))
= ¢ (f@) ' (@)h + g'(f(2)|hlo(R) + |k(R)[(k(R)).
We need to show that the last two terms are in o(h). For the last term,
K] < 1)1+ [kl6()]  and  lim b (k(k) = 0,

o EO (k)

h—0 |h|

< Ton (1 (@) + [o(h) ) [ (k(R)| = 0.

The other term is obviously in o(h).
We say f € CYU,F) if f':U — L(E,F), x — f'(x) is continuous.
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2.2. Integration over the real line. We modify the Riemann inte-
gral for f € C([a,b],R) to functions f € C([a,b], F') where F is a Ba-
nach space. Namely for a partition P = {a =t; < t; < --- < t, = b}
we have the Riemann sum

Ip(f) = 3 f(E)AL

for arbitrary tf € [t;_1,t;]. Denote by |P| the maximal of At;. Let
Py, be any sequence of partitions such that limy_.o, |P;| = 0. Then we
define

b
[ fdei= i 1, (7).

By the uniform continuity of f on [a,b] we may show that Ip (f) is a
Cauchy sequence in F' hence the limit exists.

Exercise 9. Give the details of the above uniformity argument and
show that the Riemann integral is independent of the choices of P ’s.

The integral enjoys all the familiar properties.

2.2.1. Cauchy inequality. \f;f| < f; |f| implies that f: is a contin-
uous linear functional: fab € L(C(la,b], F),R). If a > b then we set
| b= J, - The integral is then additive on domains: ff + [, = [ for

a
any a, b, ¢ in the domain interval of f.

2.2.2. Fundamental theorem of Calculus. Let f € C(la,b],F). The

integral function
F(t) ::/ f(s)ds
f(@t).

is in C1([a,b], F) and F'(t) =
For the proof, we compute

FG+M—F@—f@h=A%(ﬂ$—ﬂ0M&

The last term is clearly bounded by |h| maxgep1n | f(5) = f(t)| = o(h).

The one variable function f € C([a,b], F') are called curves in F.
We say f € C'([a,b], F) if f can be extended to a C' map over some
larger open interval. Since f'(z) € L(R, F) = F, in this case we usually
identify f’(z) as an element in F. There is an equivalent form of the
fundamental theorem

76~ fta) = [ £5)ds.
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2.2.3. The mean value theorem. Let f : U — F and Ty C U. Assume
that f'(c) exists for all ¢ € Zy. Then |f(x) — f(y)| < |f'(¢)||x — y]| for
some ¢ € TY.

There are two standard proofs. The first one requires that f €

CY U, F):
F@) =1 = [ G+ ta=m)a

- / fy+ tx — ) (@ — y) dt.

Hence that [f(z) — f(y)| < maxeezy | f/(c)|z — yl.
The second proof is to apply a linear functional A € L(F,R) to f

and then apply the mean value theorem in Calculus to

g(t) = Ay +t(x —y)).
Then

M f(x) = fy) = 9(1) = g(0) = ¢'(€§) = Af'(y + &(@ — y)) (x — y).

When F' = R", we take A = (*,v) with v the unit vector in f(z) —
f(y) to conclude. For normed spaces we apply the Hahn-Banach the-
orem to get a linear functional A\ with A(f(z) — f(y)) = |f(z) — f(y)]
and |\| = 1. This proof does not require f to be C'! along 77.

In practice the integral representation in the first proof is more pow-
erful and precise in doing estimates. We also call it the mean value
theorem.

2.3. Higher derivatives. Given a C' map f € C'(U, F), if the func-
tion

fU— LEF);, ze f(2)
is differentiable at x € U then we denote the derivative by
D(f")(x) = D*f(x) = f"(z) = fP(z) € L(E,L(E, F)) = L(E, E; F)
and call it the second derivative. f € C*(U, F) if f' € CY(U, L(E, F)).

2.3.1. Symmetry of f"(x). The bilinear map f”(x) is not necessarily
symmetric. But if f € C*(U, F) then it is: f"(x)(h,k) = f"(x)(k,h)
for all h,h € E and x € U. The proof follows form the beautiful
formula

(@) (hk) = lim f(x+th + sk) — f(x+th) — f(x + sk) + f(x).

t,s—0 ts
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This is easily seen by repeated applications of the mean value theorem:

flx +th+ sk) — f(x+th) — (f(x + sk) — f(x))
:/0 f(x + th + vsk)(sk) dv—/o f'(x + vsk)(sk) dv

= 8/0 (f'(x +th +wvsk) — f'(z + vsk))(k) dv

1 1
= ts/ / f"(x + uth + vsk)(h, k) du dv,
0 Jo

and notice that the limit of any symmetric expression is necessarily
symmetry. We will denote the space of F-valued symmetric continuous
k-linear maps by S*(E, F).

Notice that according to our identification of multilinear maps, the
above h corresponds to the second derivative and k to the first.

2.3.2. Symmetry of f®)(z). f is called CP if £~ is C' and then we
denote by f®)(z) = Df®=U(z). f®) () is a continuous p-multilinear
map from EP to F.

Exercise 10. If f € C?(U, F) show that f®(z) € SP(E, F).

2.3.3. Taylor expansion. It should now be clear that the usual Taylor
expansion holds for CP*! maps. Let h*) be the k-tuple (h, h,...,h) €
E* then
| L -ty
f(z+h) = Z — k) @)h(k) + / —f(p“)(m + th)h(p+1) dt.
pare k! 0 p!
Exercise 11. Prove the Taylor expansion and show that remaining
term Ry satisfies |Rp1| < maxgepoq) | fPHD (2 + th)||h[PH/(p + 1)L

2.4. Partial derivatives. Let £ = E; X --- x E, — F be a product
of Banach spaces, U = Uy x --- x U, C E with U; open in F;. Given
a function f : U — F, x = (v1,...,7,) € U we may define partial
derivatives D;f(z) = fi(x) € L(E;, F) as the derivative at x of the
restriction map keeping all other variables fixed.

2.4.1. Total differential. The derivative f’(x) exists implies that D, f(x)
exists and D; f(x)h; = f'(z)(0,...,0,h;,0,...,0) for all i. We abbrevi-
ate the notation by writing it as f'(x)[h,); if no confusion will arise.

As a partial converse, if D;f € C(U, L(E;, F)) for 1 <i<n—1 and
D, f(x) exists, then f'(x) exists and

f/(x)(hla c hn) = D1f<l’)h1 + -+ an(ﬁ)hn
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Let us demonstrate the case n = 2, the general case is similar. Let
h = (h1, hz)-

fx+h) = f(x) = f(z1+ h,z1 + ho) — f(z1,22)
= f(x1+ hi, 22+ ho) — f(x1, 29 + ho) + f(21, 22 + ha) — f(21, 22)

_ / Duf(a1 + th, 2 + ha)h dt + Daf()hs + o(ha)
0
= Dl(I)hl + DQf(JI)hQ + O(hQ) + g(h)h1

Since limy,_g g(he) = 0, the last term is also in o(h).
Also, f € CP(U, F) if and only if D;f € CP~Y(U, L(E;, F)) for all i.

2.4.2. Mizxed partials and symmetries. We may define the second order
partial derivatives D;;f(x) := D;D; f(z) = f;i(x) € L(E;, L(E;, F)) =
L(E;, E;; F') and higher order partial derivatives D;ji.... f(2) = fokji()
in the obvious manner.

The good thing is, when f is CP, all its partial derivatives up to
order p are insensitive to the order of differentiations. This is easy, we
simply repeatedly apply the formula D;g(x)h; = Dg(x)[h;]; to various
partial derivatives g to achieve that

Dil"'ipf(x)<h17 sy hp) = Dpf(x)([hl]iu sy [hp]ip)
and then use the symmetry property of D?f(z) to conclude.

Exercise 12. Let f € C([a, b x U, F) with Dy f continuous. Let g(z) =
f:f(t, x)dt. Show that g is C' and Dg(x) = fab Do f(t, ) dt.

2.4.3. Matriz representation. By viewing h as a column vector with
components h;, the total differential equation shows that f’(z) is rep-
resented by a row vector (Dyf(z),...,Dpf(x)). f F=F x--- x F,
with f(z) = (fY(x), -+, f™(z))" as a column vector, then f'(z) €
L(IT}-, Ej, 1Tz, ) = 1, L(Ej, Fy) is represented by an m x n ma-

3. INVERSE FUNCTION THEOREM

3.1. Contraction mapping principle. Let X be a complete metric
space and f: X — X a mapping such that for all x,y € X,

d(f(x), f(y)) < pd(x,y) for some p <1.

Then there is a unique point x with f(x) = x.
To prove this, start with any x¢, define a sequence of points by x,, 1 =
f(zy). Then d(zp41,2,) < p"d(z1,z0). By the triangle inequality we
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have
T

A, 2a) < (07 4ok "), o) < 17

d(l’l,,fo).

This implies that {z,} is a Cauchy sequence hence it converges to a
limit x. Since a contraction map is continuous, we take limits to the
equation z,11 = f(x,) to get x = f(z). For uniqueness, if y = f(y)
then d(z,y) = d(f(z), f(y)) < pd(x,y) implies that d(x,y) = 0 and
hence x = y.

The fixed point depends continuously on the map f: Let X be a
complete metric space and f: X xT — X be a continuous map with

d(f(x,1), f(y,1)) < pd(z,y)

for some p < 1. Let x(t) be the fived point of f; = flxxqs, i-e. fi(a) =
fla,t), then x : T — X is continuous.
Triangle inequality implies that

Mﬁ@@%ﬂWSEZ&mﬂW,f%ﬁméiézﬂﬂﬂmw@»

Since x(t) = lim, . f{*(a) for any a € X, by taking limits we get

d(x(t), 2(s)) < Cd(fi(2(s)), 2(s)).

For s fixed, d(fi(x(s)),z(s)) = d(f(z(s),t),z(s)) — 0 when t — s, so
the continuity of x at s follows.

3.2. Inverse function theorem. Let f: (U C E) — F be a C? map
(p > 1) between Banach spaces and f'(zo) : E — F be an isomorphism,
then f is locally CP invertible at xg.

We may assume that 2o = 0 and f(0) = 0 By identifying F' with £
through f’(0) we may assume that £ = F' and f'(0) = Ig.

The idea is, given y € E, if there is an « such that y = f(x) then

r=y+z— f(x)="y+g(x) = g,(2).
That is, = is a fixed point of g,. Since g, = ¢' and ¢'(0) = 0, we
may pick r > 0 such that |g/(z)] = |¢'(z)| < 3 for # € B,(0). Then
|gy(a) — gy (b)| < 3|a—b|. Thus if g, maps B,(0) into B,(0) we will get
a unique fixed point. B
For y € B,/2(0) and x € B,(0), we compute (notice that g(0) = 0)

T
l9,(@) < fyl +lg(2)] < 5 +1g'()l|x] <.

Thus we get a well defined inverse f~' : B, 2(0) — B,(0). The continu-
ity of f~! follows from the continuous dependence of fixed points on g,,
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hence on y. But here a much precise argument exists: Let y; = f(x;),
then

1
|1 — w2 = [y1 — 2 + g(x1) — 9(22)| < |y — 12| + §|371 — T,

hence |71 — 72| < 2|y; — y2| and f~! is continuous.

From |z1| < 2|y1| we also get that V := f~!(B,/2)(0) is open in
B,(0). So f|v is a homeomorphism onto B, 5(0). We claim that f~' €
C?(B,2(0), E).

Let y = f(x) and b = f(a), then f(z)— f(a)— f'(a)(x—a) = o(z—a).
Thus

fl@)™y=b) = (f(y) = 71 (1) = fla) "oz — a).

Since
i@ =l ol —a) [ =a] _ 1
v=b |y—=b  y=b |w—al |y—0b 2

we get
(f'@) = (o)
The mapping of taking inverse is C* and f~!is C?, this implies that
f~tis C'. Inductively we then conclude that f~! is C?.

3.3. Implicit function theorem. Let U C E, V C F be open sets
in Banach spaces and let f : U xV — G be a CP map. Assume
that Dof(a,b) € L(F,G) is an isomorphism. Then there is a unique
continuous map g : Uy — V' on a possibly smaller open set a € Uy such
that g(a) = b and f(z,g(x)) = f(a,b). Moreover g is also C?.

By identifying F' and G via Dsf(a,b) we may assume that G = F
and Do f(a,b) = Ip. We may also assume that f(a,b) = 0. Consider
the map

¢p:UxV = ExXF via ¢(z,y) = (z, f(z,y)).

Ig 0
1f((1, b) IF
isomorphism on E x F. By the inverse function theorem the C? local
inverse 1 exists and we can write ¢(z,z) = (x,h(x, z)) for some CP
map h. Apply ¢ to it we get

(:L‘,Z) = fw(% z) = gb(:Ly h(m,z)) = (%,f(l‘,h(:)j, z)))
Thus z = f(x, h(z,2)). Let g(z) = h(x,0) then we get f(z,g(z)) = 0.

Then ¢'(a,b) is represented by ( D , which is clearly an

Exercise 13. Verify the uniqueness part of the implicit function theo-
rem.
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4. ORDINARY DIFFERENTIAL EQUATIONS

4.1. The backgraound. Let f : U — FE be a CP map in Banach
spaces F with U open in E. We also call f a C? vector field on U.
We want to solve integral curves «, : I — U on a maximal interval
I, = (az, by), (az,b:) C RU{£o0}, such that

(1) = flag(t)) forte L.

and with given initial data a,(0) = z. As we will see shortly that
the existence and uniqueness of this ordinary differentia equation fol-
lows readily from the contraction mapping principle and moreover «,
depends continuously on .

By putting x as a parameter we write a(t, ) = a,(t) and call it the
local flow generated by f. Namely for each ¢, we get a local homeo-
morphism ¢; on U, namely ¢, : Uy — U_; where Uy = {z € U |t € I}
is the open subset that that can be moved by the integral curve up to
time t.

Up to this point all we just says are standard material in any first
course in differential equations when £ = R"™. And in that case we only
need f to be Lipschitz. However, the further smoothness assumption
C? will in fact imply the flow to be C? too. Unfortunately this is much
harder to prove.

There exist at least two proofs of this smooth dependence result.
The old one is along the classical methods and deal with non-trivial
estimates. A beautifully written proof can be found in the book by
Hirsch and Smale.

The second proof is due to Pugh and Robbin in 1968 which uses
the Banach implicit function theorem. The issue here is that it is
conceptually very simple to get the result and this is why we want to
discuss it in this notes. Here we follows the exposition of Lang in his
textbook “Real Analysis” closely, with simplification on the proof of
continuity of Dy made by the author.

Far reaching generalization to Fréchet spaces was due to Nash in
1960’s and now emerges into the so called Nash-Moser inverse func-
tion theorem. The reader may consult Harmilton’s beautiful article in
Bulletin AMS, 1982, for more details.

4.2. The Lipschitz case. We can allow f to be time dependent. Let
0 € J be a fixed interval. f: JxU — E amap with |f(t,z)— f(¢,y)| <
K|z —y| for all z,y € U and t € J, where K > 1 is a fixed constant.
Assume that |f| < M for some M > 1.
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For any z € U, let B3.(z) CU with0 <r <1 and let b < r/MK,
then there is a unique continuous flow o : Jp X B,(z) — U. (We set
I, = [~b,b] and J, = (—b,b).)

Let x € B,(z) and X = C(I, Ba,(2)), which is Banach.

(Spa)(t) == x+/0 fu, a(u)) du

define a map S, : X — X since |S,a < r+bM < 2r. Also bK <
r/M < 1 and
[Seae = 5o 8] < bsup [f(u, a(u)) = f(u, B(u))| < bK]o = f],

hence there exist a unique fixed point o, € X of S,. The Lipschitz
continuity of «, in z is standard (as was shown before): Since |Sya, —

Olyl = |$ - y|7

|Spay — oy < Z |Sqay — Sy oy
< ((bk)" + -+ + (0k) + 1)|z —y| < Clz —y|
with C' = 1/bK. Take n — oo we get o, — ay| < C|z — y|. Finally
lalt, ) —als, )| < falt, ) — alt, y)| + oy (t) — ay(s)]
< Clz =yl + |ay(t) — ay(s)]
implies the continuity of the flow «.
The uniqueness statement is easy and is left to the reader.

4.3. Reduction to time/parameter independent case. Although
we prove the result for f depends on time, it is indeed equivalent to
the time-independent case. Indeed, given a time-dependent vector field
[+ JxU — E, we define a time -independent vector field f : J x U —
R x E by f(s,z) = (1, f(s,z)) over J x U.
Let & = (,7) be its flow. Namely
&(t, (s,2)) = f(alt,(s,2))) and a(0,(s,2)) = (s,%).
Then 3'(t, (s, x)) = 1 with 5(0, (s,z)) = s shows that 3(t, (s, z)) = t+s.
Thus
fa(t, (s,2))) = f(t +s.9(t (s,2))) = (L, f(t + 5,7(t, (5,2)))

and then v satisfies
V(¢ (s,x)) = f(t+s,7(t (s,2)) and (0, (s,2)) = z.
The map a(t, z) := 7(t, (0, x)) is then the flow of the original f.
Now we consider a time/parameter-dependent vector field

f:JxVxU=—E.
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with parameter space V' being open in some Banach space B.

Let f:Jx (V xU) — F x E be the time-dependent vector field on
V x U defined by f(t,(z,z)) = (0, f(t,z,2)) and a = (3, 7) be its flow.
Then

(6/(t7 <Z>x))77/(t7 (Z,.I‘))) = (07 F(tv Z?*T))a
(ﬁ(oa (Z7$))77(Oa (va» = (Z,.I)

implies that G(t, z,z) := y(t, (z,z)) is the flow of the original f.
Notice that the above reduction preserve the C? condition of the
vector field as well as the flow.

4.4. Local smoothness of the flow: The C? case. Given a C?
vector field f : U — E with U open in E. Let F = C°1,, E) be
the Banach space under the sup norm and V = C°(I;,,U) be an open
subset. Consider the map T': U x V — F

T(z,0)(t) :=x+ /0 flo(u))du —o(t).

Notice that the solution (x, ) of the equation T'(x,0) = 0 is precisely
the integral curve o = «a,. We already have the continuous implicit
function x — a, locally. The plan is to use implicit function theorem
to show that this map is indeed CP. For this purpose we need to first
show that T"is a C? map.

It is clear that DT (x,0) = Ig. We claim that

DQT(QZ,O’) :/ f/OO'—IF.
0

We only need to handle the main term, namely by the mean value

theorem
‘/fo(a—i—h)—/foa—/(f’oa)h‘

< [ 1o + bw) = flo(w) ~ Fo(w)hw)] o
< |h / sup | (z2) — f/(o(w)] du,

where z, is a point inside the line segment between o (u) and o (u)+h(u).
Since o(1Ip) is compact and f’ is continuous, we see that the sup goes
to zero when |h| — 0.
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We need to show that D57 is continuous to conclude that 7" is C*.
We compute

DyT(x,0) — DyT(y,7) = / (F'(o(u) — f/(r(u))) du.

This is small when |0 — 7| is small since o(I},) is compact and f’ is
continuous.

Exercise 14. Fill in the details of the above two arguments.

There is no difficulty to handle the C? case because the shape of DyT
is essentially the same as 7', and in fact even easier since it does not
involve x. So by the same argument and induction we get that DyT is
CP~! and hence T is CP.

Now we focus on a point (xg, 0g) with T'(xg,00) = 0 and let |f'| < C
on B, (xg). Pick b < 1/C, then

|DoT (20, 00) + Ir| = ‘/f/OUo <bC < 1.

This implies that DoT'(xg,00) € L(F, F) is an isomorphism. By the
implicit function theorem we thus proved in a neighborhood of zy the
map x — q is CP.

It remains to show that the (continuous) flow « : J, X B, (xg) — U
is C? with possibly smaller r and b. It suffices to show that D;a and
Dya are both CP~1.

We do the case p = 1 first. Since Dya(t,z) = f(a(t,z)), which is a
composition of continuous functions, we get the continuity of D;a.

For Dy, we need to first show that it exists. let ¢ be the derivative
of x — a,. So ¢ : B.(z9) — L(E,C(I,E)) = L(E, F) is C?~'. Then
Qpih — 0 = G(x)h + |h|y(h) with lim,_g (k) = 0. So

a(t,z+h) — a(t,z) = (¢(x)h)() + [h|o(h)(D).
Hence Dy exists and Doya(t, x)h = (¢(x)h)(t). In particular, Doc(t, z)h
is continuous for any h. For any fixed h, we have an equation for func-
tions in (¢, s):
t
a(t,x + sh) = (v + sh) + / fla(u, z + sh)) du.
0

We differentiate s under integral sign to get (why can we do so!)

t
Dya(t,x + sh)h = h + / I (a(u, z + sh))Dya(u, x + sh)h du.
0
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For s = 0 this gives
t
Dsa(t,z)h = h + / f'(a(u, z)) Do (u, x)h du.
0

Then for any h with |h| = 1 we compute
| Doar(t', 2" )b — Docr(t, z) R
= [(@(z")n) (") — (d(z)h)(1)]
< [((¢(z") = ¢(2)R) ()| + [(d(x)h)(t') — (¢(x)h)(1)].

The first term is a good term since it is bounded by |¢(z") — ¢(z)|. The
second term is

/t £ (s, 2)) (D)) (u) du

These estimates shows that |Dya(t', ') — Daa(t, )| — 0 when (', 2") —
(t,z). This finish the proof that the flow a is C*.

For the C? case, we prove by induction on p and we may suppose
that the theorem holds for the CP~! case. That is, a is CP~!.

Since Dy« is continuous, we may differentiate the integral equation
to get

< [t = t|Ce(x)]-

Doaft,x) = Ip + /t I (a(u,z))Dea(u, x) du.
Equivalently Dy satisfy the linoear ordinary differential equation
%Dga(t,az) = f(a(t,x))Dra(t,z), Ds(0,2) = Ig.

Since f’(a(t,x)) is CP~! by the induction hypothesis, we see that Docx
is CP~!. Here one may wonder the coefficient f’(a(t,x)) depends on

both time and parameter. This is OK since we have shown that such
cases can be reduced to the time/parameter independent case.

Exercise 15. Give a direct proof of the theorem for time/parameter
dependent linear equations.

For D;q, since it satisfies Dia(t,x) = f(a(t,z)). The induction
hypotheses shows that D;a is CP~! too. Putting together we get that
a is C? and the proof is completed.



