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0 Introduction

In this note, we will first introduce the Runge Approximation Theorem, as the most important
technic using in the researches of non-compact Riemann surfaces. Then as an application, we can
use it to prove that any holomorphic vector bundles on a non-compact Riemann surface is trivial.
Which is however, a highly non-trivial result.

In Forster’s book [1] and this note, we say X is a Riemann surface means it is a Hausdorff
space together with a maximal complex atlas Σ. Unlike the usual definition of manifolds, we do not
assume it to be second countable. But there is a theorem assert that these condition are enough
to make X be second countable.

Theorem 0.0.1 (Radó). Every Riemann surface X is second countable.

Although we will not prove or apply this theorem in this note, it’s still very important in the
theory of Riemann surfaces. By this theorem any construction of gluing local complex charts is
automatically a Riemann surface, even though the number of charts is uncountable.

Next, we will focus on our main theorem.
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1 The Runge Approximation Theorem

Before we start to prove the theorem, there are two lemmata we must handle first, the finiteness
theorem (2.1.3) and Weyl’s Lemma (1.1.7). Forster’s book [1] gives a proof of the finiteness theorem
for only trivial bundle. But in order to prepare for the proof of triviality of vector bundles, we may
apply the general version for any holomorphic vector bundles, which we will prove in 2.1. Thus,
we only need to prove Weyl’s Lemma as the setup.

1.1 Weyl’s Lemma

Recall the definition of distributions:

Definition 1.1.1. Suppose X is a open subset of C, a distribution on X is a continuous linear
mapping

T : C∞
0 (X) → C, f 7→ T [f ].

Saying that T is continuous is in the sense that if fj converges uniformly to f in any order, then
T [fj] converges to T [f ]. Let D′(X) denotes the vector space of all distributions on X.

Definition 1.1.2. The differentiation of a distribution T is defined by

(DαT )[f ] = (−1)|α|T [Dαf ].

There is a natural inclusion C∞
0 (X) ↪→ D′(X) given by

h 7→ Th, Th[f ] :=
x

X

h(z)f(z) dx dy.

One can check easily that
(DαTh)[f ] = TDαh[f ].

There are some basic properties of distributions:

Proposition 1.1.3. Suppose given an open subset X ⊂ C, a compact subset K ⊂ X and an
open interval I ⊂ R. Suppose g : X × I → C is an infinitely (real) differentiable function with
Supp(g) ⊂ K × I and T is a distribution on X. Then the function t 7→ Tz[g(z, t)] is infinitely
differentiable on I and satisfies

d

dt
Tz[g(z, t)] = Tz

[
∂g(z, t)

dt

]
. (1)

The subscript z indicates that T operates on g(z, t) as a function of z.

Proof
It suffices to prove (1), since repeated application of this result will show the infinite differen-
tiability with respect to t. For fixed t ∈ I and sufficiently small h ̸= 0 let

fh(z) :=
1

h
(g(z, t+ h)− g(z, t)).

2



Then fh ∈ C∞
0 (X) and

fh → ∂g(·, t)
∂t

as h→ 0 uniformly in any order.

Hence, because T is linear and continuous,

d

dt
Tz[g(z, t)] = lim

h→0

1

h
(Tz[g(z, t+ h)]− Tz[g(z, t)]) = lim

h→0
Tz[fh] = Tz

[
∂g(z, t)

∂t

]
.

■

Proposition 1.1.4. Suppose X, Y are open subsets of C and K ⊂ X, L ⊂ Y are compact subsets.
Further suppose g : X×Y → C is an infinitely (real) differentiable function with Supp(g) ⊂ K×L.
Then for any distribution T on X

Tz

[
x

Y

g(z, ζ) dξ dη

]
=

x

Y

Tz[g(z, ζ)] dξ dη.

Proof
It follows from (1.1.3) that Tz[g(z, ζ)] is infinitely differentiable with respect to ζ. Thus the
integral on the right hand side is well-defined. Suppose R ⊂ C is a rectangle with sides parallel
to the axes which contains L. Then the function g(z, ζ) extends as zero to K ×R. For every
integer n > 0 partition R into n2 subrectangles Rnν , ν = 1, . . . , n2, by subdividing the sides
into n equal parts. Choose a point ζnν in each Rnν . Let A be the area of R. Then the Riemann
sums

Gn(z) :=
A

n2

n2∑
ν=1

g(z, ζnν)

converges as n → ∞ to the integral
s

Y
g(z, ζ) dξ dη uniformly in any order. Thus from the

continuity of T it follows that

x

Y

Tz[g(z, ζ)] dξ dη = lim
n→∞

A

n2

n2∑
ν=1

Tz[g(z, ζnν)] = lim
n→∞

Tz[Gn] = Tz

[
x

Y

g(z, ζ) dξ dη

]
.

■

Definition 1.1.5. For ϵ > 0 denote by D(z, ϵ) the open disk with center z and radius ϵ and by
D(z, ϵ) its closure. If U ⊂ C is an open set, then

U (ϵ) := {z ∈ U : D(z, ϵ) ⊂ U}

is also open.
Choose a smooth function ρ on C with the following properties:

i. Supp(ρ) ⊂ D(0, 1),

ii. ρ is invariant under rotations, i.e., ρ(z) = ρ(|z|) for every z ∈ C,
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iii.
s

C ρ(z) dx dy = 1.

Set

ρ(z) =
1

ϵ2
ρ
(z
ϵ

)
.

Then Supp(ρϵ) ⊂ D(0, ϵ) and x

C

ρϵ(z) dx dy = 1.

Given a continuous function f : U → C, define a new function

(smϵf)(z) :=
x

U

ρϵ(z − ζ)f(ζ) dξ dη =
x

|ζ|<ϵ

ρϵ(ζ)f(z + ζ) dξ dη, z ∈ U (ϵ).

Clearly smϵf is a smooth function on U (ϵ), since one can differentiate under the integral. The
function smϵf is called a smoothing of f .

Proposition 1.1.6. Suppose U ⊂ C is open, f ∈ C∞(U) and ϵ > 0. The followings are true.

i. For every α, Dα(smϵf) = smϵ(D
αf).

ii. If z ∈ U (ϵ) and f is harmonic on D(z, ϵ), then (smϵf)(z) = f(z).

Proof
i. is trivial. ii. If f is harmonic on D(z, ϵ), then for every r ∈ [0, ϵ) it satisfies the Mean Value
Principle

f(z) =
1

2π

2πw

0

f(z + reiθ) dθ.

Thus

(smϵf)(z) =
x

|ζ|<ϵ

ρϵ(ζ)f(z + ζ) dζ dη =

2πw

0

ϵw

0

ρϵ(r)f(z + reiθ)r dr dθ

= 2πf(z)

ϵw

0

ρϵ(r)r dr = f(z).

■

Theorem 1.1.7 (Weyl’s Lemma). Suppose U is an open set in C and T is a distribution on U
with ∆T = 0. Then T is a smooth function. In other words, if T [∆φ] = 0 for every φ ∈ C∞

0 (U),
then there exists a function h ∈ C∞(U) with ∆h = 0 and

T [f ] =
x

U

h(z)f(z) dz dy, for every f ∈ C∞
0 (U).

Proof
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Suppose ϵ > 0 is arbitrary. For z ∈ U (ϵ) the function ζ 7→ ρϵ(ζ − z) has compact support in
U . Hence

hϵ(z) := Tζ [ρϵ(ζ − z)]

is defined. By (1.1.3) the function hϵ is smooth on U (ϵ). For every function f ∈ C∞
0 (U (ϵ)), the

function smϵf has compact support in U (ϵ) and by (1.1.4) one has

T [smϵf ] = T

x
U(ϵ)

ρϵ(ζ − z)f(z) dx dy

 =
x

U(ϵ)

hϵ(z)f(z) dx dy.

By the Doubeault Lemma there exists a function ψ ∈ C∞(C) with ∆ψ = f . The function ψ
is harmonic on V := C \ Supp(f). Thus by (1.1.6 ii.)

ψ = smϵψ on V (ϵ).

Hence φ := ψ − smϵψ has compact support in U and by (1.1.6 i.) satisfies

∆φ = ∆(ψ − smϵψ) = ∆ψ − smϵ∆ψ = f − smϵf.

Since ∆T = 0, one has

T [f ] = T [smϵf ] =
x

U(ϵ)

hϵ(z)f(z) dx dy. = Thϵ [f ]

operates on f ∈ C∞
0 (U (ϵ)). ∆hϵ = 0 is from ∆T = ∆Thϵ = T∆hϵ = 0.

For ϵ′ > ϵ, the distributions Thϵ and Thϵ′
operate identically on the space C∞

0 (U (ϵ′)). Thus,
hϵ|U(ϵ′) = hϵ′ and

h(z) := hϵ(z), for z ∈ U (ϵ)

is a well-defined smooth function on U which we want.
■

Corollary 1.1.8. Suppose T is a distribution on the open set U ⊂ C with (∂T/∂z) = 0. Then T
is a holomorphic function on U .

Proof
Since

∆T = 4
∂

∂z

(
∂

∂z
T

)
= 0,

one can see that T ∈ C∞(U). Because (∂T/∂z) = 0, T is holomorphic.
■

1.2 Doubeault’s Lemma on Relatively Compact Open Subset

Lemma 1.2.1. Suppose Y is a relatively compact open subset of a non-compact Riemann surface
X. Then there exists a holomorphic function f : Y → C which is not constant on any connected
component of Y .
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Proof
Choose a domain Y ′ such that Y ⋐ Y ′ ⋐ X and a point a ∈ Y ′ \ Y . Since X is non-compact
and connected, Y ′ \ Y is not empty. Now apply (2.2.6) to Y ′ and a.

■

Lemma 1.2.2. Suppose X is a non-compact Riemann surface and Y ⋐ Y ⊂ X are open subsets.
Then

L := Im(H1(Y ′, O) → H1(Y, O)) = 0.

Proof
By (2.1.3) we already know that dimL = k < ∞. Choose cohomology classes ξ1, . . . , ξk ∈
H1(Y ′, O) such that their restrictions to Y span the vector space L. According to (1.2.1) we
may choose a function f ∈ O(Y ′) which is not constant on any connected component of Y ′.
Since H1(Y ′, O) is in a natural way a module over O(Y ′), the products fξj ∈ H1(Y ′, O) are
defined. By the choice of the ξj there exists constants cjl ∈ C such that

fξj =
k∑

l=1

cjlξl on Y for j = 1, . . . , k.

Set
F := det(fδjl − cjl).

Then F is a holomorphic function on Y ′ which is not identically zero on any connected
component of Y ′. It follows that

Fξj|Y = ξj −
k∑

l=1

cjlξl = 0 for j = 1, . . . , k.

An arbitrary cohomology class ζ ∈ H1(Y ′, O) can be represented by a cocycle (fjl) ∈
Z1(U, O), where U = {Uj} is an open covering of Y ′ such that each zero of F contained
in at most one Uj, Thus for j ̸= l one has F |Uj∩Ul

∈ O∗(Uj ∩Ul). Hence there exists a cocycle
(gjl) ∈ Z1(U, O) such that fjl = Fgjl. Let ξ ∈ H1(Y ′, O) be the cohomology class of (gjl).
Then ζ = Fξ. Hence on gets ζ|Y = Fξ|Y = 0.

■

Theorem 1.2.3. Suppose X is a non-compact Riemann surface and Y ⋐ Y ′ ⊂ X are open
subsets. Then for every differential form ω ∈

∧0, 1(Y ′) there exists a function f ∈ C∞(Y ) such
that ∂f = ω|Y .
Proof

The problem has a solution locally. Thus there exist an open covering U = {Uj} of Y ′ and
functions fj ∈ C∞(Uj) such that ∂fi = ω|Uj

. The differences fj−fl are holomorphic on Uj∩Ul

and define a cocycle in Z1(U, O). By (1.2.2) this cocycle is cohomologous to zero on Y and
thus there exist holomorphic functions gj ∈ O(Uj ∩ Y ) such that

fj − fl = gj − gl on Uj ∩ Ul ∩ Y.
Hence there exists a function f ∈ C∞(Y ) such that

f = fj − gj on Uj ∩ Y.
But then the function f satisfies the equation ∂f = ω|Y .

■
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1.3 Proof of the Runge Approximation Theorem

Definition 1.3.1. Suppose X is a Riemann surface. For any subset Y ⊂ X let h(Y ) denote the
union of Y with all the relatively compact connected components of X \Y . An open subset Y ⊂ X
is called Runge if Y = h(Y ), i.e., if none of the connected components of Y is compact.

There are some basic properties of the hull operator.

Proposition 1.3.2. Suppose Y and Z are subsets of a Riemann surface X, the followings are
true.

i. h(h(Y )) = h(Y ).

ii. Y ⊂ Z ⇒ h(Y ) ⊂ h(Z).

iii. Y is closed ⇒ h(Y ) is closed.

iv. Y is compact ⇒ h(Y ) is compact.

Lemma 1.3.3. Suppose K1 and K2 are compact subsets of a Riemann surface X with K1 ⊂
int(K2) and K2 = h(K2). Then there exists an open subset Y of X which is Runge and satisfies
K1 ⊂ Y ⊂ K2. Moreover one may choose Y so that its boundary is regular.

Proof
Given x ∈ ∂K2 there is a coordinate neighborhood U of x which does not meet K1 In U choose
a compact disk D containing x in its interior. Then finitely many such disks, say D1, . . . , Dk,
cover X. Set

Y := K2 \ (D1 ∪ · · · ∪Dk).

Then Y is open and K1 ⊂ Y ⊂ K2. Let Cj, j ∈ J be the connected components of X \K2.
By assumption they are not relatively compact. Every Dk is connected and meets at least one
Cj. Hence no connected component of X \ Y is relatively compact, i.e., Y = h(Y ). Finally,
it’s easy to verify that all the boundary points of Y are regular by definition.

■

Theorem 1.3.4. Suppose X is a non-compact Riemann surface and Y ⋐ X a relatively compact
Runge domain. Then there exists a sequence Y0 := Y ⋐ Y1 ⋐ . . . of relatively compact Runge
domains with

⋃
Yj = X and so that every Yj has a regular boundary.

Proof
Since X is second countable and locally Hausdorff, there exists a compact exhaustion K1 ⊂
K2 ⊂ . . . of X. Fix a exhaustion, then we can construct Yj inductively. Let K ⊃ Yj−1 be a
compact subset of X, choose a compact subset K ′ ⊂ X such that K ∪Kj ⊂ int(K ′). Set

A = K ∪Kj, B = h(K ′).

Then A and B are compact sets satisfying A ⊂ int(B) and B = h(B). By (1.3.3) we can take
Yj to be a Runge domain with A ⊂ Yj ⊂ B and so that its boundary is regular. One can
easily check Yj−1 ⋐ Yj and Kj ⊂ Yj. Consequently,

⋃
Yj ⊃

⋃
Kj = X, and thus the sequence

satisfies our conditions.
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Definition 1.3.5. Suppose X is a Riemann surface and Y ⊂ X is an open subset. We can
choose a countable family of compact sets Kj ⊂ Y , j ∈ J , with

⋃
int(Kj) = Y and such that

Kj is contained in some coordinate neighborhood (Uj, zj). For every j and α = (α1, α2) define a
semi-norm

pjα(f) := sup
z∈Kj

|Dα
j f(z)|, where Dα

j =

(
∂

∂xj

)α1
(
∂

∂yj

)α2

is the appropriate differential operator relative to the coordinate zj. These countably many semi-
norms define a topology on C∞(Y ). A neighborhood basis of zero is given by finite intersections
of sets of the form

U (pjα, ϵ) := {f ∈ C∞(Y ) : pjα(f) < ϵ}, ϵ > 0.

Then the convergence with respect to this topology means uniform convergence in any order of
derivatives on every Kj. This topology is called the Fréchet structure on C∞(Y ).

One can easily check that this topology is independent of the choice ofKj and (Uj, zj). Let C
∞(Y )′

have the topology given by another choice of countable compact family and local coordinates, then
the identity map is sequentially continuous, because they define the same convergence. Since they
are first countable, sequential continuity implies continuity. Thus, the identity map is continuous,
and hence homeomorphic by the symmetricity. On the vector subspaceO(Y ) ⊂ C∞(Y ) the induced
topology coincides with the topology of uniform convergence on compact subsets. Analogously one
can introduce the Fréchet structure on the vector space

∧0, 1(Y ) of (0, 1)-forms on Y with smooth
coefficients. An element ω ∈

∧0, 1(Y ) may be written ω = fjdzj on Uj. Set

pjα(ω) = pjα(fj).

Then the topology is obtained as above from the semi-norms pjα.

Lemma 1.3.6. Suppose Y is an open subset of a Riemann surface X. Then every continuous
linear map T : C∞(Y ) → C has compact support, i.e., there exists a compact subset K ⊂ Y such
that

T [f ] = 0 for every f ∈ C∞(Y ) with Supp(f) ⊂ Y \K.

An analogous result is also true for
∧0, 1(Y ).

Proof
Since T is continuous, there exists a neighborhood U of zero in C∞(Y ) such that |T [f ]| < 1
for every f ∈ U . By the definition of the topology on C∞(Y ) there exist elements j1, . . . , jm,
α1, . . . , αm and ϵ > 0, such that

U (pj1α1 , ϵ) ∩ · · · ∩ U (pjmαm , ϵ) ⊂ U.

Let K := Kj1 ∪ · · · ∪Kjm . If f ∈ C∞(Y ) with Supp(f) ⊂ Y \K, then for arbitrary λ > 0,

pj1α1(λf) = · · · = pjmαm(λf) = 0.

Thus λf ∈ U and |T [f ]| = |T [λf ]|/λ < 1/λ. This is possible only if T [f ] = 0.
■
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Lemma 1.3.7. Suppose Z is an open subset of a Riemann surface X and S :
∧0, 1(X) → C is a

continuous linear mapping with S[∂g] = 0 for every g ∈ C∞(Y ) with Supp(g) ⋐ Z. Then there
exists a holomorphic 1-form σ ∈ Ω(X) such that

S[ω] =
x

Z

σ ∧ ω

for every ω ∈
∧0, 1(X) with Supp(ω) ⋐ Z.

Proof
Suppose z : U → V ⊂ C is a chart on X which lies in Z. Identify U with V . For φ ∈ C∞

0 (U)
denote by φ̃ the 1-form which equals φdz on U and zero on X \ U . Then the mapping

SU : C∞
0 (U) → C, φ 7→ S[φ̃]

is a distribution on U with ∂SU/∂z = 0. Hence by corollary of Weyl’s Lemma (1.1.8) there
exists a unique holomorphic function hU ∈ O(U) with

S[φ̃] =
x

U

hU(z)φ(z) dz ∧ dz for every φ ∈ C∞
0 (U).

Setting σU := hU dz, we get

S[ω] =
x

U

σU ∧ ω

for every ω ∈
∧0, 1(U) with Supp(ω) ⋐ U . Now carry out the same construction with respect

to another chart U ′, then x

U

σU ∧ ω =
x

U ′

σU ′ ∧ ω

for every ω ∈
∧0, 1(X) with Supp(ω) ⋐ U ∩ U ′. This implies σU = σU ′ on U ∩ U ′. Thus the

σU piece together to give a 1-form σ ∈ Ω(Z). If ω ∈
∧0, 1(X) is an arbitrary 1-form with

Supp(ω) ⋐ Z, then using a partition of unitity one can write ω = ω1+· · ·+ωm, Supp(ωj) ⋐ Uj

with each Uj is in a local chart. Thus

S[ω] =
n∑

j=1

S[ωj] =
n∑

j=1

x

Uj

σUj
∧ ωj =

x

Z

σ ∧ ω.

■

Lemma 1.3.8. Suppose Y is a relatively compact open Runge subset of a non-compact Riemann
surface X. Then for every open subset Y ′ with Y ⋐ Y ′ ⊂ X the image of the restriction map
O(Y ′) → O(Y ) is dense, where the topology is uniform convergence on compact subsets.

Proof
Denote by β : C∞(Y ′) → C∞(Y ) the restriction map. By the Hahn-Banach theorem, if
there is some f ∈ O(Y ) not in the closure of β(O(Y ′)), then we can construct a continuous
linear functional T so that T |β(O(Y ′)) = 0 and T (f) = 1. Thus, it suffices to show that every
continuous functional on C∞(Y ) which vanishes on β(O(Y ′)) also vanishes on O(Y ).
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To prove this, define a linear mapping

S :
∧0, 1(X) → C

in the following way. By (1.2.3) given ω ∈
∧0, 1(X) there exists a function f ∈ C∞(Y ′) with

∂f = ω|Y ′ . Then set
S[ω] := T [f |Y ].

This definition is independent of choice of the function f . For, if ∂g = ω|Y ′ then f−g ∈ O(Y ′)
and thus by assumption T [f |Y ] = T [g|Y ], We will now show that S is continuous. Consider
the vector space

V := {(ω, f) ∈
∧0, 1(X)× C∞(Y ′) : ∂f = ω|Y ′}.

Since ∂ : C∞(Y ′) →
∧0, 1(Y ′) is continuous, by the closed graph theorem V is a closed vector

subspace of
∧0, 1(X)× C∞(Y ′) and thus a Fréchet space. Now the projection π1 is surjective

and thus is open by the Theorem of Banach. Also the mapping β ◦ π2 is continuous, for every
open subset U ∈ C, one can see that

S−1(U) = π1((T ◦ β ◦ π2)−1(U)) is open.

Therefore S is a continuous map.
By (1.3.6) there exists a compact subset K ⊂ Y and a compact subset L ⊂ X with

(a) T [f ] = 0 for every f ∈ C∞(Y ) with Supp(f) ⊂ Y \K

(b) S[ω] = 0 for every ω ∈
∧0, 1(Y ) with Supp(ω) ⊂ X \ L

If g ∈ C∞(X) is a function with Supp(g) ⋐ X \K, then S[∂g] = T [g|Y ] = 0. Thus by (1.3.7)
there exists a holomorphic 1-form σ ∈ Ω(X \K) such that

S[ω] =
x

X\K

σ ∧ ω

for every ω ∈
∧0, 1(X) with Supp(ω) ⋐ X \ K. Because of (b) it must be the case that

σ|X\L = 0. Every connected component of X \ h(K) is not relatively compact by definition,
in particular, is not contained in L and hence meets X \ L. Thus by the identity theorem
σ|X\h(K) = 0, i.e.

S[ω] = 0 for every ω ∈
∧0, 1(X) with Supp(ω) ⋐ X \ h(K).

Now suppose f ∈ O(Y ). We have to show T [f ] = 0. Since Y is Runge, h(K) ⊂ Y . Hence
there is a function g ∈ C∞(X) with f = gin a neighborhood of h(K) abd Supp(g) ⋐ Y .
Then T [f ] = T [g|Y ] = S[∂g] by (a), and Supp(∂g) ⋐ X \ h(K) since g is holomorphic on a
neighborhood of h(K). Thus T [f ] = S[∂g] = 0 for every f ∈ O(Y ).

■

Theorem 1.3.9 (The Runge Approximation Theorem). Suppose X is a non-compact Riemann
surface and Y ⊂ X is a Runge domain. Then every holomorphic function on Y can be approximated
uniformly on every compact subset of Y by holomorphic functions on X.
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Proof
It suffices to consider the case when Y is relatively compact in X. Suppose f ∈ O(Y ), a
compact subset K ⊂ Y and ϵ > 0 are given. By (1.3.4) there exists an exhaustion Y1 ⋐ Y2 ⋐
· · · of X by Runge domains with Y0 := Y ⋐ Y1. By (1.3.8) there is a holomorphic function
f1 ∈ O(Y1) with

||f1 − f ||K < 2−1ϵ,

where || · ||K denotes the supremum norm on K.
Now using (1.3.8) and induction one gets a sequence of functions fn ∈ O(Yn) with

||fn − fn−1||Y n−2
< 2−nϵ for every n ≥ 2.

For every n ≥ 0 the sequence (fj)j>n converges uniformly on Yn. Hence there exists a function
F ∈ O(X), holomorphic on all of X, which on each Yn is the limit of the sequence (fj)j>n.
Thus, by construction, ||F − f ||K < ϵ.

■

2 Applications

2.1 Finiteness Theorem

Theorem 2.1.1 (Montel). Suppose U is an open subset of C, a family of holomorphic functions
F ⊂ O(U) is normal if and only if it is locally uniformly bounded.

Note that under the Fréchet structure, normality is equivalent to compactness.

Theorem 2.1.2 (Schwartz). Suppose E and F are Fréchet spaces and φ, ψ : E → F are contin-
uous linear mappings such that φ is surjective and ψ is compact. Then the image of the mapping
φ− ψ has finite codimension in F .

Theorem 2.1.3. Suppose Y is a relatively compact open subset of a Riemann surface X and E
is a holomorphic vector bundle on X. Then H1(Y, OE) is finite dimensional.

Proof
There is an open set Y ′ with Y ⋐ Y ′ ⋐ X and open sets Vj ⋐ Uj, j = 1, . . . , r, in X with the
following properties:

i.
⋃r

j=1 Vj = Y ,
⋃r

j=1 Uj = Y ′.

ii. Every Uj is biholomorphic to an open subset of C.

iii. On every Uj there is a holomorphic linear chart hj : EUj
→ Uj × Cn.

Now U := {Uj} and B := {Vj} are Leray coverings of Y ′ resp. Y for the sheaf OE. We claim
that the restriction mapping H1(U, OE) → H1(B, OE) is surjective. To show this, set

Yk := Y ∪
k⋃

j=1

Uj.

11



Clearly it suffices to show that the mappings

H1(Yk, OE) → H1(Yk−1, OE)

for k = 1, . . . , r are surjective. Fix k and let

Wj := Uj ∩ Yk−1 for j = 1, . . . , r,

W ′
j := Wj for j ̸= k and W ′

k := Uk.

Then W = {Wj} and W′ = {W ′
j} are Leray coverings of Yk−1 resp. Yk. Since Wj ∩Wj =

W ′
j∩W ′

l for every j ̸= l, one has Z1(W, OE) = Z1(W′, OE). ThusH
1(W′, OE) → H1(W, OE)

is surjective, and our claim is true. This implies that the mapping

φ : C0(B, OE)× Z1(U, OE) → (B, OE)

(η, ξ) 7→ δ(η) + β(ξ)

is surjective, where β is the restriction map. One can make the space Z1(U, OE) into Fréchet
space in the following way. First OE(Uj ∩ Uk) ≃ O(Uj ∩ Uk)

n with topology of uniformly
convergence on compact subsets is a Fréchet space. Thus so is C1(U, OE) =

∏
j, k O(Uj ∩ Uk)

with the product topology. This point of view can also be applied to Ck(U, OE). It’s easy
to see that δ is continuous and Z1(U, OE) is a closed subset of C1(U, OE). Similarly, we can
define the Fréchet structures on Z1(B, OE) and C

0(U, OE). With respect to these topologies
the mappings δ : C0(B, OE) → Z1(B, OE) and β are continuous. Then (2.1.1) implies that
β is a compact operator. Hence

ψ : C0(B, OE)× Z1(U, OE) → Z1(B, OE)

(η, ξ) 7→ β(ξ)

is also compact. By (2.1.2) the mapping φ − ψ has finite codimensional image. However,
one can see that its image is precisely B1(B, OE). Thus H1(Y, OE) ≃ H1(B, OE) is finite
dimensional.

■

2.2 Triviality of Holomorphic Vector Bundles

Theorem 2.2.1. Suppose X is a non-compact Riemann surface. Then given a 1-form ω ∈
∧0, 1(X)

there exists a function f ∈ C∞(X) with ∂f = ω.

Proof
Suppose Y0 ⋐ Y1 ⋐ · · · is an exhaustion of X by Runge domains (1.3.4). By induction on n
we will construct functions fn ∈ C∞(Yn) such that

i. ∂fn = ω|Yn ,

ii. ||fn+1 − fn||Yn ≤ 2−n.

12



To begin choose any function f0 ∈ C∞(Y0) which is a solution of the differential equation
∂f0 = ω|Y0 (1.2.3). Now suppose fn has been constructed. There exists gn+1 ∈ C∞(Yn+1) with
∂gn+1 = ω|Yn+!

. On Yn one has ∂gn+1 = ∂fn and thus gn+1 − fn is holomorphic on Yn. By the
Runge Approximation Theorem (1.3.9) there exists h ∈ O(Yn+1) such that

||(gn+1 − fn)− h||Yn ≤ 2−n.

Set fn+1 = gn+1 − h, it satisfies the desired properties. Now follows that the functions fn
converge to a solution f ∈ C∞(X) of the differential equation ∂f = ω.

■

Corollary 2.2.2. Suppose X is a non-compact Riemann surface. Then

H1(X, O) = 0.

Proof
By the Doubeault Theorem one has H1(X, O) ≃

∧0, 1(X)/Im ∂. But by (2.2.1) ∂ is surjective.
■

Definition 2.2.3. Suppose D is a divisor of a Riemann surface X, let

XD := {x ∈ X : D(x) ≥ 0}.

By a weak solution of D we mean a function f ∈ C∞(XD) with the following property. For
every point x ∈ X there exists a coordinate neighborhood (U, z) with z(x) = 0 and a function
ψ ∈ C∞(U) with ψ(x) ̸= 0, such that

f = ψzk on U ∩XD, where k = D(x).

Lemma 2.2.4. Suppose X is a Riemann surface, c : [0, 1] → X is a curve and U is a relatively
compact open neighborhood of c([0, 1]). Then there exists a weak solution φ of the divisor ∂c with
f |X\U = 1, such that for every closed 1-form ω one has

w

c

ω =
1

2πi

x

X

dφ

φ
∧ ω.

Lemma 2.2.5. Every divisor D on a non-compact Riemann surface X has a weak solution.

Proof
Choose a sequence K1, K2, . . . of compact subsets of X, using a similar method to (1.3.4) we
can assume them to have the following properties:

i. Kj = h(Kj) for every j ≥ 1,

ii. Kj ⊂ int(Kj+1) for every j ≥ 1,

iii.
⋃
Kj = X.

13



We claim that given a0 ∈ X \ Kj, there exists a weak solution φ of the divisor (a0) with
φ|Kj

= 1.
In order to prove the claim, note that since Kj = h(Kj), the point lies in a connected

component U of X \ Kj which is not relatively compact. Hence there exists a point a1 ∈
U \Kj+1 and a curve c0 in U with ∂c0 = (a0) − (a1). By (2.2.4) there is a weal solution φ0

of ∂c0 with φ0|Kj
= 1. Repeating the construction gives a sequence of points ak ∈ X \Kj+k,

curves ckin X \Kj+k with ∂ck = (ak)− (ak+1) and weak solutions φk of ∂ck with φ|Kj+k
= 1.

The infinite product

φ :=
∞∏
k=0

φk

converges, since on every Kj there are only finitely many factors which are not identically 1.
Now φ is the desired weak solution of the divisor (a0).

Suppose D is an arbitrary divisor on X. For each j set

Dj(x) :=

{
D(x), if x ∈ Kj \Kj−1,

0, otherwise,

where K0 := ∅. Then D =
∑
Dk. Since Dk is non-zero at a finite number of points, there is

a weak solution ψk of the divisor Dk with ψk|Kk
= 1. The product

ψ :=
∞∏
k−1

ψk

is thus a weak solution of D.
■

Theorem 2.2.6 (Weierstrass). On a non-compact Riemann surface X every divisor D is a divisor
of a meromorphic function f ∈ M ∗(X).

Proof
Since the problem has a solution locally, there exists an open covering U = (Ui)i∈I of X and
meromorphic functions fi ∈ M ∗(Ui) such that the divisor of fi coincides with D|Ui

. We may
assume that all the Ui are simply connected. On the intersection Ui ∩Uj the functions fi and
fj have the same zeros and poles, i.e.,

fi
fj

∈ O∗(Ui ∩ Uj) for every i, j ∈ I.

Now suppose ψ is a weak solution of D (2.2.5). Then ψ = ψifi on Ui, where the function
ψi ∈ C∞(Ui) has no zeros. Since Ui is simply connected, there exists a function φi ∈ C∞(Ui)
with ψi = eφi . Then on Ui ∩ Uj one has

eφj−φi =
fi
fj

∈ O∗(Ui ∩ Uj)
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and thus φij := φj − φi ∈ O(Ui ∩ Uj). One can see that the family (φij) is a cocycle in
Z1(U, O). Because H1(X, O) = 0 (2.2.2), this cocycle splits. Thus there exists holomorphic
functions gi ∈ O(Ui) with

φij = φj − φi = gj − gi, egjfj = egifi on Ui ∩ Uj

for every i, j ∈ I. Hence there exists a global meromorphic function f with f = egifi on Ui

for every i ∈ I. One has (f) = D.
■

Lemma 2.2.7. Suppose E is a holomorphic vector bundle on a Riemann surface X and Y is a
relatively compact open subset of X. Then given any a ∈ Y there exists a meromorphic section of
E over Y which has a pole at a and is holomorphic on Y \ {a}.

Proof
Suppose (U1, z0) is a coordinate neighborhood of a with z0(a) = 0 and local trivialization
h : E|U1 ≃ U1 × Cn. Set U2 := X \ {a}. Then U = {U1, U2} a open covering of X.
The functions z−α := (z−α1

1 , . . . , z−α1
n ), where h = (z0, z), are holomorphic on U1 ∩ U2 =

U1 \ {a} and represent cocycles ζα ∈ Z1(U, OE). Let k := dimH1(Y, OE) < ∞ (2.1.3), take
α1, . . . , αk+1 ∈ Nn different, the cocycles

ζαj
|Y ∈ Z1(U ∩ Y, OE), 1 ≤ j ≤ k + 1,

are linearly dependent modulo the coboundaries. Thus there exist complex numbers c1, . . . ,
ck+1, not all zero, and a cochain η = (f1, f2) ∈ C0(U ∩ Y, OE) such that

c1ζα1 + · · ·+ ck+1ζαk+1
= δη, with respect to U ∩ Y,

i.e.,
k+1∑
j=1

cjz
−αj = f2 − f1 on U2 ∩ U2 ∩ Y.

Hence there is a function f ∈ M (Y ), which coincides with

f1 +
k+1∑
j=1

cjz
−αj

on U1 ∩ Y and which is equal to f2 on U2 ∩ Y = Y \ {a}. This is the desired function.
■

Proposition 2.2.8. Suppose E is a holomorphic vector bundle of rank n on a Riemann surface
X. Let U = {Uj} be an open covering of X, hj : EUj

→ UJ ×Cn, j ∈ J , be a holomorphic atlas for
E and (gjk) ∈ Z1(U), GLn(O) be the corresponding cocycle of transition functions. Then TFAE:

i. E is holomorphically trivial.

ii. There exist n global holomorphic sections F1, . . . , Fn of E such that for each point x ∈ X
the vectors F1(x), . . . , Fn(x) ∈ Ex are linearly independent.
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iii. The cocycle (gjk) splits, i.e., there exists a cochain (gl) ∈ C0(U, GLn(O)) with

gjk = gjg
−1
k on Ui ∩ Uj for every j, k ∈ J.

Lemma 2.2.9. Suppose X is a non-compact Riemann surface and E is a holomorphic vector bun-
dle on X. If E has a non-trivial global meromorphic section, then E also has a global holomorphic
section which has no zeros.

Proof
Suppose f is a non-trivial meromorphic section of E over X and A ⊂ X is a discrete subset
consisting of ite zeros and poles. Suppose a ∈ A and h : EU → U × Cn is a holomorphic
linear chart of E on an open neighborhood U of a. Relative to the chart h we may represent
f as (f1, . . . , fn) ∈ M (U)n. Let k(a) be the minimum of the orders of the functions fj at the
point a. By (2.2.6) there exists a meromorphic function φ ∈ M (X) which at each point a ∈ A
has order −k(a) and is holomorphic and non-zero on X \ A. Then f := φf is a holomorphic
section of E which has no zeros.

■

Theorem 2.2.10. Every holomorphic line bundle E on a non-compact Riemann surface X is
holomorphically trivial.

Proof
Suppose ∅ ̸= Y0 ⋐ Y1 ⋐ · · · is a sequence of relatively compact Runge domains in X with⋃
Yj = X. By (2.2.7) over every Yj there is a meromorphic section. Thus by (2.2.9) there is

also a holomorphic section which does not vanish. Hence E is trivial over each Yj by (2.2.8). It
then follows from the Runge Approximation Theorem (1.3.9) that every holomorphic section
of E over Yj can be approximated uniformly on compact subsets by holomorphic sections of
E over Yj+1. Let f0 ∈ OE(Y0) be a section which is not zero at some point a ∈ Y0. One can
now construct a sequence fj ∈ OE(Yj), j ≥ 1, such that limj→∞ fj(a) ̸= 0 and such that for
each j ∈ N the sequence (fk|Yj

)k>j converges in OE(Yj), Then the limit of the sequence (fj)
is a section f ∈ OE(X) which does not vanish identically. As above this implies that E is
trivial over X.

■

Theorem 2.2.11. Every holomorphic vector bundle E on a non-compact Riemann surface X is
holomorphically trivial.

Proof
The theorem will be proved by induction on n, the rank of E. The case n = 1 is given by
(2.2.10). Now assume the result has been proved for all bundles of rank n− 1 and suppose E
is a bundle of rank n.

First we assume that there exists a section Fn ∈ OE(X) which does not vanish anywhere.
Since E is locally trivial, there exists an open covering U = {Uj}j∈J ofX with the property that
for every j ∈ J ther are sections F j

1 , . . . , F
j
n−1 ∈ OE(Uj) such that F j

1 (x), . . . , F
j
n−1(x), Fn(x)

are linearly independent for every x ∈ Uj. On any intersection Uj ∩ Uk these systems are
related to each other in the following way:(

F j

Fn

)
=

(
Gjk ajk

0 1

)(
F k

Fn

)
, (2)
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where F j denotes the column vector with entries F j
1 , . . . , F

j
n−1, the matrix Gjk is an element of

GLn−1(O(Uj∩Uk)) and a
jk is a column vector with n−1 rows having coefficients in O(Uj∩Uk).

Then GjkGkl = Gjl on Uj ∩ Uk ∩ Ul. Hence by the induction hypothesis there exist matrices
Gj ∈ GLn−1(O(Uj)) with

Gjk = Gj(Gk)−1 on Uj ∩ Uk.

Setting F̃ i := (Gj)−1F j and using (2) gives(
F̃ j

Fn

)
=

(
1 bjk

0 1

)(
F̃ k

Fn

)
, (3)

for some bjk ∈ O(Uj ∩ Uk)
n−1. On Uj ∩ Uk ∩ Ul one has the relation bjk + bkl = bjl. Since

H1(U, O) = 0, one can thus find holomorphic column vectors bj ∈ O(Uj)
n−1 having (n − 1)

rows with
bjk = bj − bk on Uj ∩ Uk.

Set F̂ j = F̃ j − bjFn. Then it follows from (3) that(
F̂ j

Fn

)
=

(
F̂ k

Fn

)
on Uj ∩ Uk.

Hence the F̂ j piece together to form a global (n − 1)-tuple (F1, . . . , Fn−1) ∈ OE(X)n−1.
By construction F1(x), . . . , Fn(x) are linearly independent for every x ∈ X. Thus E is
holomorphically trivial.

The only remaining thing to do is to show that E has a holomorphic section which does
not vanish. By (2.2.7) and (2.2.9) this is the case over any relatively compact domain Y ⋐ X.
Thus one has that E is trivial over Y . As in the proof of (2.2.10) one can now construct with
the help of the Runge Approximation Theorem (1.3.9) a non-trivial holomorphic section of E
over X. By (2.2.9) then E also has a nowhere vanishing holomorphic section. This completes
the proof of the theorem.

■

Corollary 2.2.12. Suppose X is a non-compact Riemann surface. Then

H1(X, GLn(O)) = 0.

In particular, H1(X, O∗) = 0.
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