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Abstract. BPS quivers for $\mathcal{N} = 2$ $SU(N)$ gauge theories are derived via geometric engineering from derived categories of toric Calabi-Yau threefolds. While the outcome is in agreement of previous low energy constructions, the geometric approach leads to several new results. An absence of walls conjecture is formulated for all values of $N$, relating the field theory BPS spectrum to large radius D-brane bound states. Supporting evidence is presented as explicit computations of BPS degeneracies in some examples. These computations also prove the existence of BPS states of arbitrarily high spin and infinitely many marginal stability walls at weak coupling. Moreover, framed quiver models for framed BPS states are naturally derived from this formalism, as well as a mathematical formulation of framed and unframed BPS degeneracies in terms of motivic and cohomological Donaldson-Thomas invariants. We verify the conjectured absence of BPS states with “exotic” $SU(2)_R$ quantum numbers using motivic DT invariants. This application is based in particular on a complete recursive algorithm which determine the unframed BPS spectrum at any point on the Coulomb branch in terms of noncommutative Donaldson-Thomas invariants for framed quiver representations.
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1. Introduction

The BPS spectrum of four dimensional $\mathcal{N} = 2$ gauge theories has been a constant subject of research since the discovery of the Seiberg-Witten solution. An incomplete sampling of references includes [125, 126, 61, 22, 101, 23, 112, 113, 127, 65, 85, 131]. Very recent intense activity in this field was motivated by the connection [67] between wallcrossing on the Coulomb branch and the Kontsevich-Soibelman formula [106]. An incomplete sampling of references includes [67, 70, 38, 68, 37, 2, 3, 39, 69, 34, 36, 35, 137]. For recent reviews see [115, 33].

On the other hand, it has been known for a while that many $\mathcal{N} = 2$ gauge theories are obtained in geometric engineering as a low energy limit of string theory dynamics in the presence of Calabi-Yau singularities [5, 96, 101, 99, 98]. This leads immediately to a close connection between the gauge theory BPS spectrum and the BPS spectrum of string theory in the presence of such singularities. The latter consists of supersymmetric D-brane bound states wrapping exceptional cycles, and hence can in principle be analyzed using derived category methods [104, 56, 57, 8, 128, 12, 7]. In principle geometric engineering is expected to provide a microscopic string theory derivation for the BPS quivers found in [47, 48, 37, 3] by low energy methods. Indeed the BPS quivers constructed in loc. cit. for $SU(N)$ gauge theories were first derived by Fiol in [62] using fractional branes on quotient singularities. It is quite remarkable that this construction was confirmed ten years later by completely different low energy methods. A similar approach, employing a more geometric point of view has been subsequently employed in [10, 54] for $SU(2)$ gauge theories. Their results are again in agreement with the low energy constructions.

The goal of the present work is to proceed to a systematic study of the gauge theory BPS spectrum via categorical and geometric methods. Special emphasis is
placed on higher rank gauge theories, where the BPS spectrum is not completely
known on the entire Coulomb branch, many problems being at the moment open.
In order to keep the paper to be of reasonable length, only pure $SU(N)$ gauge
theories will be considered in this paper. In this case the local toric threefolds are
resolved $A_{N-1}$ quotient singularities fibered over $\mathbb{P}^1$, such that the singularity type
does not jump at any points on the base. Their derived categories are equivalent
by tilting to derived categories of modules over the path algebra of a quiver with
potential determined by an exceptional collection of line bundles. Physically, these
quivers encode the quantum mechanical effective action of a collection of fractional
branes on the toric threefold. Taking the field theory limit amounts to a truncation
of the fractional brane quiver, omitting the branes which become very heavy in
this limit together with the adjacent arrows. The resulting quiver for pure $SU(N)$
gauge theory is of the form

\[
\begin{array}{c}
q_{N-1} \quad \cdots \quad q_1 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-1} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-2} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-2} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-3} \quad \cdots \quad q_1 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-3} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-4} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-4} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-5} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-5} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-6} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-6} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-7} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-7} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-8} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-8} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-9} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-9} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-10} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-10} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-11} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-11} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-12} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-12} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-13} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-13} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-14} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-14} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-15} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-15} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-16} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-16} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-17} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-17} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-18} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-18} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-19} \quad \cdots \quad q_3 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-19} \\
\downarrow \\
\bullet \\
\end{array}
\]

\[
\begin{array}{c}
q_{N-20} \quad \cdots \quad q_2 \\
\downarrow \quad \cdots \quad \downarrow \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

\[
\begin{array}{c}
P_{N-20} \\
\downarrow \\
\bullet \\
\end{array}
\]
with a potential
\[ W = \sum_{i=1}^{N-2} [r_i(a_i c_i - c_{i+1} b_i) + s_i(a_i d_i - d_{i+1} h_i)]. \]

This is the same as the quiver found in [62], and is mutation equivalent to the quivers found in [37, 3] by different methods. This approach can be extended to gauge theories with flavors allowing the $A_{N-1}$ singularity to jump at special points on the base.

In order to set the stage, geometric engineering and the field theory limit of Calabi-Yau compactifications is carefully reviewed in Section 2. Special emphasis is placed on categorical constructions, in particular exceptional collections of line bundles on toric Calabi-Yau threefolds. In particular an explicit construction of such collections is provided for toric Calabi-Yau threefolds $X_N$ engineering pure $SU(N)$ gauge theory. Not surprisingly, it is then shown that the associated fractional brane quiver is the same as the one obtained in [62] by orbifold methods. As opposed to the construction in loc. cit., the geometric approach provides a large radius limit presentation of fractional branes in terms of derived objects on $X_N$.

The main outcome of Section 2 is a conjectural categorical description of gauge theory BPS states in terms of a triangulated subcategory $G \subset D^b(X_N)$. As shown by detailed $A$-model computations in Section 2.3, $G$ is a truncation of $D^b(X_N)$ generated by fractional branes with finite central charges in the field theory limit.

It is perhaps worth noting that this conclusion involves certain delicate cancellations between tree level and world-sheet instanton contributions which were never spelled out in the literature.

According to [56, 57, 8] supersymmetric D-brane configurations on $X_N$ are identified with $\Pi$-stable objects in the derived category $D^b(X_N)$, or in rigorous mathematical formulation, Bridgeland stable objects [28]. Therefore one is naturally led to conjecture that gauge theory BPS states will be constructed in terms of Bridgeland stable objects in $D^b(X_N)$ which belong to $G$. However it is important to note that agreement of the low energy constructions with [37, 2, 3] requires a stronger statement. Namely, that gauge theory BPS states must be constructed in terms of an intrinsic stability condition on $G$. Mathematically, these two statements are not equivalent since in general a stability condition on the ambient derived category does not automatically induce one on the subcategory $G$. It is however shown in Section 2.4 that this does hold for quivery or algebraic stability conditions, analogous to those constructed in [27, 15]. The above statement fails for geometric large radius limit stability conditions, such as $(\omega, B)$-stability, which is analyzed in Section 4. Section 2 concludes with a detailed comparison of gauge theoretic BPS indices and the motivic Donaldson-Thomas invariants constructed in [106]. In particular it is shown that the protected spin characters defined in [68] correspond mathematically to a $\chi_p$-genus type specialization of the motivic invariants. In contrast, the unprotected spin characters introduced in [52, 54] are related to virtual Poincaré or Hodge polynomials associated to the motivic invariants. This is explained in Section 2.5, together with a summary of positivity conjectures for gauge theory BPS states states formulated in [68].

We note here that different mathematical constructions of categories and stability conditions for BPS states is carried out by Bridgeland and Smith in [31, 32], and,
as part of a more general framework, by Kontsevich and Soibelman in [107]. The connection between their work and this paper will be explained in Section 1.2.

Section 3 consists of a detailed analysis of the field theory limit in terms of the local mirror geometry for $SU(2)$ gauge theory. The results confirm the conclusions of Section 2.3 and also set the stage for the absence of walls conjecture formulated in the next section.

Section 4 is focused on large radius supersymmetric D-brane configurations on $X_N$ and their relation to gauge theory BPS states. Motivated by the $SU(2)$ example in Section 4.2, we are led to conjecture a precise relation between large radius and gauge theory BPS states, called the absence of walls conjecture. As explained in the beginning of Section 3, for general $N$ the complex structure moduli space of the local mirror to $X_N$ is parameterized by $N$ complex coordinates $z_i$, $0 \leq i \leq N - 1$. The large complex structure limit point (LCS) lies at the intersection of the $N$ boundary divisors $z_i = 0$, $0 \leq i \leq N - 1$. On the other hand, the scaling region defining the field theory limit is centered at the intersection between the divisor $z_0 = 0$ and the discriminant $\Delta_N$, as sketched below.

![Figure 1. Schematic representation of the complex structure moduli space for general $N \geq 2$.](image)

In principle there could exist marginal stability walls between the LCS limit point and the field theory scaling region as sketched in Figure 1. Therefore a correspondence between large radius BPS states and gauge theory BPS states is not expected on general grounds. We conjecture that for all charges $\gamma \in \Gamma$ which support BPS states of finite mass in the field theory limit it is possible to choose a path connecting the two regions in the moduli space which avoids all such walls. This implies a one-to-one correspondence between BPS states in these two limits, which was first observed for $SU(2)$ gauge theory in [54].

Section 4.3 contains a precise mathematical formulation of this conjecture employing the notion of limit weak coupling BPS spectrum. Intuitively, the limit spectrum should be thought of as an extreme weak coupling limit of the BPS spectrum where all instanton and subleading polynomial corrections to the $N = 2$ prepotential are turned off. Then the absence of walls conjecture implies that the limit weak coupling spectrum is identified with a certain limit of the large radius BPS spectrum. As a first test of this conjecture we next show that all large radius supersymmetric D-branes in this limit, with charges in the gauge theory lattice $\Gamma \simeq K_0(G)$, actually belong to the triangulated subcategory $\mathcal{G}$. This is a nontrivial
result, and an important categorical test of the field theory limit of Calabi-Yau compactifications.

In order to carry out further tests, the large radius BPS spectrum of $SU(3)$ theory is then investigated in Section 4.4. The geometrical setup determines a Cartan subalgebra of $SU(3)$ together with a set of simple roots $\{\alpha_1, \alpha_2\}$. We determine the degeneracy of states with magnetic charge $\alpha_1 + \alpha_2$. The results show that one can find BPS states with arbitrarily high spin at weak coupling.

Section 5 presents some exact weak coupling results for BPS degeneracies in $SU(3)$ gauge theories with magnetic charges $(1, m)$ with $m \geq 1$. Explicit formulas are derived both for $m = 1$ by a direct analysis of the moduli spaces of stable quiver representations. It is also shown that for any $m \geq 1$ the BPS degeneracies vanish in a specific chamber in the moduli space of stability conditions. This yields exact results by wallcrossing, explicit formulas being written only for $m = 2$. It should be noted at this point that the above results are not in agreement with those obtained in [65] by monodromy arguments. The weak coupling spectrum found in [65] is only a subset of the BPS states found here by quiver computations. In addition, it is explicitly shown that there exist BPS states of arbitrarily high spin and infinitely many marginal stability walls at weak coupling. This is also in agreement with the semiclassical analysis of [71, 133] based on counting zero modes of a Dirac operator on the monopole moduli space. Finally, these results are shown to be in agreement with their large radius counterparts in Section 5.4, confirming the predictions of the absence of walls conjecture.

Section 6 exhibits a strong coupling chamber for $SU(N)$ gauge theories where the BPS spectrum is in agreement with previous results [3, 69]. In contrast with loc. cit., here this chamber is obtained by a direct analysis of the spectrum of stable quiver representations. As a corollary, a deceptive adjacent chamber is found in Section 6.2 where the BPS spectrum coincides with the one generated in [65] by monodromy transformations. However, the disposition of the central charges in the complex plane shows that the deceptive chamber cannot be a weak coupling chamber, hence justifying its name.

Building on the geometric methods developed so far, framed quiver models are constructed in Section 7 for framed BPS states corresponding to simple magnetic line defects. From a geometric point of view, such line defects are engineered by D4-branes wrapping smooth noncompact divisors in the toric threefold $X_N$. This framework leads to a rigorous mathematical construction of such states in terms of weak stability conditions for framed quiver representations depending on an extra real parameter $\delta$ related to the phase of the line defect [93, 68, 123, 122]. The wallcrossing theory of [106] is shown to be applicable to such situations, resulting in a mathematical derivation of the framed wallcrossing formula of [68]. Moreover, in Section 7.4, a detailed analysis of the chamber structure on the $\delta$-line leads to a complete recursive algorithm, determining the BPS spectrum at any point on the Coulomb branch in terms of the noncommutative Donaldson-Thomas invariants defined in [130]. It should be emphasized that this argument solely relies on wallcrossing on the $\delta$-line, and is therefore valid at any fixed point on the Coulomb branch where this particular quiver description is valid. As an application, we show in Section 7.5 that the recursion formula implies the absence of exotics conjecture for framed and unframed BPS states first articulated in [68].

\footnote{The meaning of “weak stability conditions” is explained in [132].}
Note that rigorous positivity results are obtained in a similar context in [46] by proving a purity result for the cohomology of the sheaf of vanishing cycles. It is interesting to note that the technical conditions used in [46] are not in general satisfied in gauge theory examples. Hence we are led to conjecture that such positivity results will hold under more general conditions, not yet understood from a mathematical point of view.

Finally, Section 8 addresses the same issues from the perspective of cohomological Hall algebras, introduced by Kontsevich and Soibelman in [108] as well as their framed stability conditions introduced in [105]. A geometric construction is outlined in this context for the action of the spin $SL(2, \mathbb{C})$ group on the space of BPS states. Moreover, absence of exotics is conjectured to follow in this formalism from a hypothetical Atiyah-Bott fixed point theorem for the cohomology with rapid decay at infinity defined in [108].

1.1. A (short) summary for mathematicians. In this section we summarize the main results of this work for a mathematical audience. Recent physics results on BPS states [67, 70, 38, 37, 2, 3, 39, 69, 34, 36, 35, 137] point towards a general conjectural correspondence assigning to an $\mathcal{N} = 2$ supersymmetric gauge theory

(i) a triangulated CY3 category $\mathcal{G}$, and

(ii) a map $\varrho : \mathcal{C} \rightarrow \text{Stab}(\mathcal{G})$ from the universal cover $\mathcal{C}$ of the gauge theory Coulomb branch to the moduli space of Bridgeland stability conditions on $\mathcal{G}$.

The central claim is then:

\[(G.1)\] The BPS spectrum of the gauge theory at any point $a \in \mathcal{C}$ is determined by the motivic Donaldson-Thomas invariants [106] of $\varrho(a)$-semistable objects of $\mathcal{C}$.

Since supersymmetric quantum field theories do not admit a rigorous mathematical construction, a natural question is whether the above correspondence can be converted into a rigorous mathematical statement. One answer to this question is presented in [31, 32, 107] (building on the main ideas of [70].) The present paper proposes a different approach to this problem based instead on geometric engineering of gauge theories [5, 96, 101, 99, 98]. As explained in Subsection 1.2 below, geometric engineering and the construction of [31, 32, 107] are related by mirror symmetry, modulo certain subtle issues concerning the field theory limit.

Very briefly, geometric engineering is a physics construction assigning an $\mathcal{N} = 2$ gauge theory to a certain toric Calabi-Yau threefold with singularities. It is not known whether any gauge theory can be obtained this way, but a large class of such theories admit such a geometric construction. For example $SU(N)$ gauge theories with $N_f \leq 2N$ fundamental hypermultiplets and quiver gauge theories with gauge group $\prod_i SU(N_i)$ belong to this class, as shown in [98].

Accepting geometric engineering as a black box, the present paper identifies the category $\mathcal{G}$ with a triangulated subcategory of the derived category $D^b(X)$. This identification is based on a presentation of $D^b(X)$ in terms of an exceptional collection of line bundles $\{L_i\}$ [6, 92, 21]. Any such collection determines a dual collection of objects $\{P_\alpha\}$ of $D^b(X)$ such that $\text{RHom}_X(L_i, P_\beta) = \mathbb{C}^{\delta_{i\beta}}$. These are usually called fractional branes in the physics literature. Then the conjecture proposed in this paper is:
There exists a subset \( \{ \mathcal{L}_a \} \subset \{ \mathcal{L}_b \} \) such that the gauge theory category \( \mathcal{G} \) is the triangulated subcategory of \( D^b(X) \) generated by the fractional branes \( \{ P_{\varphi} \} \) satisfying \( \text{RHom}_X(\mathcal{L}_a', P_{\varphi}) = 0 \).

For illustration, this is explicitly shown in Sections 2.1 and 2.3 for pure \( SU(N) \) gauge theory of arbitrary rank. More general models can be treated analogously, explicit statements being left for future work.

Granting the above statement, the results of [14, 24, 124] further identify \( \mathcal{G} \) with a category of twisted complexes of modules over the path algebra of a quiver with potential \( (Q, W) \). Moreover, a detailed analysis of geometric engineering as in Section 2.3 further yields an assignment of central charges \( z_{\varphi} : \mathcal{C} \to \mathbb{C} \) to the objects \( \{ P_{\varphi} \} \). Therefore one obtains a well-defined stability condition in \( \text{Stab}(\mathcal{G}) \) for any point \( a \in \mathcal{C} \) where the images \( z_{\varphi}(a) \) belong to a half-plane \( \mathbb{H}_\varphi \).

We further conjecture that, using mutations, one can extend this map to a map \( \varphi : \mathcal{C} \to \text{Stab}(\mathcal{G}) \), and moreover the image of \( \varphi \) is contained in the subspace of algebraic (or quivery) stability conditions in the terminology of [26, 27, 15].

The above construction also leads to a mathematical model for framed BPS states of simple magnetic line defects [68] in terms of moduli spaces of weakly stable framed quiver representations. This is explained in Section 7.

In this framework, one is naturally led to a series of conjectures, or at least questions, of mathematical interest. First note that four dimensional Lorentz invariance predicts the existence of a Lefschetz type \( SL(2, \mathbb{C})_{\text{spin}} \)-action on the cohomology of the sheaf of vanishing cycles of the potential \( W \) on moduli spaces of stable quiver representations. In addition there is a second \( SL(2, \mathbb{C})_R \)-action, encoding the \( R \)-symmetry of the gauge theory. The action of the maximal torus \( \mathbb{C}^2_R \subset SL(2, \mathbb{C})_R \) is determined by the Hodge structure on the above cohomology groups, as explained in Section 2.5.

Assuming the existence of the above actions a series of positivity conjectures are formulated in [68], and reviewed in Section 2.5. The strongest of these conjectures claims that the \( \mathbb{C}^2_R \)-action is trivial, and the virtual Poincaré polynomial of the vanishing cycle cohomology decomposes into a sum of irreducible \( SL(2, \mathbb{C})_{\text{spin}} \)-integral spin characters with positive integral coefficients. This is called the no exotics conjecture.

Granting the existence of the \( SL(2, \mathbb{C})_{\text{spin}} \)-action, in order to prove the no exotics conjecture it suffices to prove that all refined DT invariants belong to the subring generated by \( (xy)^{1/2}, (xy)^{-1/2} \). This follows from the integrality result proven in [108]. Here we provide an alternative proof for pure \( SU(N) \) gauge theory in Section 7 using a framed wallcrossing argument. Furthermore, as explained in the last paragraph of Section 7.5, physical arguments suggest that the no exotics conjecture should hold for refined DT invariants of toric Calabi-Yau threefolds in general. Again four dimensional Lorentz invariance predicts a Lefschetz type action on the moduli space of stable quiver representations. Moreover, there is also a \( \mathbb{C}^2_R \)-action [52] corresponding to an \( U(1)_R \)-symmetry. Combining all these statements, one is led to claim that a no exotics result will hold for toric Calabi-Yau threefolds, if one can prove that the motivic DT invariants belong to the subring generated by \( L^{1/2}, L^{-1/2} \), as conjectured in [106]. For DT invariants defined in terms of algebraic stability conditions, this follows from the results of [108]. For geometric stability conditions, this follows from the results of [108] and the motivic...
wallcrossing formula [106, 108]. Explicit computations in some examples have been carried out in [117, 118, 41].

It is important to note that some cases of the no exotics conjecture are proven in [59, 46] via purity results for the vanishing cycle cohomology. However, the proof relies on certain technical assumptions – such as compactness of the moduli space in [46] – which are not generically satisfied for gauge theory quivers. Physics arguments predict that similar results should hold in a much larger class of examples of quivers with potential, although the mathematical reason for that is rather mysterious.

Finally, note that the above conjectures are formulated in the language of cohomological Hall algebras [108] in Section 8. In particular a series of conjectures of [105] are generalized to moduli spaces of weakly stable framed quiver representations.

In addition, geometric engineering also suggests an absence of walls conjecture stating an equivalence between refined DT invariants of large radius limit stable objects of $D^b(C)$ and refined DT invariants of gauge theory quiver representations. The precise statement requires some preparation and is given in Section 4.3. As explained there it claims the existence of special paths in the complex Kähler moduli space of $X$ avoiding certain marginal stability walls.

1.2. BPS categories and mirror symmetry. For completeness, we explain here a general framework emerging from string theory dualities, which ties together geometric engineering, $\mathcal{N} = 2$ theories of class S, and the constructions of [31, 32, 107]. Our treatment will be rather sketchy with the details and is highly conjectural. Our purpose here is merely to give a bird’s eye framework for relating several different approaches to the BPS spectrum of $\mathcal{N} = 2$ theories.

We will restrict ourselves to the gauge theories of class S introduced in [136, 66, 70]. These are in one-to-one correspondence with the following data

- a compact Riemann surface $C$ with a collection of marked points $\{p_i\}$
- a Hitchin system with gauge group $G$ on $C$ with prescribed singularities at the marked points $\{p_i\}$.

Let $\mathcal{H}$ denote the total space of the Hitchin system and $\pi : \mathcal{H} \to \mathcal{B}$ the Hitchin map. The target $\mathcal{B}$ of the Hitchin map is an affine linear space and the fibers of $\pi$ are Prym varieties. We will denote by $\Delta \subset \mathcal{B}$ the discriminant of the map $\pi$.

The connection with M-theory is based on the spectral cover construction of the Hitchin system. Let $D = \sum p_i$ denote the divisor of marked points on $C$, and $S_D$ the total space of the line bundle $K_C(D)$ on $C$. Let also $S = S_D \setminus \cup K_C(D)_{p_i}$ be the complement of the union of fibers of $K_C(D)$ at the marked points. Note that $S$ is isomorphic to the complement of the union of fibers $T^*_p C$ in the total space of the cotangent bundle $T^*C$. In particular $S$ is naturally a holomorphic symplectic surface.

If the Hitchin system has simple regular singularities at the marked points, the total space $\mathcal{H}$ is identified with a moduli space of pairs $(\Sigma, F)$ where $\Sigma \subset S_D$ is a compact effective divisor in $S_D$ and $F$ a torsion free sheaf on $\Sigma$. At generic points in the moduli space $\Sigma$ is reduced and irreducible and $F$ is a rank one torsion free sheaf. For physics reasons, it is more convenient to think of the data $(\Sigma, F)$ as a non-compact curve $\Sigma \subset S$ and a torsion free sheaf $F$ on $\Sigma$ with prescribed behavior at “infinity” i.e. at the points of intersection with the fibers $K_C(D)_{p_i} \subset S_D$. In
the following we will assume such a spectral cover construction to hold even if the Hitchin system has irregular singularities.

The holomorphic symplectic surface $S$ can be used to construct an M-theory background $\mathbb{R}^{3,1} \times S \times \mathbb{R}^3$. The data $(\Sigma, F)$ determines a supersymmetric M five-brane configuration with world-volume of the form $\mathbb{R}^{3,1} \times \Sigma$. Now the connection with [31, 32, 107] can be explained employing M-theory/IIB duality. Suppose two out of the three transverse directions are compactified on a rectangular torus such that the M-theory background becomes $\mathbb{R}^{3,1} \times S \times S^1_M \times S^1_A \times \mathbb{R}$. Then a standard chain of string dualities shows that such a configuration is dual to a IIB background on a Calabi-Yau threefold $Y$.

The construction of $Y$ for Hitchin systems with no singularities, i.e. no marked points $p_i$ has been carried out in [49]. More precisely, according to [49], any Hitchin system $H \to B$ of ADE type determines naturally a family $Y \to B$ of Calabi-Yau threefolds such that

- For any $b \in B \setminus \Delta$, $Y_b$ is smooth and isomorphic to the total space of a conic bundle over the holomorphic symplectic surface $S$ with discriminant $\Sigma$.
- For any point $b \in B \setminus \Delta$ the intermediate Jacobian $J(Y_b)$ is isogenous to the Prym $\pi^{-1}(b)$.

The family is defined over the entire base $B$, and $Y_b$ is isomorphic to the total space of a singular conic bundle over $S$ at points $b \in \Delta$. Furthermore note that by construction all fibers $Y_b$, $b \in B \setminus \Delta$ are equipped with a natural symplectic structure.

The duality argument sketched above leads to the conjecture that one can construct a family $\mathcal{Y} \to B$ with analogous properties for Hitchin systems $H \to B$ with prescribed singularities at marked points. Since string duality preserves the spectrum of BPS states, one is further led to the following conjecture, which provides a string theoretic framework for the constructions of [31, 32, 107].

\[(F.1)\] For any $b \in B \setminus \Delta$, let $\mathcal{F}(Y_b)$ be the Fukaya category of $Y_b$ generated by compact lagrangian cycles. Let $\tilde{B}$ denote the universal cover of $B \setminus \Delta$. Then for any point $\tilde{b} \in \tilde{B}$ over $b \in B \setminus \Delta$ there is a unique point $\sigma_{\tilde{b}} \in \text{Stab}(\mathcal{F}(Y_b))$ in the moduli space of Bridgeland stability conditions on $\mathcal{F}(Y_b)$ such that the gauge theory BPS spectrum at the point $\tilde{b}$ is determined by the motivic DT invariants of moduli spaces of $\sigma_{\tilde{b}}$-semistable objects in $\mathcal{F}(Y_b)$.

Furthermore, there is a natural equivalence of triangulated $\Lambda_\infty$-categories of all categories $\mathcal{F}(Y_b)$, $b \in B \setminus \Delta$ with a fixed triangulated $\Lambda_\infty$-category $\mathcal{F}$. Hence one obtains a map $\rho : \tilde{B} \to \text{Stab}(\mathcal{F})$ as predicted in the first paragraph of Section 1.1, with $\mathcal{G} \simeq \mathcal{F}$.

The construction of the family $\mathcal{Y} \to B$ was carried out in [107], where the case of arbitrary irregular singularities was considered. Loc. cit. generalizes the results of [49] to a wide class of non-compact Calabi-Yau threefolds. It also gives a mathematically precise meaning to Conjecture $(F.1)$ above and relates the DT-invariants of Fukaya categories from Conjecture $(F.1)$ to the geometry of the corresponding Hitchin integrable system.

In order to explain the relation with the geometric engineering of the present paper, recall that any toric Calabi-Yau threefold $X$ is related by local mirror symmetry [86, 119] to a family $\mathcal{Z}$ of non-compact Calabi-Yau threefolds. As explained
in more detail in Section 3, the mirror family is a family of hypersurfaces of the form
\[ P_\alpha(v, w) = xy, \]
where \((v, w, x, y) \in (\mathbb{C}^*)^2 \times \mathbb{C}^2\), and \(P_\alpha\) is a polynomial function depending on some complex parameters \(\alpha\). Each such hypersurface is a conic bundle \(Z_\alpha\) over \((\mathbb{C}^*)^2\) with discriminant \(P_\alpha(z, w) = 0\). Homological mirror symmetry predicts an equivalence of triangulated \(A_\infty\)-categories
\[ D^b(X)\simeq \text{Fuk}(Z_\alpha) \]
for any smooth \(Z_\alpha\) in the family, where \(\text{Fuk}(Z_\alpha)\) is the Fukaya category of \(Z_\alpha\).

In local mirror variables, the field theory limit is presented as a degeneration of the family \(\mathcal{Z}\). Referring the reader to Section 3 for more details, the parameters \(\alpha\) are written in the form \(\alpha = \alpha(u, \epsilon)\) for another set of parameters \(u\) to be identified with the Coulomb branch variables of the field theory, \(u \in \mathcal{B}\). Then one takes the limit \(\epsilon \to 0\) obtaining a family of threefolds \(\mathcal{Z}_0\) over a parameter space \(\mathcal{B}\). Note that this degeneration has been studied explicitly in the physics literature \([99, 98]\), but some geometric aspects would deserve a more detailed analysis. To conclude, string duality arguments predict the following conjecture:

\[ (F.2) \text{ The limit family } \mathcal{Z}_0 \to \mathcal{B} \text{ is the same as the family of threefolds } \mathcal{Y} \to \mathcal{B} \text{ in } \] 
\[ (F.1) \text{ Moreover the equivalence } (1.1) \text{ restricts to an equivalence } \]
\[ (1.2) \quad \mathcal{G} \simeq \mathcal{F}, \]
where \(\mathcal{G} \subset D^b(X)\) is the category defined in (G.2).

Note that this conjecture predicts an interesting class of examples of homological mirror symmetry. The category \(\mathcal{G}\) is defined algebraically as the subcategory of \(D^b(X)\) spanned by a subset of fractional branes, while \(\mathcal{F}\) is obtained from \(\text{Fuk}(Z_\alpha)\) by degeneration. Hence it is natural to ask whether the category \(\mathcal{G}\) can be obtained directly by constructing the mirror of the threefold family \(\mathcal{Y} \to \mathcal{B}\).
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2. Geometric engineering, exceptional collections, and quivers

This section contains a detailed construction of a discrete family \(X_N, N \geq 2\) of toric Calabi-Yau threefolds employed in geometric engineering \([5, 96, 101, 99, 98]\)
of pure $SU(N)$ gauge theories with eight supercharges. Physical aspects of this correspondence will be discussed in Section 2.3.

Let $Y_a$ be the total space of the rank two bundle $\mathcal{O}_{\mathbb{P}^1}(a) \oplus \mathcal{O}_{\mathbb{P}^1}(-2-a)$ over $\mathbb{P}^1$, where $a \in \mathbb{Z}$. For any $N \in \mathbb{Z}$, $N \geq 2$, there is a fiberwise $\mathbb{Z}_N$-action on $Y_a$ with weights $\pm 1$ on the two summands. The quotient $Y_a/\mathbb{Z}_N$ is a singular toric threefold with a line of quotient $\mathbb{A}_N$ singularities which admits a smooth Calabi-Yau toric resolution $X_N$. For concreteness, let $a = 0$ in the following. Then $X_N$ is defined by the toric data

$$
\begin{array}{cccccccc}
& x_0 & x_1 & x_2 & x_3 & \cdots & x_{N-1} & x_N & y_1 & y_2 \\
\mathbb{C}^\times & 1 & -2 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\mathbb{C}^\times_{(1)} & 0 & 1 & -2 & 1 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & & & & & & & & & \\
\mathbb{C}^\times_{(N-1)} & 0 & 0 & 0 & 0 & \cdots & -2 & 1 & 0 & 0 \\
\mathbb{C}^\times_{(N)} & -2 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 & 1 \\
\end{array}
$$

with disallowed locus

$$
\bigcup_{0 \leq i,j \leq N} \{x_i = x_j = 0\} \cup \{y_1 = y_2 = 0\}.
$$

The toric fan of $X_N$ is the cone in $\mathbb{R}^3$ over the planar polytope in Fig. (2.a) embedded in the coordinate hyperplane $\vec{r} \cdot \vec{e}_3 = 1$.

![Figure 2](image-url)

**Figure 2.** The toric polytope for $X_3$ and the singular threefold $Y_0/\mathbb{Z}_3$. The polytope (2.a) for $X_N$ is similar, except it will contain $N-1$ inner points on the vertical axis.

Note that the toric data of the singular threefold $Y_0/\mathbb{Z}_N$ is the same, the disallowed locus being

$$
\{y_1 = y_2\} = 0.
$$

The toric fan of the singular threefold is represented in Fig (1.b).

---

Different values of $a$ will lead to different Calabi-Yau threefolds, and the category of branes on these 3-folds will depend nontrivially on $a$. It is expected, however, that the field theoretic subcategories of interest in this paper will in fact be $a$-independent. Whether this is really so is left to future investigation.
As expected, there is a natural toric projection \( \pi : X_N \to \mathbb{P}^1 \), its fibers being isomorphic to the canonical resolution of the two dimensional \( A_N \) singularity. The divisor class of the fiber is \( H = (y_1) = (y_2) \). The inner points of the polyhedron correspond to the \( N - 1 \) irreducible compact toric divisors \( S_i \subset X_N \) determined by \( x_i = 0, \ i = 1, \ldots, N - 1 \). Each of them is isomorphic to a Hirzebruch surface, \( S_i \simeq \mathbb{F}_{2m}, \ i = 1, \ldots, N - 1 \).

For completeness, we recall that a Hirzebruch surface \( \mathbb{F}_m, \ m \in \mathbb{Z} \) is a holomorphic \( \mathbb{P}^1 \)-bundle over \( \mathbb{P}^1 \). It has two canonical sections \( \Sigma_-, \Sigma_+ \) and the homology \( H_2(\mathbb{F}_m) \) is generated by \( \Sigma_-, \Sigma_+, C \), where \( C \) is the fiber class. The intersection form is

\[
\Sigma_-^2 = -m, \quad \Sigma_+^2 = m, \quad \Sigma_\pm \cdot C = 1, \quad C^2 = 0
\]

and there is a relation

\[
\Sigma_+ = \Sigma_- + mC.
\]

The canonical bundle is

\[
K_{\mathbb{F}_m} = -c_1(\mathbb{F}_m) = -\Sigma_- - \Sigma_+ - 2C,
\]

and

\[
\int_{\mathbb{F}_m} c_2(\mathbb{F}_m) = 4.
\]

In addition \( X_N \) contains two noncompact toric divisors \( S_0, S_N \) determined by \( x_0 = 0 \) and \( x_N = 0 \) respectively. The first, \( S_0 \) is isomorphic to \( \mathbb{C} \times \mathbb{P}^1 \) and the second, \( S_N \), is isomorphic to the total space of the line bundle \( \mathcal{O}_{\mathbb{P}^1}(-2N - 2) \). Note that \( S_i \) and \( S_{i+1} \) intersect transversely along a \( (2i - 2i - 2) \) rational curve \( \Sigma_i, \ i = 0, \ldots, N - 1 \), which is a common section of both surfaces over \( \mathbb{P}^1 \). All other intersections are empty. Note also that the equations

\[
y_1 = 0, \quad x_i = 0, \quad i = 1, \ldots, N
\]

determine a fiber \( C_i \) in each divisor \( S_i \), a compact rational curve for \( i = 1, \ldots, N - 1 \), and a complex line for \( i = 0, N \). These curve classes satisfy the relations

\[
\Sigma_i = \Sigma_{i-1} + 2iC_i, \quad i = 1, \ldots, N - 1,
\]

which follow for example from [80, Prop. 2.9. Ch. V].

The rational Picard group of \( X_N \) is generated by \( N \) divisors classes \( D_1, \ldots, D_{N-1}, H \), one for each factor of the torus \( (\mathbb{C}^*)^N \). This is so because for each \( \mathbb{C}^* \) factor we can associate a canonical associated line bundle to the principal torus bundle over the quotient. From the weights of the action on homogeneous coordinates in (2.1) we see that a section of \( D_i \) can be taken to be \( x_0^i x_1^{i-1} \cdots x_{i-1} \), \( 1 \leq i \leq N - 1 \). The canonical toric divisors are equivalent to a linear combination of the generators \( D_1, \ldots, D_{N-1}, H \) with coefficients determined by the columns of the charge matrix in (2.1). In particular

\[
S_i = -\sum_{j=1}^{N-1} C_{i,j} D_j, \quad i = 1, \ldots, N - 1, \quad S_N = D_{N-1},
\]

where \( C_{i,j} \) is the Cartan matrix of \( SU(N) \) normalized to have +2 on the diagonal. One can obviously invert these relations, obtaining

\[
D_i = -\sum_{j=1}^{N-1} C_{ij}^{-1} S_j, \quad i = 1, \ldots, N - 1,
\]

where the coefficients \( C_{ij}^{-1} \) are fractional. Alternatively, relations (2.4)
can be recursively inverted starting with $D_{N-1} = S_N$. This yields the integral linear relations

$$D_i = \sum_{j=1}^{N-i} j S_{i+j}, \quad i = 1, \ldots, N - 1,$$

which will be used in the construction of an exceptional collection on $X_N$. Note that this equation involves $S_N$, hence is compatible with $D_i = -\sum_{i=1}^{N-1} c_{ij}^{-1} S_j$.

Moreover note the following intersection numbers

$$\langle C_i \cdot D_j \rangle_{X_N} = \delta_{ij}, \quad \langle C_i \cdot S_j \rangle_{X_N} = -c_{ij} \quad i, j = 1, \ldots, N - 1.$$

For the construction of line defects in Section 7.1 it is important to note that each class $D_i$ contains a smooth irreducible surface given by

$$(a_1, y_1^N + a_2, y_2^N) \left( x_0^N x_1^{N-1} \cdots x_{i-1} \right) + b_i x_{i+1} x_{i+2}^2 \cdots x_N^{N-i} = 0,$$

with $a_{1,i}, a_2, b_i \in \mathbb{C}$, $i = 1, \ldots, N-1$, generic coefficients. This follows from the fact that the global holomorphic sections of the line bundles $O_X(S_i)$ are homogeneous polynomials in the toric coordinates $(x_0, \ldots, x_N, y_1, y_2)$ with $(\mathbb{C}^\infty)^N$ charge vector equal to the $x_i$ column of the charge matrix (2.1). Then using equations (2.5) one computes the charges of the sections of $O_X(D_i)$, $1 \leq i \leq N - 1$. Smoothness follows from the observation that the homogeneous toric coordinates in equation (2.7) are naturally divided into two groups, $(x_k)_{1 \leq k \leq i}$, and $(x_{k+1} + \cdots, x_N)$. According to equation (2.2), no two variables $x_k, x_l$ with $1 \leq k \leq i$ and $i + 2 \leq x_l \leq N$ are allowed to vanish simultaneously. Since $y_1, y_2$ are also not allowed to vanish simultaneously, a straightforward computation shows that the divisors (2.7) are smooth and irreducible for generic coefficients $a_{1,i}, a_2, b_i \in \mathbb{C}$. Abusing notation, the same notation will be used for the divisor classes $D_i$ and a generic smooth irreducible representative in each class. The distinction will be clear from the context.

2.1. Exceptional collections and fractional branes. Adopting the definition of [6], a full strong exceptional collection of line bundles on a toric threefold $X$ is a finite set $\{L_i\}$ of line bundles which generate $D^b(X)$ and satisfy

$$\text{Ext}^j_{X,N}(L_\alpha, L_\beta) = 0$$

for all $j > 0$, and all $\alpha, \beta$. Given such a collection the direct sum $T = \oplus \alpha L_\alpha$ is a tilting object in the derived category $D^b(X)$ as defined in [14, 24, 124]. Then the results of loc. cit. imply that the functor $\text{RHom}(T, \bullet)$ determines an equivalence of the derived category $D^b(X)$ with the derived category of modules over the finitely generated algebra $\text{End}_X(T)^{op}$.

Full strong exceptional collections of line bundles on toric Calabi-Yau threefolds can be constructed [92, 21] using the dimer models introduced in [63, 64, 77, 78]. A different construction for the threefolds $X_N$, $N \geq 2$, exploiting the fibration structure $X_N \to \mathbb{P}^1$ is presented in Appendix A. The resulting exceptional collection consists of the line bundles

$$L_i = O_{X_N}(D_i), \quad M_i = O_{X_N}(D_i + H), \quad i = 1, \ldots, N,$$

where $D_i, i = 1, \ldots, N - 1$ are the divisor classes given in (2.5) and $D_N = 0$. So $L_N = O_{X_N}$. Therefore there is an equivalence of derived categories

$$D^b(X_N) \simeq D^b(\text{End}(T)^{op} - \text{mod}), \quad E \mapsto \text{RHom}_{X_N}(T, E),$$
where $T = \bigoplus_{i=1}^{N} L_i \oplus \bigoplus_{i=1}^{N} M_i$, and $\text{End}(T)$ is the endomorphism algebra of $T$. According to Appendix A, this algebra is isomorphic to the path algebra of the quiver (A.4) with the quadratic relations given in equation (A.5). Reversing the arrows yields the periodic quiver $Q$ below.
where the vertices \( p_i, q_i \) correspond to the line bundles \( L_i, M_i, i = 1, \ldots, N \) respectively. At the same time, the relations (A.5) are derived from the cubic potential

\[
\mathcal{W} = \sum_{i=1}^{N-1} \left[ r_i (a_i c_i - c_{i+1} b_i) + s_i (a_i d_i - d_{i+1} b_i) \right] + r_N (a_N c_N - c_1 b_N) + s_N (a_N d_N - d_1 b_N).
\]

The resulting quiver with potential \((\mathcal{Q}, \mathcal{W})\) has a dual interpretation \([9, 83, 84]\), as the \( \text{Ext}^1 \) quiver of a collection of fractional branes \((P_i, Q_i)_{1 \leq i \leq N}\). The latter are objects of \( \mathcal{D}(X_N) \) corresponding to the simple \((E, F)\) where

\[
\text{RHom}_{X_N} (L_i, P_j) = \delta_{i,j} \mathbb{C}, \quad \text{RHom}_{X_N} (L_i, Q_j) = 0
\]

\[
\text{RHom}_{X_N} (M_i, P_j) = 0, \quad \text{RHom}_{X_N} (M_i, Q_j) = \delta_{i,j} \mathbb{C},
\]

\(1 \leq i, j \leq N\), where \( \mathbb{C} \) denotes the one term complex of vector spaces with degree zero. As shown in Appendix A, the following collection of objects satisfy conditions (2.12).

\[
P_i = F_i[1], \quad Q_i = F_i(-H)[2], \quad i = 1, \ldots, N-1,
\]

\[
P_N = F_N, \quad Q_N = F_N(-H)[1]
\]

where

\[
F_i = \mathcal{O}_{S_i}(-\Sigma_{i-1}), \quad i = 1, \ldots, N-1,
\]

\[
F_N = \mathcal{O}_S, \quad S = \sum_{i=1}^{N-1} S_i.
\]

For future reference we note here that

\[
\text{ch}_0 (P_i) = 0, \quad \text{ch}_1 (P_i) = -S_i, \quad \text{ch}_2 (P_i) = -(i + 1) C_i, \quad \chi (P_i) = 0
\]

\[
\text{ch}_0 (Q_i) = 0, \quad \text{ch}_1 (Q_i) = S_i, \quad \text{ch}_2 (Q_i) = i C_i, \quad \chi (Q_i) = 0
\]

for \(1 \leq i \leq N-1\), respectively

\[
\text{ch}_0 (P_N) = 0, \quad \text{ch}_1 (P_N) = S,
\]

\[
\text{ch}_2 (P_N) = \Sigma_0 + \sum_{i=1}^{N} (i + 1) C_i, \quad \chi (P_N) = 1
\]

\[
\text{ch}_0 (Q_N) = 0, \quad \text{ch}_1 (Q_N) = -S
\]

\[
\text{ch}_2 (Q_N) = -\Sigma_0 - \sum_{i=1}^{N} i C_i, \quad \chi (Q_N) = -1,
\]

where \( S_i, 1 \leq i \leq N-1, \) will also stand for a degree 2 cohomology class via pushforward, and similarly for \( C_i, \Sigma_0 \). For completeness recall that the holomorphic

\[\text{3}\text{Here RHom}_{X_N} ( , ) denotes the right derived functor of global Hom}_{X_N} ( , ), which assigns to a pair of sheaves \( E, F \) the linear space of global sheaf morphisms \( E \to F \). For any pair \( (E, F) \), RHom}_{X_N} (E, F) is a finite complex of vector spaces whose cohomology groups are isomorphic to the global extension groups \( \text{Ext}^k_{X_N} (E, F) \). See [72] for abstract definition and properties.\]
Euler character \( \chi(E) \) of an object \( E \) of \( D^b(X_N) \) with compact support is defined as
\[
\chi(E) = \sum_{k \in \mathbb{Z}} (-1)^k \dim \text{Hom}_{D^b(X_N)}(\mathcal{O}_{X_N}, E[k]).
\]

Since \( E \) is compactly supported and bounded, this is a finite sum and all vector spaces \( \text{Hom}_{D^b(X_N)}(\mathcal{O}_{X_N}, E[k]) \), \( k \in \mathbb{Z} \), are finite dimensional. For \( E = F[p] \), with \( F \) a sheaf with compact support and \( p \in \mathbb{Z} \), this definition agrees with the standard definition of the holomorphic Euler character of \( F \) up to sign,
\[
\chi(E) = (-1)^p \chi(F) = (-1)^p \sum_{k \in \mathbb{Z}} H^k(X_N, F).
\]

Here \( H^k(X_N, F) \) are the Čech cohomology groups of \( F \). Since \( F \) has compact support on \( X_N \), the Čech cohomology groups are finite dimensional and vanish for \( k < 0 \) and \( k > \dim \text{supp}(F) \). Furthermore note the Riemann-Roch formula
\[
\chi(F) = \int_{X_N} \text{ch}(F) \text{Td}(X_N).
\]

The quiver \( \mathcal{Q} \) is then identified with the \( \text{Ext}^1 \)-quiver of the collection of fractional branes \( (P_i, Q_i)_{1 \leq i \leq N} \). The nodes \( p_i, q_i \) correspond to the objects \( P_i, Q_i \), \( i = 1, \ldots, N \) respectively while the arrows between any two nodes are in one-to-one correspondence with basis elements of the \( \text{Ext}^1 \)-space between the associated objects. Moreover note that the equivalence (2.9) relates the objects \( (P_i, Q_i) \) to the simple quiver representations supported respectively at each of the nodes \( (p_i, q_i) \), \( 1 \leq i \leq N \). In contrast, the line bundles \( L_i, M_i \) are related to the projective modules canonically associated to the nodes \( p_i, q_i \) respectively.

The potential (2.11) is related to the \( A_\infty \)-structure on the triangulated subcategory \( \mathcal{F} \subset D^b(X_N) \) generated by the fractional branes \( (P_i, Q_i)_{1 \leq i \leq N} \), as explained below. Consider an object in this category of the form
\[
\bigoplus_{i=1}^N (V_i \otimes P_i) \oplus \bigoplus_{i=1}^N (W_i \otimes Q_i),
\]
where \( V_i, W_i, i = 1, \ldots, N \) are finite dimensional vector spaces. This object is identified by the equivalence (2.9) to a representation \( \rho \) of \( (\mathcal{Q}, \mathcal{W}) \) assigning the vector spaces \( V_i, W_i \) to the nodes \( p_i, q_i, i = 1, \ldots, N \) respectively, and the zero map to all arrows. Physically, this is a collection of fractional branes on \( X_N \). The space of open string zero modes between such a collection of fractional branes is isomorphic to the extension group \( \text{Ext}^1_\mathcal{F}(\rho, \rho) \). The latter is in turn isomorphic to the linear space
\[
V_\rho = \bigoplus_{i=1}^N \text{Hom}(W_i, V_i)^{\oplus 2} \oplus \bigoplus_{i=1}^{N-1} (\text{Hom}(V_i, V_{i+1}) \oplus \text{Hom}(W_i, W_{i+1}) \oplus \text{Hom}(V_{i+1}, W_i)^{\oplus 2}).
\]

Using canonical projective resolutions for simple modules as in Appendix D, one can construct a cyclic \( A_\infty \)-structure on \( \mathcal{F} \). The cyclic \( A_\infty \)-structure determines in particular a holomorphic superpotential \( W_\rho \) on the above extension space as explained in detail in [82, 11, 9, 88]. This is the tree level superpotential in the
effective gauge theory on the fractional D-brane configuration with multiplicities \( \dim(V_i), \dim(W_i) \) at the vertices of \( Q \). By analogy with [9, 88], it is conjectured here that the superpotential \( W_\rho \) is identified with the cubic function on \( V_\rho \) determined by \( W \). This statement was proven in [9, 88] for local toric Fano surfaces, and it was explained to us by Zheng Hua that the proof of [88] based on projective resolutions will go through in our case as well. In the following it will be assumed that this is the case for the fractional branes \((P_i, Q_i)_{1 \leq i \leq N} \), omitting a rigorous proof. An independent physical argument will be given in Section 2.2 below, which provides an orbifold construction of the exceptional collection \((L_i, M_i)\), 1 \leq i \leq N.

2.2. Orbifold quivers. By construction \( X_N \) is the resolution of the quotient \( Y_2/\mathbb{Z}_N \), where \( Y_2 \) is the total space of the rank two bundle \( \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(-2) \). Note that \( Y_2 \simeq \mathbb{C} \times Z \), where \( Z \) is the canonical resolution of the \( \mathbb{C}^2/\mathbb{Z}_2 \) quotient singularity. The \( \mathbb{C}^2/\mathbb{Z}_2 \) orbifold contains two fractional branes corresponding to the objects

\[
G_1 = \mathcal{O}_C, \quad G_2 = \mathcal{O}_C(-1)[1]
\]

supported on the exceptional cycle \( C \simeq \mathbb{P}^1 \subseteq Z \) of the resolution [58, 50]. According to [58], the effective action of a configuration of fractional branes \( G_1^{\oplus m_1} \oplus G_2^{\oplus m_2} \) is obtained by dimensional reduction of a \( \mathcal{N} = 2 \) quiver gauge theory in four dimensions. The \( \mathcal{N} = 1 \) chiral multiplet content of this theory is encoded in the quiver diagram

\[
(2.21)
\]

and the superpotential is given by

\[
W = \text{Tr} \, A(CR + DS) - \text{Tr} \, B(RC + SD).
\]

Now consider the orbifold \( Y_2/\mathbb{Z}_N \). Using the rules of [58], for each D-brane \( G_1 \), \( G_2 \) in the covering theory, one obtains a collection of fractional branes \( (G_1, \rho_i), (G_2, \rho_i) \), respectively \( (G_1, \rho_i), 0 \leq i \leq N - 1 \), where \( \rho_i \) is the \( i \)-th canonical irreducible representation of \( \mathbb{Z}_N \). The representations \( \rho_i \) encode the action of the orbifold group on the Chan-Paton line bundles of the fractional branes. At the same time, the orbifold group acts on the \( \mathcal{N} = 1 \) chiral superfields as

\[
A \rightarrow e^{-2i\pi/N} A, \quad C \rightarrow C, \quad R \rightarrow e^{2i\pi/N} R
\]

\[
B \rightarrow e^{-2i\pi/N} B, \quad D \rightarrow D, \quad S \rightarrow e^{2i\pi/N} S
\]

for \( j = 1, 2 \).

The effective action for any collection

\[
\bigoplus_{i=0}^{N-1} (G_1, \rho_i)^{\oplus d_i} \oplus \bigoplus_{i=0}^{N-1} (G_2, \rho_i)^{\oplus e_i},
\]

is obtained by projecting the quiver (2.21) and the superpotential (2.22) onto orbifold invariant fields. This yields precisely a quiver of the form (2.10), with a cubic superpotential of the form (2.11). The fields \( a_i, b_i, c_i, d_i, r_i, s_i \) in (2.10) are the invariant components of \( A, B, C, D, R, S \) respectively.
The above construction can be set on firmer mathematical grounds using the results of [30]. According to loc. cit., there is an equivalence of derived categories

\[ D^b(X_\mathbb{N}) \simeq D^b_{\mathbb{Z}_N}(Y_2) \]

where \( D^b_{\mathbb{Z}_N}(Y_2) \) is the \( \mathbb{Z}_N \)-equivariant derived category of \( Y_2 \). This equivalence is determined by a Fourier-Mukai functor given explicitly in [30]. Since the objects \( G_1, G_2 \) are scheme theoretically supported on the exceptional cycle \( C \), which is fixed by the \( \mathbb{Z}_N \) action, the pairs \( (G_1, \rho_i), (G_2, \rho_i) \) are naturally objects of \( D^b_{\mathbb{Z}_N}(Y_2) \).

Therefore mathematically, one is led to the claim that the equivalence (2.23) maps the fractional branes \( (P_i, Q_i) \) to the objects \( (G_1, \rho_i), (G_2, \rho_i), 1 \leq i \leq N \). In principle, one can employ the methods of [97] in a relative setting, but we will leave the details for future work.

2.3. Field theory limit A. This section is focused on physical aspects of geometric engineering, explaining the relation between the toric Calabi-Yau threefolds \( X_\mathbb{N} \) and pure \( SU(N) \) gauge theory with eight supercharges. More specifically, it will be explained in detail how the rigid special geometry of the Coulomb branch is obtained as a scaling limit of the special geometry of the complex Kähler moduli space of \( X_\mathbb{N} \). This limit is usually referred to as the field theory limit, and can be formulated either in terms of the local mirror B-model [99, 98], or directly in terms of the large radius prepotential of \( X_\mathbb{N} \) [89, 90, 60, 103, 109]. In the first case one obtains the family of Seiberg-Witten curves as a scaling limit of a family of curves encoding the mirror B-models. In the second, the semiclassical gauge theory prepotential is obtained by taking a similar scaling limit of the large radius limit prepotential, including genus zero world-sheet instanton corrections. The second approach will be employed below to derive the central charges of the fractional branes \( (P_i, Q_i)_{1 \leq i \leq N} \) in the field theory limit.

A convenient parameterization of the Kähler cone is obtained observing that the Mori cone of \( X_\mathbb{N} \) is generated by the curve classes \( 0; C_i, i = 1, \ldots, N - 1 \). Moreover, the vertical divisor class \( H \) has intersection numbers

\[ H \cdot \Sigma_0 = 1, \quad H \cdot C_i = 0, \quad i = 1, \ldots, N - 1. \]

Given the intersection numbers (2.6), it follows that the Kähler class of \( X_\mathbb{N} \) can be naturally written as

\[ \omega = t_0 H + \sum_{i=1}^{N-1} t_i D_i, \]

with \( t_i > 0, i = 0, \ldots, N - 1 \). Obviously,

\[ \int_{\Sigma_0} \omega = t_0, \quad \int_{C_i} \omega = t_i, \quad 1 \leq i \leq N - 1. \]

The complexified Kähler class will be written similarly as

\[ B + \sqrt{-1} \omega = s_0 H + \sum_{i=1}^{N-1} s_i D_i \]

with \( s_i = b_i + \sqrt{-1} t_i, i = 0, \ldots, N - 1 \).

In the large radius limit \( t_0, t_i \gg 1, i = 1, \ldots, N - 1 \), the special coordinates \( \tilde{s}_i, i = 0, \ldots, N - 1 \) are related to \( s_i \) by the mirror map,

\[ \tilde{s}_i = s_i + \text{exponentially small corrections at large radius}. \]
They are also identified via homological mirror symmetry with the central charges of a collection of $K$-theory classes
\begin{equation}
(2.25) \quad \Upsilon_0 = [\mathcal{O}_{S_0}(-1)], \quad \Upsilon_i = [\mathcal{O}_{S_i}(-1)], \quad i = 1, \ldots, N - 1
\end{equation}
representing $D2$-branes supported by the Mori cone generators. Note that we have chosen the Chan-Paton bundles to have degree $(-1)$ in order for the total D0-charge, including gravitational contributions, to be trivial. The precise relation is
\[
\bar{s}_i = \frac{1}{M_s} Z(\Upsilon_i)
\]
where $M_s$ is the string mass scale.

The next task is to construct the effective action for normalizable IIA modes on $X_N$ and show that it reduces to known gauge theory results in the field theory limit. A conceptual problem is that the $N = 2$ prepotential is not intrinsically defined for local Calabi-Yau models. In principle, one has to find a suitable realization of the local model as a degeneration of a compact Calabi-Yau threefold, and obtain the $N = 2$ prepotential as a limit of the $N = 2$ prepotential of the compact model. On general grounds the prepotential of the compact model has the form
\[
\mathcal{F} = \mathcal{F}^{pert} + \frac{\zeta(3) \chi}{(2\pi \sqrt{-1})^3} + \mathcal{F}^{inst}
\]
where $\mathcal{F}^{pert}$ is a perturbative polynomial part deduced from (2.28) and $\mathcal{F}^{inst}$ encodes genus zero world-sheet instanton effects. In contrast, the periods of the compact cycles associated to the $A_N-1$ degeneration are intrinsically defined in the local limit, as shown in detail below. So our strategy will be to analyze their behavior in the field theory limit and show that the finite periods in this limit are consistent with the Seiberg-Witten $SU(N)$ prepotential.

The lattice of compact D-brane charges on $X_N$ is isomorphic to the compactly supported $K$-theory lattice of $X_N$, $K^0_{cpt}(X_N)$. It is equipped with an antisymmetric pairing
\[
(\cdot, \cdot) : K^0_{cpt}(X_N) \times K^0_{cpt}(X_N) \to \mathbb{Z},
\]
the restriction of the natural pairing
\[
K^0(X_N) \times K^0_{cpt}(X_N) \to \mathbb{Z}
\]
where $K^0(X_N)$ is the $K$-theory lattice of $X_N$ with no support condition. Note that $K^0(X_N)$ is generated as a ring by the line bundles $[\mathcal{O}_{X_N}(S_i)]$, $0 \leq i \leq N$ and $\mathcal{O}_{X_N}(H)$. Given a line bundle $\mathcal{L}$ on $X_N$ and a sheaf $F$ with compact support,
\[
\langle [\mathcal{L}], [F] \rangle = \chi(\mathcal{L}^{-1} \otimes_{X_N} F),
\]
where $\otimes_{X_N}$ denotes the tensor product of $\mathcal{O}_{X_N}$-modules. This notation will be frequently used throughout this paper. Moreover, note the relation
\[
[\mathcal{O}_{X_N}(D)] = 1 - [\mathcal{O}_D]
\]
for any effective divisor $D$ on $X_N$, where $1 = [\mathcal{O}_{X_N}] \in K^0(X_N)$. Therefore $K^0(X_N)$ is also generated as a ring by 1 and the divisor classes $\mathcal{O}_{S_i}$, $0 \leq i \leq N$, $\mathcal{O}_H$. Then the $K$-theory with compact support will be generated as a $\mathbb{Z}$-module by $K$-theory classes of the form
\[
\left[ \otimes_{i=0}^N \mathcal{O}_{S_i} \otimes \mathcal{O}_H^l \right], \quad k_i, l \in \mathbb{Z}_{\geq 0}
\]
which do not involve the generator 1. This expression can be simplified using the defining equations $x_i = 0$ for the $S_i$, $0 \leq i \leq N$, respectively $y_1 = 0$ for $H$. For...
example it follows that $\mathcal{O}_S \otimes \mathcal{O}_T = 0$, for $|i - j| > 1$. Using such identities it follows that $K_{c_p}^0(X_N)$-theory is generated as a $\mathbb{Z}$-module by

$$\mathcal{O}_p, \quad \mathcal{O}_0 = [\mathcal{O}_{S_0}(-1)], \quad \mathcal{O}_i = [\mathcal{O}_{C_i}(-1)], \quad 1 \leq i \leq N - 1$$

$$\Lambda^i = [\mathcal{O}_{S_i}(-\Sigma_{i-1}^{i} - (i + 1)C_i)], \quad 1 \leq i \leq N - 1.$$  

Here $\mathcal{O}_p$ is the class of the skyscraper sheaf associated to a point $p \in X_N$. Again we have chosen to twist the structure sheaves of the divisors $\mathcal{O}_{S_i}$, $1 \leq i \leq N - 1$ by appropriate line bundles such that the D2-brane charge is zero. The nontrivial inner products of the generators are

$$\langle \mathcal{T}_i, \Lambda^j \rangle = -\mathcal{C}_{ij}, \quad 1 \leq i \leq N - 1,$$

all other products being zero. In particular the pairing $(\ , \ )$ has a nontrivial annihilator generated by $[\mathcal{O}_p], \mathcal{T}_0$.

In order to use special geometry relations, note that there is an alternative set of rational generators where the classes $\Lambda^i$ are replaced by the rational linear combinations

$$\mathcal{T}^i = -\sum_{j=1}^{N-1} \mathcal{C}_{ij}^{-1} \Lambda^j, \quad 1 \leq i \leq N - 1.$$  

These generators satisfy the orthogonality relations

$$\langle \mathcal{T}_i, \mathcal{T}^j \rangle = \delta^j_i, \quad i, j = 1, \ldots, N - 1.$$  

The next goal is to study the behavior of the $\mathcal{N} = 2$ central charges of $\mathcal{T}^i$, $1 \leq i \leq N - 1$, in the field theory limit.

The central charge $Z(\mathcal{T})$ for a $K$-theory class $\mathcal{T}$ with compact support has the large radius expansion [76]

$$Z(\mathcal{T}) = -M_s \int_{X_N} e^{-(\bar{\mathcal{s}}_0 H + \sum_{i=1}^{N-1} \bar{\mathcal{s}}_i D_i)} \text{ch}(\mathcal{T}) \sqrt{\text{Td}(X)} + Z^{\text{inst}}(\mathcal{T})$$

where $Z^{\text{inst}}(\mathcal{T})$ are exponentially small genus zero world-sheet instanton corrections\footnote{This formula is often attributed to [76, 114] and it is certainly closely related to the (correct!) results of those papers. However, when writing the central charge one should not forget (as some authors do) to include the correction to the prepotential proportional to $\zeta(3) \chi(X_N)$. This term affects only the D6-brane central charge not D4 and D2. Hence it is irrelevant here since the D6-brane is infinitely heavy in the local limit, and has no effect on the field theory dynamics.}. Special geometry constraints imply that the instanton corrections to the central charges $Z(\mathcal{T}^i)$, $1 \leq i \leq N - 1$, are given by

$$Z^{\text{inst}}(\mathcal{T}^i) = M_s \frac{\partial \mathcal{F}_{X_N}^{\text{inst}}}{\partial \mathcal{s}_i}$$

where $\mathcal{F}_{X_N}^{\text{inst}}$ is the sum of the genus zero world-sheet instanton corrections

$$\mathcal{F}_{X_N}^{\text{inst}} = -\frac{1}{(2\pi \sqrt{-1})^2} \sum_{n_i \in \mathbb{Z} \geq 0} \sum_{0 \leq i \leq N-1} \frac{1}{k^3} N(n_i) \prod_{i=0}^{N-1} \exp\left(2\pi k \sqrt{-1} \sum_{i=0}^{N-1} n_i \mathcal{s}_i \right).$$

The coefficients $N(n_i) \in \mathbb{Z}$ are virtual numbers of genus zero curves in the homology class $n_0 \Sigma_0 + \sum_{i=1}^{N-1} n_i C_i$. Although $X_N$ is noncompact, these numbers are intrinsically defined via counting curves preserved by a torus action on $X_N$ which leaves the global holomorphic three-form invariant. Hence $N(n_i)$ are equivariant
genus zero Gromov-Witten invariants which can be exactly computed using local mirror symmetry \[99, 98, 86\]. For the purpose of geometric engineering note that there is a decomposition

\[ F_{X_N}^{\text{inst}} = F_{X_N}^{\text{vert}} + F_{X_N}^{\text{hv}} \]

where \( F_{X_N}^{\text{vert}} \) is the contribution of the vertical curve classes i.e. terms with \( n_0 = 0 \) while \( F_{X_N}^{\text{hv}} \) is the sum over mixed horizontal and vertical classes i.e. all terms with \( n_0 > 0 \).

There is an explicit expression for the vertical part of the instanton prepotential \[99, 98\], written as a sum over the positive roots \( \Delta_N^{+} \) of \( SU(N) \). Each positive root

\[ \alpha = \sum_{i=1}^{N-1} n_i(\alpha) \alpha_i, \quad n_i(\alpha) \in \mathbb{Z}_{\geq 0} \]

determines a vertical curve class

\[ C_\alpha = \sum_{i=1}^{N-1} n_i(\alpha) \bar{C}_i \]

where \( \{\alpha_i\}, 1 \leq i \leq N - 1 \) is a set of simple roots. The Gromov-Witten invariant of each curve class \( C_\alpha \) is \[99\]

\[ N(C_\alpha) = -2 \]

and there are no other vertical contributions except for multicovers. Therefore

\[ F_{X_N}^{\text{vert}} = -\frac{1}{4\pi^2} \sum_{\alpha \in \Delta_N^{+}} \sum_{k \geq 1} \frac{1}{k^3} \exp(2\pi k \sqrt{-1} \langle \bar{s}, \alpha \rangle) \]

where

\[ \langle \bar{s}, \alpha \rangle = \sum_{i=1}^{N-1} n_i(\alpha) \bar{s}_i. \]

An exact expression for the second term, \( F_{X_N}^{\text{hv}} \), can be obtained either using local mirror symmetry or the topological vertex \[1\].

In order to compute the central charges \( Z(\mathcal{Y}^i) \), \( 1 \leq i \leq N - 1 \) note that

\[ c_0(\mathcal{Y}^i) = 0, \quad c_1(\mathcal{Y}^i) = -\sum_{j=1}^{N-1} C_{ij}^{-1} S_j, \quad c_2(\mathcal{Y}^i) = 0, \quad \chi(\mathcal{Y}^i) = 0 \]

for \( 1 \leq i \leq N - 1 \). Moreover the toric data (2.1) and relations (2.4) yield the following relations

\[ (H \cdot S_i \cdot S_j)_{X_N} = -C_{ij}, \quad (H \cdot D_i \cdot S_j)_{X_N} = \delta_{ij}, \quad (H \cdot H \cdot S_i) = 0 \]

in the intersection ring of \( X_N \). Finally, by adjunction,

\[ \int_{S_i} c_2(X_N)|_{S_i} = \int_{S_i} (c_2(S_i) - c_1(S_i)^2) = 12\chi(O_{S_i}) - 2 \int_{S_i} c_1(S_i)^2 = -4 \]

for all compact divisors \( S_i \simeq \mathbb{P}_2 \), \( 1 \leq i \leq N - 1 \). Then using equations (2.31), (2.32), (2.33) in (2.28), a straightforward computation yields

\[ Z(\mathcal{Y}^i) = M_s \left[ \sum_{j=1}^{N-1} C_{ij}^{-1} \bar{s}_0 \bar{s}_j + \frac{1}{2} \sum_{j,k=1}^{N-1} \bar{s}_j \bar{s}_k C_{ij}^{-1} (S_j \cdot D_j \cdot D_k)_{X_N} + \frac{1}{6} \sum_{j=1}^{N-1} C_{ij}^{-1} \right] \]

+ \( Z^{\text{inst}}(\mathcal{Y}^i) \)
for $1 \leq i \leq N - 1$.

Following [90, 60, 103, 89, 109] the field theory limit is the $\epsilon \to 0$ limit of the string theory, where

$$(2.35) \quad \tilde{s}_0 = -\frac{N\sqrt{-1}}{\pi} (c_0 + \ln \epsilon) , \quad \tilde{s}_i = \frac{a_i}{M_0} \epsilon , \quad M_s = \frac{M_0}{\epsilon} .$$

Here $M_0$ is an arbitrary scale, $c_0 \in \mathbb{R}_{>0}$ a fixed constant term, and $\epsilon \in \mathbb{R}$, $0 < \epsilon < e^{-c_0}$, the scaling parameter. A priori the large radius instanton expansion (2.29) might be divergent in this limit since the complex Kähler parameters $\tilde{s}_i$ are very small. It was however shown in [90, 60, 103, 89, 109] that $e$ might be divergent in this limit since the complex Kähler parameters $\tilde{s}_i$ are very small. It was however shown in [90, 60, 103, 89, 109] that $F_{\text{vert}}^{N}$ has a finite limit as $\epsilon \to 0$, which agrees with the semiclassical instanton expansion of the gauge theory with a QCD scale given by

$$(2.36) \quad \Lambda^{2N-2} = 2^{2N} \left( \frac{M_0}{2\pi} \right)^{2N-2} e^{2Nc_0} .$$

According to [99, 98], the vertical instanton contributions $F_{N}^{\text{vert}}$ are expected to yield the one loop correction to the gauge theory prepotential in the $\epsilon \to 0$ limit. This will be confirmed below by a detailed analysis of the $\epsilon \to 0$ limit of the central charges $Z(T^i)$, $1 \leq i \leq N - 1$. In particular, it will be shown that they have a finite limit as $\epsilon \to 0$ as a result of a fairly delicate cancellations between the polynomial terms and the vertical part of the instanton prepotential. In [89, 90, 60, 103, 109] the $\epsilon \to 0$ limit of $F_{N}^{\text{inst}}$ has been shown to be well-defined and in fact given by the instanton contribution to the field theory prepotential

$$(2.37) \quad \lim_{\epsilon \to 0} F_{N}^{\text{inst}} = F_{N}^{\text{inst}}^{\text{SU}(N)} ,$$

but the perturbative and vertical contributions were not discussed in detail. Here we focus on the truncation $Z^{\text{vert}}(T^i)$ of the central charges to polynomial and vertical instanton terms. Equations (2.30) and (2.35) yield

$$\frac{\partial F_{N}^{\text{vert}}}{\partial \tilde{s}_i} = -\frac{1}{2\pi^2} \sum_{\alpha \in \Delta^+_N} \sum_{k \geq 1} \frac{n_i(\alpha)}{k} e^{2\pi k \sqrt{-1}(\alpha, \alpha)/M_0} ,$$

where

$$\langle a, \alpha \rangle = \sum_{i=1}^{N-1} n_i(\alpha) a_i ,$$

and

$$\frac{\partial^2 F_{N}^{\text{vert}}}{\partial \tilde{s}_i \partial \tilde{s}_j} = \frac{\sqrt{-1}}{\pi} \sum_{\alpha \in \Delta^+_N} n_i(\alpha) n_j(\alpha) \ln \left( 1 - e^{2\pi \sqrt{-1}(\alpha, \alpha)/M_0} \right) .$$

The second derivative has a small $\epsilon$ expansion of the form

$$\frac{\partial^2 F_{N}^{\text{vert}}}{\partial \tilde{s}_i \partial \tilde{s}_j} = \frac{\sqrt{-1}}{\pi} \sum_{\alpha \in \Delta^+_N} n_i(\alpha) n_j(\alpha) \ln \left( \frac{-2\pi \epsilon \sqrt{-1}(\alpha, \alpha)}{M_0} \right) + O(\epsilon) .$$

This implies that the first derivative will have an expansion of the form

$$\frac{\partial F_{N}^{\text{vert}}}{\partial \tilde{s}_i} = c + \frac{\sqrt{-1}}{\pi M_0} \sum_{\alpha \in \Delta^+_N} n_i(\alpha) \langle a, \alpha \rangle \left[ \ln \left( \frac{-2\pi \epsilon \sqrt{-1}(\alpha, \alpha)}{M_0} \right) - 1 \right] + O(\epsilon^2) .$$
where $c$ is a constant. Since all terms in the above expression except $c$ vanish in the $\epsilon \to 0$ limit, $c$ is the value of the first derivative at $\epsilon = 0$,

$$
c = -\frac{1}{2\pi^2} \left( \sum_{\alpha \in \Delta_N^+} n_i(\alpha) \right) \left( \sum_{k \geq 1} \frac{1}{k^2} \right) = -\frac{1}{12} \sum_{\alpha \in \Delta_N^+} n_i(\alpha).
$$

Then the leading terms of the central charges $Z^{pv}(Y^i)$, $1 \leq i \leq N - 1$ in the $\epsilon \to 0$ limit are

$$
Z^{pv}(Y^i) \sim \frac{M_0}{\epsilon} \left[ -\frac{\epsilon \sqrt{-1}}{\pi M_0} \sum_{j=1}^{N-1} C_{ij}^{-1} (c_0 + \ln \epsilon) a_j 
\right.
+ \frac{1}{12} \left( 2 \sum_{j=1}^{N-1} C_{ij}^{-1} - \sum_{\alpha \in \Delta_N^+} n_i(\alpha) \right) 
\left. + \frac{\epsilon \sqrt{-1}}{\pi M_0} \sum_{j=1}^{N-1} \sum_{\alpha \in \Delta_N^+} n_i(\alpha) n_j(\alpha) a_j \ln \epsilon 
\right.
\left. + \frac{\epsilon \sqrt{-1}}{\pi M_0} \sum_{\alpha \in \Delta_N^+} n_i(\alpha)(a, a) \left[ \ln \left( -\frac{\sqrt{-1}}{M_0} \langle a, a \rangle \right) - 1 \right] \right].
\tag{2.38}
$$

Now note that the term proportional to $1/\epsilon$ in the expression of $Z^{pv}(Y^i)$ cancels because of the following identity

$$
\sum_{\alpha \in \Delta_N^+} n_i(\alpha) = 2 \sum_{j=1}^{N-1} C_{ij}^{-1}.
\tag{2.39}
$$

This is equivalent to the known identity

$$
\rho = \frac{1}{2} \sum_{\alpha \in \Delta_N^+} \alpha = \sum_{i=1}^{N-1} \lambda_i
$$

where $\rho$ is the Weyl vector and $\lambda_i$, $1 \leq i \leq N - 1$ the fundamental weights of $SU(N)$. Moreover, the terms proportional to $\ln \epsilon$,

$$
\frac{\sqrt{-1}}{\pi} \left( \sum_{j=1}^{N-1} a_j \left( -NC_{ij}^{-1} + \sum_{\alpha \in \Delta_N^+} n_i(\alpha) n_j(\alpha) \right) \right)
$$

also cancel because of a second identity,

$$
\sum_{\alpha \in \Delta_N^+} n_i(\alpha) n_j(\alpha) = NC_{ij}^{-1},
\tag{2.40}
$$

which is proven below.

Define the Cartan-Killing form with its natural normalization $\text{Tr}(Ad(X)Ad(Y)) = (X,Y)_{\text{CK}}$. Then the usual decomposition of the Lie algebra into root spaces implies that on the dual space we have

$$
(a, \beta)_{\text{CK}} = \sum_{\gamma \in \Delta_N} (a, \gamma)_{\text{CK}} (\beta, \gamma)_{\text{CK}}
\tag{2.41}
$$
for any roots \( \alpha, \beta \), where \( \Delta_N \) is the set of roots of \( SU(N) \). Let \( (X, Y)' \) be the Killing form normalized such that the roots have length two. Then
\[
(X, Y)_{CK} = \frac{(X, Y)'}{2N},
\]
and (2.41) yields
\[
\sum_{\gamma \in \Delta_N^+} \langle \alpha, \gamma \rangle' \langle \beta, \gamma \rangle' = N \langle \alpha, \beta \rangle'.
\]
Of course, this can be extended linearly so it is also true if we replace \( \alpha, \beta \) by any linear combination of roots. In particular, we may replace them by fundamental weights \( \lambda_i, \lambda_j \). Since
\[
(\lambda_i, \lambda_j)' = C_{ij}^{-1},
\]
equation (2.42) becomes (2.40).

In conclusion, collecting all terms, it follows that the perturbative and vertical parts of the central charges \( Z_i \), \( 1 \leq i \leq N - 1 \), have a finite \( \epsilon \to 0 \) limit:
\[
\lim_{\epsilon \to 0} Z_{pv}^i(Y^i) = \frac{1}{2} \sum_{j=1}^{N-1} C_{ij}^{-1} a_j + \frac{\sqrt{-1}}{\pi} \sum_{\alpha \in \Delta_N^+} n_i(\alpha) \frac{\langle \alpha, \alpha \rangle}{\ln \frac{2}{\epsilon}}.
\]
(2.43)

Using again identity (2.40) and equation (2.36), this can be written
\[
\lim_{\epsilon \to 0} Z_{pv}^i(Y^i) = \frac{1}{\pi} \left[ \frac{c_0 + N \ln(2)}{N - 1} - 1 \right] \sum_{j=1}^{N-1} C_{ij}^{-1} a_j 
+ \frac{\sqrt{-1}}{\pi} \sum_{\alpha \in \Delta_N^+} n_i(\alpha) \frac{\langle \alpha, \alpha \rangle}{\ln \frac{2}{\epsilon}}.
\]
(2.44)

If we identify
\[
\lim_{\epsilon \to 0} Z_{pv}^i(Y^i) = \frac{\partial F_{SU(N)}^{pert}}{\partial a_i}
\]
then we find, up to an additive constant
\[
F_{SU(N)}^{pert} = \frac{N}{2} \sum_{i,j=1}^{N-1} C_{ij}^{-1} a_i a_j + \frac{\sqrt{-1}}{2\pi} \sum_{\alpha \in \Delta_N^+} \langle \alpha, \alpha \rangle^2 \frac{\langle \alpha, \alpha \rangle}{\Lambda}
\]
with
\[
\tau_0 = \frac{1}{2} + \frac{\sqrt{-1}}{\pi} \left( \frac{c_0 + N \ln(2)}{N - 1} - \frac{3}{2} \right).
\]
Thus we find
\[
\lim_{\epsilon \to 0} F_{pv}^i = F_{SU(N)}^{pert}
\]
and together with equation (2.37) this implies
\[
\lim_{\epsilon \to 0} F_{X^i} = F_{SU(N)}.
\]
(2.45)

Finally, note that the above results also determine the behavior of the central charges of the fractional branes \( (P_i, Q_i) \), \( 1 \leq i \leq N \) in the field theory limit. The
$K$-theory classes of the sheaves $F_i$, $i = 1, \ldots, N$ in (2.14) are given by

$$[F_i] = -C_{ij} \gamma^j + (i + 1) \gamma_i, \quad 1 \leq i \leq N - 1,$$

$$[F_N] = - \sum_{i,j=1}^{N-1} C_{ij} \gamma^j \gamma_0 + \sum_{i=1}^{N-1} (i + 1) \gamma_i + [O_p].$$

Therefore $Z(F_N)$ diverges as $Z(\gamma_0) \sim M_0 \epsilon^{-1}$, while

$$Z(F_i) = -C_{ij} Z(\gamma^j) + (i + 1) a_i, \quad 1 \leq i \leq N - 1$$

are finite in the $\epsilon \to 0$ limit. This shows that the fractional branes $(P_N, Q_N)$ are very heavy and decouple from the low energy dynamics in this limit while $(P_i, Q_i)$, $1 \leq i \leq N - 1$ are dynamical BPS particles with central charges

$$Z_{gauge}(P_i) = C_{ij} a_j^D - (i + 1) a_i, \quad Z_{gauge}(Q_i) = -C_{ij} a_j^D + i a_i,$$

with $i = 1, \ldots, N - 1$.

This result allows us to employ geometric engineering methods in the study of the gauge theory BPS spectrum. Using the detailed discussion of the field theory limit one can construct a dictionary between D-brane bound states and gauge theory BPS spectrum. First note that the abelian gauge fields $A^{(i)}$, $i = 1, \ldots, N - 1$ in the low energy effective action are obtained by KK reduction of the three-form field,

$$C^{(3)} = \sum_{i=1}^{N-1} A^{(i)} \wedge \eta_{S_i},$$

on a set of harmonic two-forms $\eta_{S_i}$ related by Poincaré duality to $S_i$.

D-branes wrapping the compact holomorphic cycles in $X_N$ yield massive BPS particles in the low energy theory whose electric and magnetic charges are determined by the standard couplings to background RR fields using relations (2.4), (2.6). A D2-brane with $K$-theory class $\gamma_i = [O_{C_i}(-1)] \in K^0_{qy}(X_N)$, $i = 1, \ldots, N - 1$, yields a massive BPS particle whose world-line coupling to the abelian gauge fields $A^{(i)}$ is given by

$$\exp \left[ -T \int_{\gamma_i \times \mathbb{R}} C^{(3)} \right] \exp \left[ -T \sum_{i=1}^{N-1} C_{ij} \int_{\mathbb{R}} A^{(j)} \right]$$

Therefore it has electric electric charge vector $(-C_{ij})_{1 \leq j \leq N-1}$ and trivial magnetic charges. These particles will be identified with the massive $W$-bosons in field theory. A D4-brane with $K$-theory class $A^i = [O_{S_i}(-\Sigma_i - (i + 1)C_i)]$, $i = 1, \ldots, N - 1$ yields a magnetic monopole with magnetic charge $(\delta_{ij})_{1 \leq i \leq j}$. This can be checked by a similar argument. Note that the integral homology cycle

$$\tilde{C}_i = -N \sum_{j=1}^{N-1} C_{ij}^{-1} C_j$$

has intersection numbers

$$(\tilde{C}_i \cdot S_j)_{X_N} = N \delta_{ij}$$

with the compact four-cycles $S_i$. Then pick a smooth representative $\tilde{C}_i$ and let $S^r_i$ be a two-sphere of very large radius in $\mathbb{R}^3$ in the rest frame of the BPS particle, centered at the origin. Note that the four-cycle $S^r_i \times \tilde{C}_i \subset \mathbb{R}^3 \times X_N$ is a linking cycle for $\{0\} \times S_i \subset \mathbb{R}^3 \times X_N$ with linking number $N$, and has linking number 0.
with the cycles \( \{0\} \times S_j, j \neq i \). Since a D4-brane wrapped on \( S_i \) carries one unit of magnetic charge with respect to the three-form field \( C^{(3)} \), it follows that
\[
N\delta_{ij} = \int_{S_i^2 \times \mathbb{C}} dC^{(3)} = \int_{S_i^2 \times \mathbb{C}} \sum_{k=1}^{N-1} dA^{(k)} \wedge \eta_{S_k} = N \sum_{k=1}^{N-1} \delta_{jk} \int_{S_i^2} F^{(k)} = N \int_{S_i^2} F^{(j)}.
\]

As expected, the \( K \)-theory classes \( \Upsilon_i, \Lambda^i, i = 1, \ldots, N-1 \) belong to the sublattice generated by the \( K \)-theory classes of the fractional branes \( [P_i], [Q_i] \in K^{0\text{pt}}_{\text{cpt}}(X_N) \), \( i = 1, \ldots, N-1 \), which have finite mass in the field theory limit. In fact one can easily check by a Chern class computation that the sublattice generated by \( \Upsilon_i, \Lambda^i, i = 1, \ldots, N-1 \) is identically to the one generated by \( [P_i], [Q_i], i = 1, \ldots, N-1 \). Moreover there is an orthogonal direct sum decomposition
\[
(2.47) \quad K^{0\text{pt}}_{\text{cpt}}(X_N) = \text{Span}(\mathcal{O}_p, \mathcal{O}_{2N}(-1)) \oplus \text{Span}([P_i], [Q_i])
\]
with respect to the pairing \( \langle \cdot, \cdot \rangle \) such that the induced pairing on the second term is nondegenerate.

The above arguments lead to the conclusion that the symplectic infrared charge lattice \( \Gamma \) of the gauge theory is identified with
\[
(2.48) \quad \Gamma \simeq \text{Span}([P_i], [Q_i])_{1 \leq i \leq N-1}.
\]

On general grounds, the infrared lattice of electric and magnetic charges \( \Gamma \) does not admit a canonical splitting into electric and magnetic complementary sublattices, \( \Gamma \simeq \Gamma^e \oplus \Gamma^m \). However there is a canonical splitting in the semiclassical limit, where \( \Gamma^e \) is generated by the charges of massive \( W \)-bosons and \( \Gamma^m \) by the charges of magnetic monopoles. More precisely \( \Gamma^e \) is the root lattice of the gauge group \( G \) while \( \Gamma^m \) is the coroot lattice. Note that these are not dual lattices. The dual of the coroot lattice is the weight lattice. In field theory the quotient of \( \Gamma \) by the annihilator is symplectic. Geometrically, \( \Gamma^e \) is identified with the sublattice of \( K^{0\text{pt}}_{\text{cpt}}(X_N) \) generated by the vertical curve classes \( \Upsilon_i, i = 1, \ldots, N-1 \), while \( \Gamma^m \) is identified with the sublattice generated by \( \Lambda^i, i = 1, \ldots, N-1 \).

In addition one can also obtain line defects by wrapping D4 and D2-branes on noncompact cycles in \( X_N \). A D4-brane supported on a noncompact divisor \( D_i \) of the form (2.7) flows in the infrared to a simple line defect which has in the present conventions magnetic charge vector \(( -C_{ij} )_{1 \leq j \leq N-1} \). The electric charges of the line defect are determined by the Chan-Paton line bundle on \( D_i \). It will be shown in Section 7 that there is a simple choice of Chan-Paton line bundles which yields trivial electric charges. With this choice the charge vectors of the simple line defects are precisely identified with the projections \( \Upsilon_i \) of the rational \( K \)-theory generators (2.26) to the lattice \( \Gamma \).

Note that the magnetic charge vector of a line defect engineered by a D4-brane wrapping a divisor \( D_i \) does not belong to \( \Gamma^m \), since it has fractional entries. This is in fact in agreement with the gauge theory classification of line defects [68]. According to loc. cit. the magnetic charges of a line defect sits in the magnetic weight lattice \( \Gamma^\text{mut} \) as a \( \Gamma^m \)-torsor.

In conclusion, geometric engineering predicts that gauge theory BPS states are identified with bound states of the fractional branes \( (P_i, Q_i)_{1 \leq i \leq N-1} \). On physical grounds the low energy dynamics of such bound states will be determined by a truncation of the quiver \((Q, W)\) where the vertices \( u_N, v_N \) and all adjacent arrows are removed. This yields a smaller quiver with potential \((Q, W)\), where \( W \) is
obtained by truncating (2.11) accordingly. A precise mathematical study of such bound states requires the notion of II-stability introduced in [56, 57, 8], which was mathematically formulated by Bridgeland in [28].

2.4. Stability conditions. According to [56, 57, 8] supersymmetric D-brane bound states must be Bridgeland stable objects [28] in the derived category $D^b(X_N)$. At the same time the finite mass bound states in the field theory limit must belong to the subcategory $\mathcal{G}$ spanned by the subset of fractional branes $(P_i, Q_i)_{1 \leq i \leq N-1}$. A natural question is whether such objects can be intrinsically described as stable objects with respect to a stability condition on $\mathcal{G}$, as suggested by RG flow decoupling arguments. In general this is not the case on mathematical grounds, as explained in more detail below. However it will also be shown that this condition is satisfied for a natural class of stability conditions from the quiver point of view. In contrast, this property fails for large radius limit stability conditions, as discussed in detail in Section 4.

Recall that a Bridgeland stability condition at a point in the complex Kähler moduli spaces is specified by a t-structure on $D^b(X_N)$ satisfying a compatibility condition with the central charge function. The precise definition of a t-structure will not be needed in the following. It suffices to note that any t-structure determines an abelian subcategory $\mathcal{A} \subset D^b(X_N)$, the heart of the t-structure, such that exact sequences in $\mathcal{A}$ are exact triangles in the ambient derived category. The compatibility condition requires the central charges of all objects of $\mathcal{A}$ to lie in a complex half-plane of the form

$$\mathbb{H}_\phi = \{ \text{Im}(e^{i\phi}z) > 0 \} \cup \{ \text{Im}(e^{i\phi}z) = 0, \text{Re}(e^{i\phi}z) \leq 0 \},$$

for some $\phi \in \mathbb{R}$. Therefore for any nontrivial object $F$ of $\mathcal{A}$ one can define a phase $\varphi(F) \in [\phi, \pi + \phi)$ of $Z(F)$. All stable objects must belong to $\mathcal{A}$ up to shift, and an object $F$ of $\mathcal{A}$ is (semi)stable if $\varphi(F) (\geq) \varphi(F')$ for any proper nontrivial subobject $0 \subset F' \subset F$ in $\mathcal{A}$.

Now let $\mathcal{G}$ be the smallest triangulated subcategory of the derived category $D^b(X_N)$ generated by the fractional branes $(P_i, Q_i)_{1 \leq i \leq N-1}$. For a given point in the Kähler moduli space, supersymmetric D-brane bound states in $\mathcal{G}$ are stable objects of $\mathcal{A}$ which belong to $\mathcal{G}$. Note that $\mathcal{G}$ satisfies the conditions of [20, Lemma 1.3.19], therefore the given t-structure on $D^b(X_N)$ induces a t-structure on $\mathcal{G}$. Therefore the intersection $\mathcal{A} \cap \mathcal{G}$ is an abelian subcategory $\mathcal{A}^G \subset \mathcal{A}$, the heart of the induced t-structure. However, the test subobjects $0 \subset F' \subset F$ in the definition of stability do not necessarily belong to $\mathcal{A}^G$. Therefore in general the D-brane bound states will not be defined intrinsically by a stability condition on $\mathcal{G}$. In the present case, there is however a natural class of stability conditions where this potential complication does not arise.

Since $D^b(X_N) \simeq D^b(Q, W)$, there is a canonical bounded t-structure whose heart $\mathcal{A}$ is the abelian category of $(Q, W)$-modules. The heart $\mathcal{A}^G$ of the induced t-structure on $\mathcal{G}$ is the abelian category of modules over the path algebra of the truncated quiver $(Q, W)$ defined at the end of Section 2.3.

It is clear that all subobjects and all quotients of an object $\rho$ of $\mathcal{A}^G$ also belong to $\mathcal{A}^G$. Therefore in this case the stable objects of $\mathcal{A}$ belonging to $\mathcal{G}$ are defined by an intrinsic stability condition on $\mathcal{A}^G$. By analogy with the local $\mathbb{P}^2$ model treated in [27, 15], such stability conditions on $\mathcal{G}$ are obtained by assigning complex numbers
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$(z, w) = (z_i, w_i)$ to the nodes $(p_i, q_i), i = 1, \ldots, N - 1$, of $Q$, all lying in the half-plane $\mathbb{H}_\phi$. In order to fix notation, the dimension vector of a representation $\rho$ with underlying vector spaces $(V_i, W_i)_{1 \leq i \leq N - 1}$ will be denoted by $(d_i, e_i)_{1 \leq i \leq N - 1}$. Then the $(z, w)$-slope of a representation $\rho$ of dimension vector $(d_i, e_i)$ at the nodes $(p_i, q_i), i = 1, \ldots, N - 1$, respectively is defined by

$$
\mu_{(z, w)}(\rho) = - \frac{\text{Re}(\sum_{i=1}^{N-1} e_i (d_i z_i + e_i w_i))}{\text{Im}(\sum_{i=1}^{N-1} e_i (d_i z_i + e_i w_i))}.
$$

A representation $\rho$ of dimension vector $(d_i, e_i)_{1 \leq i \leq N - 1}$ is $(z, w)$-(semi)stable if

$$
\mu_{(z, w)}(\rho') (\leq) \mu_{(z, w)}(\rho)
$$

for all subrepresentations $0 \subset \rho' \subset \rho$. For simplicity, it is often convenient to consider stability parameters of the form

$$
(2.49) \quad z_i = r(-\theta_i + \sqrt{-1}), \quad w_i = r(-\eta_i + \sqrt{-1}), \quad i = 1, \ldots, N - 1
$$

where $r, \theta_i, \eta_i \in \mathbb{R}, r \in \mathbb{R}_{>0}$ such that $\phi$ may be taken trivial. In this case the slope reduces to

$$
\mu_{(\theta, \eta)}(\rho) = \frac{\sum_{i=1}^{N-1} (d_i \theta_i + e_i \eta_i)}{\sum_{i=1}^{N-1} (d_i + e_i)},
$$

where $\theta = (\theta_i)_{1 \leq i \leq N - 1}, \eta = (\eta_i)_{1 \leq i \leq N - 1}$. One can further reduce to the GIT stability conditions constructed by King in [100] observing that a representation $\rho$ is $(\theta, \eta)$-(semi)stable if and only if it is $(\bar{\theta}, \bar{\eta})$-(semi)stable where

$$
\bar{\theta}_i = \theta_i - \frac{\sum_{i=1}^{N-1} (d_i \theta_i + e_i \eta_i)}{\sum_{i=1}^{N-1} (d_i + e_i)}, \quad \bar{\eta}_i = \eta_i - \frac{\sum_{i=1}^{N-1} (d_i \theta_i + e_i \eta_i)}{\sum_{i=1}^{N-1} (d_i + e_i)}, \quad i = 1, \ldots, N - 1.
$$

Note that $(\bar{\theta}, \bar{\eta})$ satisfy

$$
(2.50) \quad \sum_{i=1}^{N-1} (d_i \bar{\theta}_i + e_i \bar{\eta}_i) = 0.
$$

Stability parameters satisfying equation (2.50) will be referred to as King stability parameters. In some situations working with such parameters leads to significant simplifications.

For physical stability conditions the stability parameters $(z_i, w_i), 1 \leq i \leq N - 1$, are determined by the central charges (2.46) assigned to the corresponding fractional branes:

$$
(2.51) \quad z_i = \frac{1}{A} (C_{ij} a^D_j - (i + 1) a_i), \quad w_i = \frac{1}{A} (-C_{ij} a^D_j + i a_i), \quad 1 \leq i \leq N - 1.
$$

More precisely there exists a subset $C_{(Q, W)}$ of the universal cover of (the smooth locus of) the Coulomb branch where the central charges (2.46) belong to a half-plane $\mathbb{H}_\phi$, for some $\phi \in \mathbb{R}$. Then the above construction yields a map $C_{(Q, W)} \to \text{Stab}(\mathcal{G})$ to the moduli space of Bridgeland stability conditions on $\mathcal{G}$. This map can be extended to a larger subset using quiver mutations to change the $t$-structure on $\mathcal{G}$ as in [27]. For all stability conditions obtained this way, the heart of the underlying $t$-structure is an abelian category of modules over the path algebra of a quiver with potential $(Q', W')$ related by a mutation to $(Q, W)$. Such stability conditions will be called algebraic, following the terminology of [15].
The subset of \( \text{Stab}(\mathcal{G}) \) parameterizing such stability conditions will be denoted by \( \text{Stab}^{\text{alg}}(\mathcal{G}) \subseteq \text{Stab}(\mathcal{G}) \). In conclusion one obtains a map

\[
\varrho : \mathcal{C}^{\text{alg}}_{G} \to \text{Stab}^{\text{alg}}(\mathcal{G})
\]

defined on some subset \( \mathcal{C}^{\text{alg}}_{G} \) of the universal cover of the Coulomb branch. The field theory limit leads to the conjecture that the gauge theory BPS spectrum at a point \( u \in \mathcal{C}^{\text{alg}}_{G} \) is determined by the spectrum of Bridgeland stable representations at the point \( \varrho(u) \). Numerically, the BPS degeneracies are identified with counting invariants of stable objects in \( \mathcal{G} \) as explained in the next subsection. This is in agreement with the quivers found in [62, 37, 3]. Furthermore, it is also natural to conjecture that in fact the domain of definition of \( \varrho \) covers the whole universal cover of the Coulomb branch of the field theory. That is, for any point in the Coulomb branch one can find an algebraic stability condition on \( \mathcal{G} \) encoding the complete BPS spectrum at that point.

For completeness, note that the derived category \( D^{b}(X_{\mathcal{N}}) \) is expected to admit a different class of stability conditions, analogous to the geometric stability conditions constructed in [15]. In fact such stability conditions must be used if one is interested in the spectrum of supersymmetric D-brane bound states in a neighborhood of the large radius limit. A rigorous construction of geometric Bridgeland stability conditions is beyond the scope of the present paper. More physical insight can be gained assuming their existence and examining its consequences for the gauge theory BPS spectrum. This is the goal of Section 4.

It might be useful to some readers to have an informal summary of the main point of this section, expressed in more physical terms. In this paper we are viewing gauge theory BPS states as string theory BPS states which remain “light” (i.e. of finite energy) in a certain “field theoretic limit.” In the type IIA string picture, the field theoretic limit is a limit in which there is also a hierarchy of scales within the Calabi-Yau manifold (see equation (2.35).) Some D-brane BPS states have infinite energy in this limit (simply because they have nonzero tension and wrap cycles which have infinite volume), but some D-brane BPS states have a finite energy in this limit. Thus we use interchangeably the terms “light BPS states,” “finite energy BPS states,” and “field-theoretic BPS states.”

Now, both in field theory and in string theory the BPS states are expected to be objects in a category. When the field theory is viewed as a limit of string theory, evidently the gauge theory BPS states should be objects in a subcategory of the string theory category.

In general two (or more) BPS states can interact and form a BPS boundstate, but that bound state only exists for certain vacuum parameters – because the vacuum parameters determine the strength of the force between constituents. The interaction energy is strictly negative away from walls of marginal stability. The stability conditions on a category tell us when BPS states can be considered to be boundstates of collections of other BPS states. If the field-theoretic BPS states are objects in a subcategory of a string-theoretic category containing all BPS states then there are two possible notions of boundstates: We could consider only boundstates made of field-theoretic BPS constituents or we could consider boundstates of all possible string-theoretic BPS constituents. These notions are, in principle, different because it is quite possible that a light, field-theoretic BPS state is (in the string theory) a boundstate of heavy string-theoretic D-brane states. These heavy states
might interact with a large negative binding energy, producing light states. Such a phenomenon produces an obstruction to formulating a good stability condition on the field-theoretic subcategory: We might have “spurious” decays of BPS states in the field theory in the sense that they are not made of honest field-theoretic BPS states. Therefore, we would like a criterion whereby we can determine if a BPS state is a boundstate purely of field-theoretic BPS states. This is the physical interpretation of an “intrinsic stability condition on $A_G$.”

In fact, spurious decays do not happen in our examples, but it is not easy to see that this is so in the large radius picture based on $(\omega, B)$-stability. On the other hand, at string scale distances there is an alternative picture of the BPS states in terms of quiver quantum mechanics. In the quiver quantum mechanics picture it turns out that there actually is a natural criterion (i.e. a t-structure on the derived category of $(Q, W)$ modules) in which it is easy to see that states which are light in the field-theoretic limit can only be boundstates of BPS particles which are also themselves light in the field theoretic limit.

2.5. BPS degeneracies and Donaldson-Thomas invariants. In this section we discuss the relation between various flavors of BPS degeneracies used by physicists and various flavors of Donaldson-Thomas invariants used by mathematicians. The proper identification of these quantities will be a crucial working hypothesis in this paper.

Let us begin with the physical BPS degeneracies. We recall the definition of protected spin characters from [68]. The Hilbert space of gauge theory BPS states carries an action of $SU(2)_{\text{spin}} \times SU(2)_R$ where the first factor $SU(2)_{\text{spin}} \subset \text{Spin}(1, 3)$ is the little group of a massive particle in four dimensions and the second is the $R$-symmetry group of the gauge theory.\footnote{The R-symmetry group of a theory is the group of global symmetries which commutes with the Poincaré group but does not commute with the supersymmetries. In our case we normalize the $R$ symmetry generators so that $2J_R$ has weights $\pm 1$ on the supercharges.} The irreducible representations of this group will be denoted by $(j_{\text{spin}}, j_R) \in \frac{1}{2} \mathbb{Z}_{\geq 0} \times \frac{1}{2} \mathbb{Z}_{\geq 0}$. Moreover, as a representation of $SU(2)_{\text{spin}} \times SU(2)_R$ the Hilbert space has the form

$$H_{\text{BPS}} \simeq H_{\text{HH}} \otimes H_{\text{int}}$$

where $H_{\text{HH}}$ is the center-of-mass half-hypermultiplet and $H_{\text{int}}$ is the Hilbert space of internal quantum states of the BPS particles. As a representation of $SU(2)_{\text{spin}} \times SU(2)_R$ $H_{\text{HH}}$ is $(1/2, 0) \oplus (0, 1/2)$. The low energy gauge group is abelian and global gauge transformations act on $H_{\text{BPS}}$. The decompositions into isotypical components defines the grading by the electromagnetic charge lattice $\Gamma$. The space $H_{\text{HH}}$ is neutral under global gauge transformations so there is an induced grading

$$\mathcal{H}_{\text{int}} \simeq \oplus_{\gamma \in \Gamma} \mathcal{H}_{\text{int}}(\gamma).$$

The spaces $\mathcal{H}_{\text{int}}(\gamma)$ depend in a piecewise constant manner\footnote{More formally, there is a piecewise defined flat connection on the piecewise-defined bundle of BPS states over the moduli space.} on the order parameters $u$ of the Coulomb branch. The notation $\mathcal{H}_{\text{BPS}}(\gamma; u)$, $\mathcal{H}_{\text{int}}(\gamma; u)$ will be used whenever this dependence needs to be emphasized.

Let $J_{\text{spin}}, J_R$ be Cartan generators of $SU(2)_{\text{spin}}, SU(2)_R$ normalized to have half-integral weights. The protected spin character for unframed BPS states is...
defined in [68] as
\begin{equation}
\text{Tr}_{H_{BP S}(\gamma; u)}(2J_{spin})(-1)^{2J_{spin}}(-y)^{2(J_{spin}+J_{R})}.
\end{equation}

The key property of the protected spin character is that it is an index, a result easily obtained from the representation theory of the $N = 2$ $d = 4$ supersymmetry algebra: Massive, i.e. non-BPS representations, do not contribute to this character. Now, the protected spin character can be written as $(y^2 - 1)^{\Omega(\gamma; u; y)}$, where

\begin{equation}
\Omega(\gamma; u; y) = \text{Tr}_{H_{int}(\gamma; u)}y^{2J_{spin}}(-y)^{2J_{R}}.
\end{equation}

Note that in situations where the $SU(2)_R$ symmetry is broken down to a $U(1)_R$ R-symmetry we can still define the RHS of (2.55), although there is no longer a good reason for it to be an index, in general.

Reference [68] stated a pair of conjectures concerning the protected spin character, known as the positivity conjecture and the no-exotics conjecture. These are meant to apply only to field-theoretic (and not string-theoretic) BPS states. The positivity conjecture asserts that $\Omega(\gamma; u, y)$, regarded as a function of $y$, can be written as a positive integral linear combination of $SU(2)$ characters. That is:

\begin{equation}
\Omega(\gamma; u, y) = \sum_{n \geq 1} d(\gamma; u; n) \chi_n(y)
\end{equation}

where

\begin{equation}
\chi_n(y) := \text{Tr}_n y^{2J} = \frac{y^n - y^{-n}}{y - y^{-1}}
\end{equation}

is the character in the $n$-dimensional representation of $SU(2)$ and the $d(\gamma; u; n)$ are piecewise constant functions of $u$. The positivity conjecture states that $d(\gamma; u; n) \geq 0$ for all $\gamma$ and all points $u$ on the Coulomb branch. It would follow if the center of $SU(2)_R$ acts trivially on $H_{int}$, i.e., that $H_{int}$ contains only integral spins. We will call this the integral spin property. It is stronger than the positivity conjecture. The even stronger no-exotics conjecture posits that in fact only states with trivial $SU(2)_R$ quantum numbers contribute to the protected spin character. When there are no exotics the naive spin character coincides with the protected spin character. In Section 8 and also below we will discuss criteria for the absence of exotics, and also string-theory examples where exotics are present.

Turning now to the mathematical perspective, one can define [106, 108] motivic Donaldson-Thomas invariants for moduli spaces of stable objects in the triangulated category $\mathcal{G}$. Employing an algebraic stability condition $\varrho(u)$ at a point $u \in C^0_{\mathcal{G}}$, the invariant $DT^{\text{mot}}(\gamma, z(u), w(u))$ is the virtual motive of the moduli space of $(z, w)$-stable $(Q, W)$-modules with dimension vector $\gamma$, taking values in an appropriate ring of motives. See Appendix B for the minimal material on motives needed to follow the following discussion.

As explained in Appendix B, the Hodge type Donaldson-Thomas invariant

$$DT(\gamma; z, w; x, y) \in \mathbb{Q}(x^{1/2}, y^{1/2})$$

is the image of $DT^{\text{mot}}(\gamma; z, w)$ under a homomorphism from the ring of motives to the ring of Laurent polynomials $\mathbb{Q}(x^{1/2}, y^{1/2})$. It can therefore be written in the form

\begin{equation}
DT(\gamma, z, w; x, y) = \sum_{r, s \in \frac{1}{2}\mathbb{Z}} \mathfrak{h}_{r,s}(\gamma; z, w)x^r y^s
\end{equation}
The coefficients $h_{r,s}(\gamma, z, w)$ are by construction non-negative integers. Moreover, as explained below, physics arguments [52, 54] lead to the conjecture that they satisfy a duality relation, $h_{r,s}(\gamma, z, w) = h_{-r,-s}(\gamma, z, w)$. As observed in Appendix B, if the moduli space of $(z, w)$-stable quiver representations is a smooth projective variety $\mathcal{M}(\gamma, z, w)$ of complex dimension $m$,

$$h_{r,s}(\gamma, z, w) = h_{r+s-m/2, s+m/2}(\mathcal{M}(\gamma, z, w))$$

where the latter are the standard Hodge numbers. (In particular, $h_{r,s}$ is only nonzero for integral $r, s$ when $m$ is even and half-integral $r, s$ when $m$ is odd.) In what follows we will be particularly concerned with the specialization:

$$DT(\gamma; z, w; y, y) = \sum_{r,s} h_{r,s}(\gamma, z, w) y^{r+s}$$

and it will also be useful to define

$$DT^{ref}(\gamma; z, w; y) := \sum_{r,s} (-1)^{r-s} h_{r,s}(\gamma, z, w) y^{2r}$$

We will refer to (2.61) as the refined Donaldson-Thomas invariants. Note that $h_{r,s}$ is nonzero only when $r - s$ is integral, as observed at the end of Appendix B. Now let us turn to the relation between the physical and mathematical counting functions. Our working hypothesis is, that when the moduli space of BPS states is smooth we can identify

$$\mathcal{H}_{int}(\gamma; u) \cong \oplus_{p,q} H^{p,q}(\mathcal{M}(\gamma; z(u), w(u)))$$

Moreover, under this isomorphism the action of the spin group $SU(2)_{spin}$ should be identified with the standard Lefschetz action on cohomology. Thus, $2J_{spin}$ acts on the $(p, q)$-graded piece as $p + q - m$. Furthermore, $2J_R$ acts with weight $p - q$ on the $(p, q)$-graded piece. Granting these identifications the protected spin character (2.55) becomes

$$\Omega(\gamma; u; y) = \sum_{p,q} (-1)^{p-q} y^{2p-m} h_{p,q}(\mathcal{M}(\gamma; z(u), w(u)))$$

for compact and smooth moduli spaces.

A historical remark might be clarifying to some readers at this point. The identification of spin $SU(2)$ with Lefshetz $SU(2)$ acting on cohomology of BPS spaces goes back to Witten [135]. The specialized Hodge-polynomials (2.60) were alleged in [52, 53, 54] to coincide with the un-protected spin character $\text{Tr}_{\mathcal{H}_{int}(\gamma; z, u)} y^{2J_{spin}}$, even though the un-protected spin character is not an index. Moreover, it was also proposed in [52] that $2J_R$ acts as $p - q$, at least when the moduli space of BPS states is smooth. In general we do not expect to be able to compute unprotected quantities exactly. At special loci there could be, for example, massive BPS multiplets saturating the BPS bound, thus invalidating the identification in (2.60). As we discuss in Sections 7.5, 8 below the surprising successes of many computations based on the spin character can be explained in some examples where the absence of exotic BPS representations can be proven. However a notable exception has been found in [44], where convincing evidence has been found for the isomorphism (2.62) in the presence of exotic BPS states.
What is the mathematical import of (2.63)? Recall that the $\chi_y$-genus of a smooth projective variety $V$ is defined by

$$\chi_y(V) := \sum_{p,q \in \mathbb{Z}} (-1)^{p+q} y^p h^{p,q}(V).$$

Therefore

$$\Omega(\gamma; u; y) = y^{-m} \chi_y(\mathcal{M}(\gamma, z(u), w(u)))|_{\tilde{g}=y^2}$$

A natural extension of this claim is that

$$\Omega(\gamma; u; y) = \sum_{r,s \in \frac{1}{2} \mathbb{Z}} (-1)^{r-s} y^{2r} h^{r,s}(\gamma; z(u), w(u))$$

for any charge $\gamma$ and point $u$ on the Coulomb branch, even when the moduli spaces of BPS states are singular.

Comparing with (2.61) our extended conjecture (2.66) identifies the protected spin character $\Omega(\gamma; u; y)$ with a refined DT invariant. Granting this identification, the absence of exotics conjecture translates into the condition $h^{r,s}(\gamma; z, w) = 0$ for all $r \neq s$. If this holds,

$$\Omega(\gamma; u; y) = \sum_{r \in \frac{1}{2} \mathbb{Z}} y^{2r} h^{r,r}(\gamma; z(u), w(u))$$

If the moduli space is smooth we can further write:

$$\Omega(\gamma; u; y) = y^{-m} P(\mathcal{M}(\gamma; z(u), w(u)); y^2)$$

where $P$ is the Poincaré polynomial.

Finally, note that the specialization of $DT^r(z; w; y)$ at $y = (-1)$ coincides with the specialization of $DT(\gamma, z, w; y)$ at $y = (-1)$, and equals the numerical Donaldson-Thomas invariants $DT(\gamma, z, w)$. Relation (2.66) then implies that the numerical invariants $DT(\gamma, z, w)$ are identified with the BPS indices $\Omega(\gamma; u)$.

3. FIELD THEORY LIMIT B

This section reviews the B-model formulation of the field theory limit for SU(2) gauge theory, following the earlier geometric engineering literature [96, 102, 101, 99, 98]. Our main point here is to establish some results on periods and their analytic continuation from the large complex structure point to the field theory point so that we can check our no-walls conjecture (in section 4.2 below) in the B-model. Similar results for SU(2) were obtained in [10, 54] employing slightly different local Calabi-Yau models. Here we will employ the local $F_2$ model and focus on analytic continuation of BPS central charges between LCS limit point and the field theory scaling region.

According to [99, 98, 86], the local mirror of the toric Calabi-Yau threefolds $X_N$, $N \geq 2$, is a family of conic bundles over $(v, w) \in (\mathbb{C}^*)^2$ given by

$$P(v, w) = xy,$$

where $(x, y) \in \mathbb{C}^2$. In terms of homogeneous coordinates $(\alpha_1, \beta_1, \beta_2) \in (\mathbb{C}^*)^{N+3}$ on the moduli space, the polynomial $P(v, w)$ is given by

$$P(v, w) = \beta_1 v + \beta_2 w + \sum_{i=0}^{N} \alpha_i w^i.$$
The homogeneous parameters $\alpha_i, \beta_1, \beta_2, 0 \leq i \leq N$, are subject to a scaling gauge symmetry
\[ \alpha_i \to \lambda_i^s \alpha_i, \quad \beta_1 \to \lambda_i^{s+1} \beta_1, \quad \beta_2 \to \lambda_i^{s+2} \beta_2, \quad 0 \leq i \leq N + 2, \]
where \( \{k_s = (k_s^j)\}, 1 \leq s \leq 3, 0 \leq j \leq N + 2, \) is an integral basis of the kernel of the charge matrix \((Q_j^k)\), \(a \leq 1 \leq N, 0 \leq j \leq N + 2,\) in (2.1). The gauge invariant algebraic coordinates \(z_i, i = 0, \ldots, N - 1\) on the moduli space are given by
\[ z_i = \alpha_{i-1}^{-1}\alpha_i^{-2} \alpha_{i+1}, \quad 1 \leq i \leq N - 1, \quad z_0 = \beta_1 \beta_2 \alpha_0^{-2} \]
since \((\alpha_i, \beta_1, \beta_2)\) all have weight one under the scaling gauge symmetry. There is a unique (up to scaling) holomorphic three-form
\[ \Omega = \frac{1}{y} dx_{\ell \omega} dv \]
on the conic bundles (3.1) whose periods \(\Pi\) satisfy the GKZ system
\[ \frac{\partial}{\partial \alpha_i} \frac{\partial}{\partial \alpha_{i+1}} \Pi = \frac{\partial^2}{\partial \alpha_i^2} \Pi, \quad 1 \leq i \leq N - 1, \quad \frac{\partial}{\partial \beta_1} \frac{\partial}{\partial \beta_2} \Pi = \frac{\partial^2}{\partial \alpha_0^2} \Pi. \]
Note that the mirror map is of the form
\[ z_i = e^{2\pi \sqrt{-1} (b_i + \sqrt{-1} n_i)} \]
and setting its derivatives with respect to \(r_0, r_1\) gives a simpler function which vanishes upon taking derivatives with respect to \(r_0, r_1\) and setting
them to 0. Using Euler’s reflection formula \( \Gamma(1-x)\Gamma(x) = \frac{\pi}{\sin \pi x} \), the resulting expressions for the periods are:

\[
\Pi_c = \Pi(z_0, z_1; r_0, r_1)|_{r_0 = r_1 = 0} = 1,
\]
\[
2\pi \sqrt{-1} \Pi_0 = \frac{\partial}{\partial r_0} \Pi(z_0, z_1; r_0, r_1)|_{r_0 = r_1 = 0}
\]
\[
= \ln(z_0) + 2 \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m},
\]
(3.6) \[
2\pi \sqrt{-1} \Pi_1 = \frac{\partial}{\partial r_1} \Pi(z_0, z_1; r_0, r_1)|_{r_0 = r_1 = 0}
\]
\[
= \ln(z_1) - \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m}
\]
\[
+ 2 \sum_{m=0, n=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m} \frac{z^n}{z_1^n},
\]
\[
(2\pi \sqrt{-1})^2 \Pi_D = \left( \frac{\partial^2}{\partial r_0^2} + \frac{\partial^2}{\partial r_0 \partial r_1} \right) w_0(z_0, z_1; r_0, r_1)|_{r_0 = r_1 = 0}
\]
\[
= \ln(z_1)^2 + \ln(z_0) \ln(z_1) - \ln(z_0) \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m}
\]
\[
+ 2 \ln(z_0 z_1^2) \sum_{m=0, n=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m} \frac{z^n}{z_1^n}
\]
\[
- \frac{2\pi^2}{3} - 2 \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} (\psi(2m) - \psi(m+1)) \frac{z^m}{z_0^m}
\]
\[
+ 4 \sum_{m=0, n=1}^{\infty} \frac{\Gamma(2m)}{(m+1)^2} \frac{z^m}{z_0^m} (\psi(2m) - \psi(m+1) - \psi(n+1)) \frac{z^n}{z_1^n},
\]
where \( \Gamma(x) \) and \( \psi(x) = \frac{d}{dx} \ln \Gamma(x) \) are the usual gamma and digamma function.

Physically, \( \Pi_c \) is identified by mirror symmetry with the central charge of a D0-brane on \( X_2 \), while \( \Pi_0 \) and \( \Pi_1 \) are identified with the central charges of the D2-branes \( O_{C_1}(-1) \), \( O_{\Sigma_0}(-1) \) wrapping the fiber \( C_1 \), and the section \( \Sigma_0 \) respectively.

In section 2.3 their \( K \)-theory charges were denoted by \( \Upsilon_0, \Upsilon_1 \). Since \( \Pi_c = 1 \), the flat coordinates \( \tilde{s}_i \) are given by

\[
\tilde{s}_i = \Pi_i, \quad i = 0, 1.
\]

The fourth period \( \tilde{s}_D = \Pi_D \) will be associated similarly to a D4-brane on \( X_3 \), which will be identified once \( \Pi_D \) is expanded in terms of flat coordinates near the LCS limit point.

To determine the \( A \)-model instanton corrections one inverts the relations for \( \tilde{s}_0 \) and \( \tilde{s}_1 \). The series in \( z_0 \) appearing in \( \tilde{s}_0 \) can be summed up to an elementary
function:

\[
F_1(z) = \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{\Gamma(m+1)^2} \frac{z^m}{(m+1)^2}
\]

\[
= \sum_{m=1}^{\infty} \frac{\Gamma(m + \frac{1}{2})}{2^{m-1} \Gamma(m+1)} \frac{(4z)^m}{m}
\]

\[
= 2 \int dt \left( -\frac{1}{4t} + \frac{1}{4t \sqrt{1 - 4t}} \right)
\]

\[
= -\ln \left( \frac{1}{4} + \frac{1}{2} \sqrt{1 - 4z} \right)
\]

where for the second equal sign we used the duplication formula \( \Gamma(x) \Gamma(x + \frac{1}{2}) = 2^{1-2x} \sqrt{\pi} \Gamma(2x) \), and for the third \( \sum_{n=0}^{\infty} \frac{\Gamma(\alpha+n)}{\Gamma(\alpha+1)} t^n = (1 - t)^{-\alpha} \). Now one can easily verify the inverse relation \( q_0 = \exp(2\pi \sqrt{-1} s_0) \):

\[
q_0 = \left( \frac{q_0}{1 + q_0} \right)^2.
\]

Inverting the third equation in (3.6) iteratively, one finds for the first terms of \( z_1 \):

\[
z_1 = q_1 \left( \frac{1}{(1 + q_2)^2} + q_0 - 4q_0 q_1 + 3q_0 q_1^2 - 2q_0^2 q_1 + \cdots \right),
\]

where \( q_1 = \exp(2\pi \sqrt{-1} \tilde{s}_1) \). The \( \cdots \) in the above formula denote higher degree terms in \( q_0, q_1 \).

Substitution of these series in \( \tilde{s}_D = \Pi_D \) gives the following form of the A-model instanton series:

\[
\tilde{s}_D = \tilde{s}_0^2 + \tilde{s}_0 \tilde{s}_1 + \frac{1}{6} + \frac{-2}{(2\pi i)^3} \sum_{n_i \in \mathbb{N}} N(n_i) \frac{\partial}{\partial \tilde{s}_1} \ln \Gamma(n_i) \frac{\partial}{\partial \tilde{s}_1} \ln \Gamma(n_i),
\]

where \( \text{Li}_n(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^n} \). The constant term arises from the trigamma function \( \psi_1(x) = \frac{d^2}{dx^2} \ln \Gamma(x) \) evaluated at \( x = 1 \): \( \psi_1(1) = \frac{\pi^2}{6} \). Using equation (2.28), the polynomial part of the above equation identifies

\[
\tilde{s}_D = -Z(O_{S_1}(K_{S_1}/2)) = -Z(O_{S_1}(-\Sigma_0 - 2C_1))
\]

Up to sign this is the central charge of a D4-brane supported on the compact divisor \( S_1 \simeq \mathbb{P}_2 \), with Chan-Paton line bundle \( O_{S_1}(-\Sigma_0 - 2C_1) \). In the notation of Section 2.3 its K-theory class is given by

\[
\Lambda^1 = -[O_{S_1}(-\Sigma_0 - 2C_1)] = 2T^1.
\]

Recall that \( ch_2(T^1) = 0 \), hence this D4-brane has no induced D2-brane charges. There is however an induced fractional D0-brane charge, equal to

\[
\int_{\mathcal{S}_1} \left( ch_3(O_{S_1}(-\Sigma_0 - 2C_1)) + \frac{1}{24} c_2(X_2) \right) = \chi(O_{S_1}(-\Sigma_0 - 2C_1)) - \frac{1}{24} \int_{\mathcal{S}_1} c_2(X_2) = \frac{1}{6},
\]

using equations (2.33).

The central charge \( Z(\Gamma, t) \) of a BPS D-brane with compact support will be given by:

\[
Z(\Gamma, t) = -r \tilde{s}_D + \sum_{i=0,1} Q_{2,i} \tilde{s}_i - Q_0,
\]

in terms of the D4-, D2-, and D0-brane charges \((r, Q_{2,i}, Q_0)\).
Following [99], the B model field theory limit is a scaling limit in a neighborhood of a special point in the compactified complex structure moduli space of the family of curves (3.2). For the local $F^2$ model, the special point is the intersection point

$$z_0 = 0, \quad z_1 = \frac{1}{4}$$

between the discriminant

$$(1 - 4z_1)^2 - 64z_0z_1^2 = 0$$

of the family (3.2) and the boundary divisor $z_0 = 0$. The scaling limit is defined by

$$z_1 = \frac{1}{4} \left(1 + \frac{2\pi^2 \epsilon^2 u}{M_0^2}\right), \quad z_0 = \epsilon^4 e^{4c_0},$$

where $M_0$ is a fiducial fixed scale and $c_0$ an arbitrary constant as in Section 2.3, equation (2.35). The scale $M_0$ is related to the QCD scale $\Lambda$ by equation (2.36), which in this case reads

$$\Lambda = \frac{2M_0}{\pi} e^{2c_0}.$$  

Then one can show as in [99] that the $\epsilon \to 0$ limit of the family of curves (3.2) is the family of Seiberg-Witten curves of $SU(2)$ gauge theory.

Our main goal is to show that the periods $\tilde{s}_1$, $\tilde{s}_D$ reproduce the weak coupling gauge theory central charges of the $W$-boson and monopole, respectively in the $\epsilon \to 0$ limit. The weak coupling region of the field theory Coulomb branch is given by $|\epsilon| \gg 1$. In this regime, equations (3.11), (3.12) imply that the positive powers of $z_0$ in the period expansions (3.6) yield subleading nonperturbative corrections in the $\epsilon \to 0$ limit. Therefore in order to reproduce the leading weak coupling terms it suffices to truncate the period expansions to the terms containing only powers of $z_1$. Fortunately, the remaining series in $z_1$ can be summed up to elementary functions. For $\tilde{s}_1$ the resulting series is $F_1(z)$ in (3.7). For $\Pi_D$ one finds the series

$$F_2(z) = \sum_{m=1}^{\infty} \frac{\Gamma(2m)}{\Gamma^2(m+1)} (2\psi(2m) - \psi(m+1) - \psi(1)) z^m,$$

which is a bit harder to evaluate. We rewrite it as

$$F_2(z) = \left. \frac{\partial}{\partial r} \sum_{m=1}^{\infty} \frac{\Gamma(2m+r)}{\Gamma(m+r+1)\Gamma(m+1)\Gamma(r+1)} z^m \right|_{r=0},$$

$$= \left. \frac{\partial}{\partial r} \frac{\Gamma(r+\frac{1}{2})}{2\sqrt{\pi} \Gamma(r+1) z^r} \int_0^4 dt \left(- (4t)^{r-1} + (4t)^{r-1} \frac{1}{(1-4t)^{r+1/2}} \right) \right|_{r=0}.$$  

After taking the derivatives to $r$, and performing the integral, $F_2(z)$ can be expressed as:

$$F_2(z) = \frac{1}{4} \ln\left(\frac{1}{2} + \frac{1}{2} \sqrt{1 - 4z}\right)^2 + \frac{1}{2} \text{Li}_2(4z)$$

$$- \text{Li}_2\left(\frac{1}{2} - \frac{1}{2} \sqrt{1 - 4z}\right) + 2 \text{Li}_2(1 - \sqrt{1 - 4z}).$$

In principle, one can also derive similar functions for the series multiplying higher powers of $z_0$, but these expressions will not be needed in the following.

Having found these functions, we now study the behavior of the periods (3.6) in the field theory limit $\epsilon \to 0$. Since the functions $F_1(z_1)$, $F_2(z_1)$ depend on
$\sqrt{1-4z_1}$, in addition to the change of variables (3.11), one has to introduce a branch cut starting at $z_1 = 1/4$ and choose a specific branch of the square root. We will choose the branch

$$\sqrt{1-4z_1} = -\pi\sqrt{-1} \frac{\epsilon}{M_0} \sqrt{2u}.$$ 

Then one finds the following small $\epsilon$ expansions:

$$F_1(z_1) = \ln(2) + \sqrt{-1} \frac{\pi \epsilon}{M_0} \sqrt{2u} + O(\epsilon^2),$$

$$F_2(z_1) = \frac{1}{6} \pi^2 + \ln(2)^2 - \sqrt{-1} \frac{\pi \epsilon}{M_0} \left(-2 + \ln \left(1 - \frac{2\pi^2 \epsilon^2 u}{M_0^2}\right)\right) \sqrt{2u} + O(\epsilon^2),$$

where the second line follows from $\text{Li}_2(0) = 0$, $\text{Li}_2(\frac{1}{2}) = \frac{1}{12} \pi^2 - \frac{1}{2} \ln(2)^2$, and $\text{Li}_2(1) = \frac{1}{6} \pi^2$. With these expansions one obtains:

$$\tilde{s}_c = 1,$$

$$\tilde{s}_0 = \frac{2}{\pi\sqrt{-1}} \ln(\epsilon) + O(\epsilon^0),$$

$$\tilde{s}_1 = \frac{\epsilon}{M_0} \sqrt{2u} + O(\epsilon^2),$$

$$\tilde{s}_D = \frac{\epsilon}{M_0} \sqrt{-1} \frac{\pi}{\sqrt{2u}} \left[\ln \left(1 - \frac{8\pi^2 u}{M_0^2}\right) - 2c_0 - 2\right] + O(\epsilon^2).$$

Now recall that the ratio $M_0/\epsilon$ is the string theory scale $M_s$, which is sent to $\infty$ as $\epsilon \to 0$. Then the period expansions (3.15) imply that the central charges $M_s \tilde{s}_c$, $M_s \tilde{s}_0$ are divergent in the $\epsilon \to 0$ limit, while $M_s \tilde{s}_1$ has a finite limit

$$\lim_{\epsilon \to 0} M_s \tilde{s}_1 = \sqrt{2u} + \cdots = 2a_{SW}(u)$$

where $\cdots$ are higher order terms in the weak coupling expansion parameter $u/\Lambda^2$. This expression is in agreement with the Coulomb branch flat coordinate $a(u)$ defined in [125] and differs by a factor of 2 from the normalization chosen in [126]. The same flat coordinate was denoted by $a_1$ in Section 2.3, equation (2.35).

Moreover, choosing the branch $\ln(-u) = -\pi\sqrt{-1} + \ln(u)$ for the logarithm, the last expression in (3.15) shows that $M_s \tilde{s}_D$ also has a finite $\epsilon \to 0$ limit,

$$\lim_{\epsilon \to 0} M_s \tilde{s}_D = \frac{\sqrt{-1}}{\pi} \sqrt{2u} \left[-\pi\sqrt{-1} + \ln \left(8\pi^2 \frac{u}{M_0^2}\right) - 2c_0 - 2\right] + \cdots$$

Rewritting this expression in terms of the flat Coulomb branch coordinate $a_1$ yields

$$\lim_{\epsilon \to 0} M_s \tilde{s}_D = 2 \left[\frac{1}{2} + \frac{\sqrt{-1}}{\pi} \left(\ln \left(\frac{2\pi^2 a_1}{M_0}\right) - c_0 - 1\right)\right] a_1 + \cdots$$

By comparison with equation (2.44) in Section 2.3, it follows that

$$\lim_{\epsilon \to 0} M_s \tilde{s}_D = 2 \lim_{\epsilon \to 0} Z^{\mu}(Y^1) = 2a_1^D,$$

as expected from the $K$-theory relation $\Lambda^1 = 2Y^1$. As observed in equation (2.45) the dual period $a_1^D$ is derived from a gauge theory prepotential with classical coupling constant

$$\tau_0 = \frac{1}{2} + \frac{\sqrt{-1}}{\pi} (c_0 + 2 \ln 2 - 3/2),$$

These expressions are in agreement with [126] up to the classical $\tau_0$ dependent terms.
The BPS particles of SU(2) field theory correspond to those BPS D-branes whose central charges are finite in the $\epsilon \to 0$ limit, taking into account the scaling $\alpha' = \epsilon^2/\Lambda^2$, in Section 2.3. Thus we deduce from Eqs. (3.10) and (3.15) that only bound states of D4-branes and D2-branes with K-theory charges
\[-r\Lambda^4 + Q_{2,1} T_1\]
survive in the field theory limit, the other charges being infinitely massive. Indeed the central charge in the field theory is
\[(3.15) \quad Z((n_m, n_e), u) = n_m a_D(u) + n_e a(u),\]
and comparing with (3.10) gives $n_m = r$, and $n_e = 2Q_1$.

4. Large radius stability and the weak coupling BPS spectrum

The main goal of the present section is to formulate a precise conjectural relation between large radius supersymmetric D-brane configurations and the gauge theory BPS spectrum. Since the field theory scaling region is far from the large radius limit, such a correspondence will necessarily involve parallel transport of the BPS spectrum. As explained below Fig. 1 in the introduction, in this process one has to take into account possible marginal stability walls separating these two regions. Therefore, our no walls conjecture will claim the existence of a suitable path connecting the the large radius limit point to the field theory region which avoids all possible walls of marginal stability. A consequence of the no walls conjecture is a complete geometric construction for the weak coupling BPS spectrum of the gauge theory.

A strong argument for the no walls conjecture is provided in Section 4.2 for SU(2) gauge theory. Further evidence is presented in Sections 4.4 and 5 by explicit computations of BPS degeneracies in SU(3) gauge theory.

4.1. Large radius stability. In this section it will be assumed that geometric Bridgeland stability conditions on $D^b(X_N)$ exist and have a large radius behavior similar to the ones constructed in [29, 15]. More precisely, let $B + \sqrt{-1}\omega$ be a fixed complex Kähler class, and $\gamma \in K_0(X_N)$ a K-theory class with compact support. Suppose $\gamma$ belongs to the effective cone i.e. it is the K-theory class of a sheaf. Then it will be assumed that for each $\gamma$ there exists $\lambda \in \mathbb{R}_{>0}$ sufficiently large such that any object $F$ of $D^b(X_N)$ with $[F] = \gamma$ is geometrically Bridgeland (semi)stable with respect to $B + \sqrt{-1}\lambda \omega$ if and only if it is an $(\omega, B)$ Gieseker (semi)stable sheaf$.\footnote{If there were a uniform bound for all $\gamma$ then Bridgeland stability would coincide with $(\omega, B)$ stability. But we do not expect this to be the case.}$ Consequently we can define a large radius BPS spectrum.

Granting the above assumptions, this subsection will be focused on basic properties of such sheaves on the toric threefolds $X_N$. Recall that the large radius central charge for any sheaf $F$ with compact support on $X_N$ is
\[(4.1) \quad Z_{(\omega, B)}(F) = -\int_{X_N} e^{-(B + \sqrt{-1}\omega)\text{ch}(F)} \sqrt{\text{Td}(X_N)}.\]
Note that any sheaf $F$ with compact support must be a torsion sheaf with set theoretic support contained in the divisor $S = \sum_{i=1}^{N-1} S_i$. Therefore
\[Z_{(\lambda\omega, B)}(F) = Z^{(2)}_{(\omega, B)}(F)\lambda^2 + Z^{(0)}_{(\omega, B)}(F) + \sqrt{-1}\lambda Z^{(1)}_{(\omega, B)}(F)\]
where
\[ Z^{(2)}_{(\omega, B)}(F) = \frac{1}{2} \int_{X_N} \omega^2 \text{ch}_1(F) \]
\[ Z^{(1)}_{(\omega, B)}(F) = \int_{X_N} (\omega \text{ch}_2(F) - \omega B \text{ch}_1(F)) \]
\[ Z^{(0)}_{(\omega, B)}(F) = -\int_{X_N} \left( \text{ch}_3(F) + \frac{1}{2} \text{ch}_1(F) Td_2(X) \right) \]
If \( F \) has support of dimension two, \( \text{ch}_1(F) \) is a nontrivial effective divisor class, hence \( Z^{(2)}_{(\omega, B)}(F) \neq 0 \). In this case one can define
\[ (4.2) \quad \mu_{(\omega, B)}(F) = \frac{Z^{(1)}_{(\omega, B)}(F)}{Z^{(2)}_{(\omega, B)}(F)}, \quad \nu_{(\omega, B)}(F) = \frac{Z^{(0)}_{(\omega, B)}(F)}{Z^{(2)}_{(\omega, B)}(F)} \]
Gieseker (semi)stability with respect to the pair \( (\omega, B) \) is defined by the conditions
\[ (4.3) \quad \mu_{(\omega, B)}(F') (\leq) \mu_{(\omega, B)}(F) \]
for any proper nontrivial subsheaf \( 0 \subset F' \subset F \), and
\[ (4.4) \quad \nu_{(\omega, B)}(F') (\leq) \nu_{(\omega, B)}(F) \]
if the slope inequality (4.3) is saturated. For simplicity \( (\omega, B) \)-Gieseker stability will be called \( (\omega, B) \)-stability in the following. One can also define twisted \( (\omega, B) \)-slope stability imposing only condition (4.3). It is easy to check that the following implications hold
\[ (\omega, B)-\text{slope stable} \Rightarrow (\omega, B)-\text{stable} \Rightarrow (\omega, B)-\text{semistable} \Rightarrow (\omega, B)-\text{slope semistable}. \]
Moreover, if the numerical invariants and \( (\omega, B) \) are sufficiently generic there are no strictly semistable objects and the two notions of stability coincide. Finally, note that the main properties of \( (\omega, B) \) stability conditions are analogous to those of standard Gieseker or slope stability conditions. That is, all the standard filtrations exist and there exist projective or quasi-projective moduli spaces of such objects. For completeness note that the numerical invariants of \( F \) can be written as
\[ (4.5) \quad \text{ch}_0(F) = 0, \quad \text{ch}_1(F) = \sum_{i=1}^{N-1} m_i S_i, \quad \text{ch}_2(F) = p \sum_{i=0}^{N-1} + \sum_{i=1}^{N-1} n_i C_i, \quad \chi(F) = n, \]
where \( m_i, n_i, p, n \in \mathbb{Z} \) with \( m_i \geq 0, \ i = 1, \ldots, N-1 \). It is easy to check that \( \text{ch}_1(F)^2 \) is always even, hence \( \text{ch}_2(F) \) is integral. Using equations (2.18), (2.19), the holomorphic Euler character of a sheaf \( F \) on \( X_N \) with compact two dimensional support is given by
\[ \chi(F) = \sum_{k=0}^{2} (-1)^k \dim H^k(X_N, F). \]

We conclude the remaining part of this subsection with some technical results on \( (\omega, B) \)-slope semistable sheaves on \( X_N \). It will be shown that any \( (\omega, B) \)-slope semistable sheaf \( F \) with compact support of dimension two must be the extension by zero of a sheaf on the reduced divisor \( S = \sum_{i=1}^{N-1} S_i \). Such sheaves will be called scheme theoretic supported on \( S \). From a physical point of view, these are D-brane bound states supported on \( S \) where the vacuum expectation value of the Higgs field parameterizing normal fluctuations within \( X_N \) is trivial. Note that in
general this might not be the case since multiple D-branes supported on $S$ may have nontrivial nilpotent Higgs field expectation values \[55\]. Moreover, the moduli stack of $(\omega, B)$-slope semistable sheaves will be shown to be smooth.

In order to prove the first claim, note that $S$ is the zero locus of the section

$$s = \prod_{i=1}^{N-1} x_i \in H^0(X_N, \mathcal{O}_{X_N}(S)).$$

A sheaf $F$ is scheme theoretically supported on $S$ if and only if the morphism

$$F \xrightarrow{\phi_s} F(S)$$
determined by multiplication by $s$ is identically zero. Below we show that this must be the case for an $(\omega, B)$-slope semistable pure dimension two sheaf with set theoretic support on $S$.

Suppose $\phi_s$ is not identically zero, and let $I = \text{Im}(\phi_s) \subset F(S)$, $G = \text{Ker}(\phi_s) \subset F$. Obviously there is an exact sequence

$$0 \to G \to F \to I \to 0$$

which remains exact under multiplication by any line bundle. In particular there is also an exact sequence

$$0 \to G(-S) \to F(-S) \to I(-S) \to 0$$

where $I(-S) \subset F$. Note that $\phi_s$ cannot be an isomorphism since $F$ and $F(S)$ have different Chern classes. Hence the inclusion $I(-S) \subset F$ is strict. Moreover, since $F$ is set theoretically supported on $S$, $G$ cannot be trivial. Since $\phi_s \neq 0$ by assumption, $G \subset F$ is strict as well. Then the $(\omega, B)$-slope semistability condition yields the inequalities

$$\mu_{(\omega, B)}(G) \leq \mu_{(\omega, B)}(F), \quad \mu_{(\omega, B)}(I(-S)) \leq \mu_{(\omega, B)}(F).$$

Using the above exact sequences and expressions (4.2), a straightforward computation shows that these inequalities yield

$$\int_{X_N} \omega \mathrm{ch}_1(I)S \geq 0.$$  

However, $\mathrm{ch}_1(I) = \sum_{i=1}^{N-1} m'_i S_i$ for some $m'_i \in \mathbb{Z}_{\geq 0}$, $i = 1, \ldots, N-1$, since $I$ must be pure dimension two supported on $S$. Using the intersection products

$$(S_i \cdot S_j)_{X_N} = \Sigma_i \delta_{j,i+1} + \Sigma_{i-1} \delta_{j,i-1} - (\Sigma_{i-1} + \Sigma_i + 2C_i) \delta_{j,i}$$

for $1 \leq i, j \leq N-1$, one finds

$$\int_{X_N} \omega \mathrm{ch}_1(I)S = -m'_1 \int_{\Sigma_0} \omega - m'_{N-1} \int_{\Sigma_{N-1}} \omega - 2 \sum_{i=1}^{N-1} m'_i \int_{C_i} \omega.$$  

Since $\omega$ is a Kähler class, it follows that

$$\int_{X_N} \omega \mathrm{ch}_1(I)S \leq 0$$

and equality holds if and only if all $m'_i = 0$. This leads to a contradiction unless $I$ is the zero sheaf, which proves the claim.

This result implies that the moduli stacks of $(\omega, B)$-slope semistable sheaves are smooth. Since any such sheaf $F$ is scheme theoretically supported on $S$, it suffices
to prove that $\text{Ext}^2_S(F, F) = 0$. This follows using the fact that Serre duality holds on $S$ since $S$ is a divisor in $X_N$, and the dualizing sheaf is given by the adjunction formula

$$\omega_S \simeq \mathcal{O}_S(S).$$

Then one has an isomorphism

$$\text{Ext}^2_S(F, F) \simeq \text{Ext}^0_S(F, F(S))^\vee$$

for any coherent $\mathcal{O}_S$-module $F$. Moreover it is straightforward to check by a slope calculation as above that

$$\mu_{(\omega, B)}(F(S)) < \mu_{(\omega, B)}(F).$$

Since $F$ is assumed $(\omega, B)$-slope semistable, this implies that $\text{Ext}^0_S(F, F(S)) = 0$, hence $\text{Ext}^2_S(F, F) = 0$ as well. In order to prove the last claim, note that if $F$ is $(\omega, B)$-slope semistable then $F(S)$ has the same property. Suppose $\phi : F \to F(S)$ is a nontrivial morphism. Then

$$\mu_{(\omega, B)}(F(S)) \leq \mu_{(\omega, B)}(\text{Im}(\phi)) \leq \mu_{(\omega, B)}(F(S)),$$

contradicting inequality (4.7).

4.2. **An example: $SU(2)$ gauge theory.** As an example, in this section we will analyze the large radius BPS spectrum for the $N = 2$ geometry and explain its relation to the $SU(2)$ gauge theory spectrum. An important point is that a priori one does not expect a one-to-one correspondence between large radius and field theory BPS states, because the field theory limit involves analytic continuation in the complex Kähler moduli space as explained in detail in Section 3. Hence these two regions of the moduli space could be in principle separated by marginal stability walls, leading to a complicated relation between the two spectra. As also claimed in [54], it will be shown here for $N = 2$ that such walls are absent for all finite mass BPS states in the field theory limit.

It was shown in Sections 2.3, 3 that only $K$-theory charges of the form

$$(4.8) \quad \Upsilon_{r, Q} = -r\Lambda^1 + QT_1$$

can support finite mass BPS states in the field theory limit, where

$$\Upsilon_1 = [\mathcal{O}_{C_1}(-1)], \quad \Lambda^1 = [-\mathcal{O}_{S_1}(-\Sigma_0 - 2C_1)],$$

and $r, Q \in \mathbb{Z}$. They correspond to the $W$-boson and anti-monopole charge respectively.

As explained in Section 4.1, in the large radius limit, such a charge $\Upsilon_{r, Q}$ supports BPS states only if there exists at least one Gieseker semistable stable sheaf $F$ on $X_2$ with $[F] = \Upsilon_{r, Q}$. In particular, $r \geq 0$. According to Section 4.1, any such sheaf must be the extension by zero of a Gieseker semistable stable sheaf $E$ on $S_1 = \mathbb{P}_2$ with numerical invariants

$$(4.9) \quad \text{ch}_0(E) = r, \quad \text{ch}_1(E) = -r\Sigma_0 + (Q - 2r)C_1, \quad \chi(E) = 0.$$ 

For $r = 0$ such a sheaf is semistable if and only if $E = \mathcal{O}_{C_1}(-1)^{\oplus Q}$, $Q \geq 0$, where $C_1$ is a fiber of $S_1 = \mathbb{P}_2$. For $Q = 1$ the moduli space of stable sheaves is isomorphic to $\mathbb{P}^1$, and the protected spin character,

$$\Omega(\Upsilon_{0,1}; y) = y + y^{-1}.$$
These BPS states have the quantum numbers of a massive $W$-boson. If $Q > 1$, all semistable objects are isomorphic to direct sums $E = \mathcal{O}_{C_1}(-1)^{\beta Q}$, which implies that there are no $Q > 1$ bound states.

For $r > 0$, $E$ must be a torsion free Gieseker semistable sheaf on $S_1$. For simplicity suppose the charge vector is primitive such that $E$ must be automatically stable. Then a standard argument shows that its endomorphism ring is

$$\text{Ext}^0_{S_1}(E, E) \simeq \mathbb{C}.$$ 

Moreover, as shown in the last paragraph of Section 4.1,

$$\text{Ext}^2_{S_1}(E, E) = 0.$$ 

Then the moduli space of stable sheaves is smooth, and its dimension follows from the Riemann-Roch theorem

$$\dim \text{Ext}^1_{S_1}(E, E) = 1 - \int_{S_1} \text{ch}(E) \otimes \text{Td}(S_1)$$

for any value of $Q \in \mathbb{Z}$. A nonempty moduli space is obtained only for $r = 1$, in which case $E$ is a line bundle, $E \simeq \mathcal{O}_{S_1}(-\Sigma_0 + (Q - 2)C_1)$. The moduli space is just a point and the protected spin character

$$\Omega(\Upsilon_{1,Q}; y) = 1.$$ 

These states have the quantum numbers and degeneracies of weak coupling dyons with magnetic charge 1. In conclusion the large radius BPS spectrum coincides with the weak coupling spectrum of $SU(2)$ gauge theory, at least for primitive charge vectors. More involved computations [110] show that at large radius there are no BPS states with non-primitive charge vector $r > 1$, in agreement with the gauge theory BPS spectrum.

An important conceptual point is that the one-to-one correspondence between large radius and gauge theory BPS states is not expected on general grounds. In principle the BPS spectrum could jump at marginal stability walls between large radius and the field theory scaling region. Making a finiteness assumption, we will show below that for any charge $\Upsilon_{r,Q}$ with finite mass in the field theory limit, there exists a path starting arbitrarily close to the LCS point $(z_0, z_1) = (0, 0)$ and ending arbitrarily close to the center $(z_0, z_1) = (0, 1/4)$ of the field theory scaling region, such that the BPS degeneracy of $\Upsilon_{r,Q}$ is constant along $\gamma_u$.

We first construct an open path $\gamma_u$ in the complex structure moduli space for any point $u = -|u|e^{\theta}$ in the weak coupling region of the Coulomb branch such that $|u/M_0^2| >> 1$ and $0 < \theta << 1$. Such a path is determined by equations (3.11),

$$z_1 = \frac{1}{4} \left(1 + \frac{2\pi^2 \epsilon^2 u}{M_0^2} \right), \quad z_0 = \epsilon^4 e^{i\phi},$$

where $\epsilon$ is the $\theta$-deformation parameter and $\phi$ is the slope of the trajectory. This ensures that the path is close to the LCS point $(z_0, z_1)$ for $|u| >> 1$ and $0 < \theta << 1$. The key is that the mass of the BPS state $\Upsilon_{r,Q}$ is finite in the field theory limit, and hence the trajectory must approach the center $(z_0, z_1) = (0, 1/4)$ of the field theory scaling region as $|u| \rightarrow \infty$.

The behavior of the BPS degeneracy along the path $\gamma_u$ is given by

$$\dim \text{Ext}^1_{S_1}(E, E) = 1 - r^2$$

for any value of $Q \in \mathbb{Z}$. The nonempty moduli space is obtained only for $r = 1$, in which case $E$ is a line bundle, $E \simeq \mathcal{O}_{S_1}(-\Sigma_0 + (Q - 2)C_1)$. The moduli space is just a point and the protected spin character

$$\Omega(\Upsilon_{1,Q}; y) = 1.$$ 

Thus, the BPS degeneracy along the path $\gamma_u$ is constant and equal to 1. This shows that the one-to-one correspondence between large radius and gauge theory BPS states is not expected on general grounds. In principle the BPS spectrum could jump at marginal stability walls between large radius and the field theory scaling region. Making a finiteness assumption, we will show below that for any charge $\Upsilon_{r,Q}$ with finite mass in the field theory limit, there exists a path starting arbitrarily close to the LCS point $(z_0, z_1) = (0, 0)$ and ending arbitrarily close to the center $(z_0, z_1) = (0, 1/4)$ of the field theory scaling region, such that the BPS degeneracy of $\Upsilon_{r,Q}$ is constant along $\gamma_u$.
where $u, M_0, c_0$ are constant and

\[(4.10) \quad 0 < \epsilon < \frac{M_0}{\pi \sqrt{2|u|}} \]

is a parameter along the trajectory. Note that the upper end of the interval (4.10) may be made arbitrarily small by taking $|u|/M_0^2$ sufficiently large, which means $u$ sufficiently close to the semiclassical singular point on the Coulomb branch. Therefore by making a suitable choice of $u$ both $z_0$ and $z_1$ will be arbitrarily close to the LCS values $(z_1, z_0) = (0, 0)$ when $\epsilon$ approaches the upper end of the interval. At the lower end the values of $(z_0, z_1)$ approach the center of the field theory scaling region, $(z_0, z_1) = (0, 1/4)$. The absolute values and phases of the periods (3.6) are plotted below for a concrete choice of such a trajectory. In practice we will consider a closed path parameterized by $\xi \leq \epsilon \leq (1 - \xi)M_0/\pi \sqrt{2|u|}$ with $\xi > 0$ a very small positive number. For example $\xi = 10^{-4}$.

![Figure 3](image-url)  

**Figure 3.** The magnitudes of the periods $\Pi_c$, $\Pi_0$, $\Pi_1$ and $\Pi_D$ along the trajectory from the large volume limit to the field theory limit, for $2\pi^2 u/M_0^2 = -10^4$, $c_0 = 1$ and $\xi = 10^{-4}$.

In particular, the phases of the periods $\Pi_c$, $\Pi_0$, $\Pi_1$, $\Pi_D$ are almost constant on the trajectory $\gamma_u$, and approximatively equal to

\[(4.11) \quad 0, \frac{\pi}{2}, \frac{\pi}{2}, \pi \]

respectively. Moreover, numerical computations show that the maximum values of

$|\arg(\Pi_D) + \arg(\Pi_c) - \pi|, \quad |\arg(\Pi_0) - \arg(\Pi_1)|, \quad |\Pi_1|/|\Pi_0|$

over the trajectory can be made arbitrarily small by increasing $|u|/M_0^2$.

Now, starting at the upper end of the interval, suppose the first wall of marginal stability for a BPS state of charge $T_{r,Q}$ encountered along the trajectory $\gamma_u$
corresponds to some decomposition

\begin{equation}
\Upsilon_{r,Q} = \sum_{i=1}^{n} \Upsilon_i, \quad \Upsilon_i = r_i \Lambda^1 + s_i \Upsilon_0 + Q_i \Upsilon_1 + q_i [O_p], \quad 1 \leq i \leq n,
\end{equation}

\[r_i, Q_i, s_i, q_i \in \mathbb{Z}\] such that the central charge \(Z(\Upsilon_{r,Q})\) is aligned with all central charges \(Z(\Upsilon_i)\). Recall that under the current assumptions \(\Upsilon_{r,Q}\) must have finite central charge in the field theory limit, hence either \(r = 0\) and \(|Q| = 1\) or \(r = 1\) and \(Q\) arbitrary.

Then there exist positive real numbers \(\lambda_i \in \mathbb{R}_{>0}\) such that

\[r_i \Pi_D + s_i \Pi_0 + Q_i \Pi_1 + q_i = \lambda_i (r_i \Pi_D + Q_i \Pi_1)\]

for all \(1 \leq i \leq n\) at any point on the marginal stability wall. Given the above behavior of the phases of \(\Pi_c, \Pi_1, \Pi_D\) along a path \(\gamma_u\), by taking \(|u|/M_0^2\) sufficiently large, it follows that

\begin{equation}
n_i \Pi_0 + (Q_i - \lambda_i Q) \Pi_1 = 0, \quad (r_i - \lambda_i r) \Pi_D + q_i = 0
\end{equation}

for all \(1 \leq i \leq n\) at the intersection point with the wall. Since the ratio \(|\Pi_1|/|\Pi_0|\) can be made arbitrarily small by a suitable choice of \(|u|/M_0^2\), it follows that

\begin{equation}
s_i = 0, \quad Q_i = \lambda_i Q
\end{equation}

for all \(1 \leq i \leq n\). Since \(\lambda_i > 0\), \(n \geq 2\) and \(\sum_{i=1}^{n} Q_i = Q\), this rules out the case \(r = 0, Q = \pm 1\). Therefore in order for such an intersection point to exist one must have \(r = 1\) and \(Q \in \mathbb{Z}\).

Next we show that if \(Q = 0\) the BPS degeneracy of the charge \(\Upsilon_{r,Q}\) does not jump across a wall of the form (4.12). If \(Q = 0\), equation (4.14) implies that \(Q_i = 0\) for all \(1 \leq i \leq n\). The symplectic pairing of any two \(K\)-theory classes \(\Upsilon_i, \Upsilon_j\) with
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\caption{The arguments of the periods \(\Pi_c, \Pi_1, \Pi_D\) along the trajectory from the large volume limit to the field theory limit, for \(2\pi^2 u/M_0^2 = -10^4\), \(c_0 = 1\) and \(\xi = 10^{-4}\).}
\end{figure}
\( s_i = s_j = 0 \) is
\[ \langle \Upsilon_i, \Upsilon_j \rangle = 2(r_j Q_i - r_i Q_j). \]
Hence if \( Q_i = Q_j = 0 \) the charges are orthogonal. Since this holds in this case for any pair of charges \( \Upsilon_i, \Upsilon_j \), the Kontsevich-Soibelman wallcrossing formula implies that the BPS degeneracy does not jump across such a wall. This holds for refined BPS degeneracies as well.

Finally, suppose \( r = 1 \) and \( Q \neq 0 \). Then equations (4.13), (4.14) imply
\[ (r_i Q - Q_i) \Pi_D + q_i = 0 \]
at the intersection point for all \( 1 \leq i \leq n \). However \( \Pi_D \) is locally a holomorphic function, after choosing appropriate branch cuts. Hence for given \( (r, Q, q_i) \), the equations \( (r_i Q - Q_i) \Pi_D + q_i = 0 \) can hold at most on a complex codimension one locus in the moduli space. Therefore there will exist a smooth local deformation \( \gamma_u \) of the path \( \gamma_0 \) in an arbitrarily small tubular neighborhood of the marginal stability wall avoiding the subspace \( (r_i Q - Q_i) \Pi_D + q_i = 0, 1 \leq i \leq n \). The above argument implies that such a perturbation cannot intersect the wall.

The above argument applies to any marginal stability wall of the form (4.12), with the caveat that the required lower bound on \( |u|^2 / M_0^2 \) will depend on the wall. Therefore, if the number of possible marginal stability walls of the form (4.12) is finite, one can find a uniform lower bound on \( |u|^2 / M_0^2 \) such that the argument applies simultaneously to all the walls. In this case, for sufficiently large \( |u|/M_0^2 >> 1 \), there will exist a smooth small deformation \( \gamma_u \) of the path \( \gamma_0 \) such that the BPS degeneracy of charge \( \Upsilon_{r,Q} \) is constant along \( \gamma_u \).

Motivated by this example we will formulate next an absence of walls conjecture for all values of \( N \geq 2 \).

4.3. Limit weak coupling spectrum and absence of walls. Summarizing the facts, there are two distinct scaling limits of Kähler parameters, the field theory limit in Section 2.3, and the large radius limit in Section 4.1. The basic idea of the absence of walls conjecture is that these two limits commute in an appropriate sense, as far as the BPS spectrum is concerned. The goal of this section is to cast this idea in a precise mathematical form.

First we define the limit weak coupling BPS spectrum in gauge theory by analogy with the large radius limit spectrum in string theory. Suppose \( a = (a_i) \) as defined in Section 2.3 is a fixed point on the Coulomb branch within the radius of convergence of the semiclassical expansion such that
\[ \text{Im}(a_i) > 0, \quad 1 \leq i \leq N - 1. \]
In this section the units will be chosen such that \( \Lambda = 1 \), hence the \( a_i \) are dimensionless. Let \( \tau_0, \text{Im}(\tau_0) > 0 \), be a fixed complex number in the upper half plane. The limit weak coupling spectrum will be defined as the large \( \lambda \) limit of the BPS spectrum at points of the form
\[ a_i(\lambda) = \text{Re}(a_i) + \lambda \sqrt{-1} \text{Im}(a_i), \quad \lambda \in \mathbb{R}_{>0}, \]
on the Coulomb branch in a gauge theory with tree level coupling
\[ \tau_0(\lambda) = \text{Re}(\tau_0) + \lambda \sqrt{-1} \text{Im}(\tau_0). \]
In order to justify the existence of such a limit, note that the leading terms in the large $\lambda$ expansion of the dual periods $a^D_\tau$ derived from the prepotential (2.45) are

$$
(a^D_\tau)_\lambda = -N\text{Im}(\tau_0)\lambda^2 \sum_{j=1}^{N-1} C_{ij}^{-1}\text{Im}(a_j) + N\lambda\sqrt{-1}\left[\text{Re}(\tau_0) \sum_{j=1}^{N-1} C_{ij}^{-1}\text{Im}(a_j) + \text{Im}(\tau_0) \sum_{j=1}^{N-1} C_{ij}^{-1}\text{Re}(a_j)\right] + \cdots
$$

The subleading terms are of order $\lambda \ln \lambda$ for the real part and $\ln \lambda$ for the imaginary part. The leading terms in the expansion of the stability parameters (2.51) are

$$
z_{i,\lambda} = \left( \sum_{j=1}^{N-1} C_{ij}(a^D_j)_\lambda - \lambda(i+1)\sqrt{-1}\text{Im}(a_i) \right)
$$

(4.15)

$$
w_{i,\lambda} = \left( -\sum_{j=1}^{N-1} C_{ij}(a^D_j)_\lambda + \lambda i\sqrt{-1}\text{Im}(a_i) \right)
$$

Equations (4.15) determine a linear function on the charge lattice $\Gamma \simeq K^0(\mathcal{G})$ whose $\lambda$-dependence is of the form:

$$
Z_{(\tau_0,a,\lambda)} = \lambda^2 Z_{(\tau_0,a)}^{(2)} + \lambda \sqrt{-1}Z_{(\tau_0,a)}^{(1)} : \Gamma \to \mathbb{C}.
$$

Recall that $\mathcal{G} \subset D^b(X_\mathbb{C})$ is the triangulated subcategory spanned by the fractional branes $(P_i, Q_i)$, $1 \leq i \leq N-1$. The abelian category of $(Q,W)$-modules is the heart of a $t$-structure on $\mathcal{G}$ and its $K$-theory is isomorphic to $\Gamma$. The same will hold for any quiver with potential $(Q', W')$ related to $(Q,W)$ by a finite sequence of mutations. Namely the $K$-theory of the abelian category of $(Q', W')$-modules will be isomorphic to $\Gamma$. Let $\Gamma_{(Q', W')} \subset \Gamma$ be the cone spanned by the simple representations of $(Q', W')$ in the charge lattice. In order to define the limit weak coupling spectrum we will make the following assumption:

**For sufficiently generic $(\tau_0, a)$ there exists $\lambda_0 > 0$, depending on $(\tau_0, a)$, a quiver with potential $(Q,W)_{(\tau_0,a)}$, mutation equivalent to $(Q,W)$, and $\sigma \in \{-1,1\}$ such that $\sigma Z_{(\tau_0,a,\lambda)}^{(1)}$ takes positive values on $\Gamma_{(Q,W)_{(\tau_0,a)}} \setminus \{0\}$.**

Granting this assumption, for any sufficiently generic $(\tau_0, a)$ there is a slope function

$$
\mu_{(\tau_0,a)} : \Gamma \to \mathbb{C}, \quad \mu_{(\tau_0,a)}(\gamma) = -\frac{Z^{(2)}_{(\tau_0,a)}(\gamma)}{Z^{(1)}_{(\tau_0,a)}(\gamma)} = -\sigma \frac{Z^{(2)}_{(\tau_0,a)}(\gamma)}{Z^{(1)}_{(\tau_0,a)}(\gamma)}
$$

(4.16)

Since the denominator takes positive values on the effective cone, this yields a well-defined stability condition for $(Q', W')$-modules. A representation $\rho$ of the quiver with potential $(Q', W')$ with dimension vector $\gamma$ will be called $\mu_{(\tau_0,a)}$-(semi)stable if

$$
\mu_{(\tau_0,a)}(\gamma') (\leq) \mu_{(\tau_0,a)}(\gamma)
$$

for any nontrivial proper subrepresentation $0 \subset \rho' \subset \rho$ with dimension vector $\gamma'$. The moduli space of $\mu_{(\tau_0,a)}$-semistable representations of $(Q', W')$ with fixed charge $\gamma$ will be denoted by $\mathcal{M}^{\text{gauge}}_{(\tau_0,a)}(\gamma)$. This moduli space defines the limit weak coupling spectrum. More precisely, the limit protected spin characters $\Omega^{\text{gauge}}_{(\tau_0,a)}(\gamma; y)$
are identified as explained in Section 2.5 with refined counting invariants of these moduli spaces.

As a concrete example, note that
\[ z_i = \lambda^2 z_i^{(2)} + \lambda \sqrt{-1} z_i^{(1)} \]
\[ w_i = \lambda^2 w_i^{(2)} + \lambda \sqrt{-1} w_i^{(1)} \]
where
\[ z_i^{(2)} = -N \text{Im}(\tau_0) \text{Im}(a_i) \]
\[ z_i^{(1)} = N \text{Re}(\tau_0) \text{Im}(a_i) + N \text{Im}(\tau_0) \text{Re}(a_i) - (i+1) \text{Im}(a_i) \]
\[ w_i^{(2)} = N \text{Im}(\tau_0) \text{Im}(a_i) \]
\[ w_i^{(1)} = -N \text{Re}(\tau_0) \text{Im}(a_i) - N \text{Im}(\tau_0) \text{Re}(a_i) + i \text{Im}(a_i) \]
for \( 1 \leq i \leq N - 1 \). Next note that
\[ z_i^{(1)} < 0, \quad w_i^{(1)} < 0, \quad 1 \leq i \leq N - 1 \]
if the inequalities
\[ 0 < N \text{Re}(\tau_0) \text{Im}(a_i) + \text{Im}(\tau_0) \text{Re}(a_i) - i \text{Im}(a_i) < \text{Im}(a_i) \]
hold for all \( 1 \leq i \leq N - 1 \). Therefore the main assumption formulated above holds in this case with \( \sigma = -1 \) if \( a \) belongs to the wedge (4.18).

The absence of walls conjecture will be formulated as an identification between the limit weak coupling spectrum defined above and the limit large radius defined in Section 4.1 spectrum in a specific \((\omega, B)\)-stability chamber to be defined below.

Recall that the complex Kähler class was written as
\[ B + \sqrt{-1} \omega = (b_0 + \sqrt{-1} t_0) H + \sum_{i=1}^{N-1} (b_i + \sqrt{-1} t_i) D_i \]
where \( s_i = b_i + \sqrt{-1} t_i, i = 0, \ldots, N - 1 \), are the periods of \( B + \sqrt{-1} \omega \) on the Mori cone generators \( \Sigma_0, C_i, i = 1, \ldots, N - 1 \). The field theory limit was defined in Section 2.3 by setting
\[ b_0 + t_0 \sqrt{-1} = -\frac{N}{\pi} (c_0 + \ln \epsilon) \sqrt{-1}, \]
\[ b_i + \sqrt{-1} t_i = \epsilon \frac{a_i}{M_0} \]
for \( 1 \leq i \leq N - 1 \), with \( 0 < \epsilon < e^{-c_0} \), and keeping the leading terms of the central charge (4.1) in the small \( \epsilon \) expansion. Since \( \Lambda \) has been set to 1, equation (2.36) yields
\[ M_0 = 2\pi (2e^{c_0})^{-N/(N-1)} \]
The parameter \( c_0 > 0 \) is related to the field theory coupling constant \( \tau_0 \) by the equation
\[ \tau_0 = \frac{1}{2} + \frac{\sqrt{-1}}{\pi} \left( c_0 + N \ln \frac{2}{N-1} - \frac{3}{2} \right) \]
obtained from (2.45). This has led to the conclusion that finite mass BPS states in this limit must be objects of the subcategory \( \mathcal{G} \subset D^b(X_N) \) generated by the fractional branes \((P_i, Q_i)_{1 \leq i \leq N-1}\).
Now note that $G$ is identified with the subcategory of $D^b_{opt}(X_N)$ defined by the orthogonality conditions

\[(4.21) \quad \underline{RHom}_{X_N}(\mathcal{O}_{X_N}(aH), F) = 0, \quad a = 0, 1.\]

This follows from the expression (2.9) of the tilting functor:

\[F \mapsto \underline{RHom}_{X_N}(T, F), \quad T = \bigoplus_{i=1}^{N} (\mathcal{L}_i \oplus \mathcal{M}_i).\]

For each $1 \leq i \leq N$, the complexes of vector spaces $\underline{RHom}_{X_N}(\mathcal{L}_i, F)$, $\underline{RHom}_{X_N}(\mathcal{M}_i, F)$ are quasi-isomorphic to

\[\bigoplus_{k \in \mathbb{Z}} H^k(X_N, \mathcal{L}_i^{-1} \otimes_{X_N} F)[-k], \quad \bigoplus_{k \in \mathbb{Z}} H^k(X_N, \mathcal{M}_i^{-1} \otimes_{X_N} F)[-k].\]

Then $\underline{RHom}_{X_N}(T, F)$ is a complex $\rho_F$ of $(\mathbb{Q}, \mathcal{W})$-modules such that the $k$-th term of the complex $\rho_F^k$ has underlying vector spaces

\[H^k(X_N, \mathcal{L}_i^{-1} \otimes_{X_N} F), \quad H^k(X_N, \mathcal{M}_i^{-1} \otimes_{X_N} F)\]

respectively at the nodes $p_i, q_i$, $1 \leq i \leq N$. Therefore, for a sheaf $F$ satisfying conditions (4.21), all $\rho_F^k$ have trivial vector spaces at the nodes $(p_i, q_N)$. This implies that $\rho_F$ belongs to the subcategory category spanned by the fractional branes $(P_i, Q_i)$, $1 \leq i \leq N - 1$.

Next note that any compactly supported sheaf $F$ satisfying conditions (4.21) must have numerical invariants

\[(4.22) \quad \text{ch}_0(F) = 0, \quad \text{ch}_1(F) = \sum_{i=1}^{N-1} m_i S_i, \quad \text{ch}_2(F) = \sum_{i=1}^{N-1} n_i C_i, \quad \chi(F) = 0,\]

where $m_i, n_i \in \mathbb{Z}$ with $m_i \geq 0$, $i = 1, \ldots, N - 1$. If $F$ has two dimensional support, $\text{ch}_2(F) \neq 0$, hence the $m_i, i = 1, \ldots, N - 1$ cannot all be zero. In comparison with (4.5), note that the invariants $p, n$ in (4.5) must vanish.

Finally, note that the following result holds by a standard boundedness argument which will be omitted.

For fixed $(c_0, a_i)$ and a fixed effective $K$-theory class $\gamma \in K_0(\mathcal{G})$ there exists $0 < \epsilon_0 < e^{-c_0}$ depending on $(c_0, a_i; \gamma)$ such that the moduli space of $(\omega, B)$-semistable sheaves $F$ with $K$-theory class $[F] = \gamma$ is constant (as a scheme) and independent of $\epsilon$, for $0 < \epsilon < \epsilon_0$.

Let $\mathcal{M}_{(\tau_0, a)}^{\text{string}}(\gamma)$ denote the small $\epsilon$ limit of the moduli space of $(\omega, B)$-semistable sheaves with $K$-theory class $\gamma = [F]$. For classes of the form $\gamma = -[F]$, with a compactly supported sheaf, let $\mathcal{M}_{(\tau_0, a)}^{\text{string}}(\gamma) = \mathcal{M}_{(\tau_0, a)}^{\text{string}}(-\gamma)$. If $\gamma$ is not of the form $\pm[F]$ with $F$ a sheaf with compact support, by convention, $\mathcal{M}_{(\tau_0, a)}^{\text{string}}(\gamma)$ will be empty. Similarly, let $\Omega_{(\tau_0, a)}^{\text{string}}(\gamma; y)$, denote the small $\epsilon$ limit of the corresponding protected spin characters. We extend the assignment

\[\gamma \mapsto \Omega_{(\tau_0, a)}^{\text{string}}(\gamma; y)\]
to a function on the whole $K$-theory lattice $K^0(G)$, setting
\[
\Omega^{\text{string}}_{(\gamma_0,a)}(\gamma;y) = \begin{cases} 
\Omega^{\text{string}}_{(\gamma_0,a)}(\gamma;y), & \text{if } \gamma = [F] \text{ for some compactly supported sheaf } F, \\
\Omega^{\text{string}}_{(\gamma_0,a)}(-\gamma;y), & \text{if } \gamma = -[F] \text{ for some compactly supported sheaf } F, \\
0, & \text{otherwise.}
\end{cases}
\]

Finally, the absence of walls conjecture states that:

For a given charge vector $\gamma \in \Gamma$, there is a one-to-one correspondence
\[
(4.23) \quad \mathcal{P}_\gamma : \{\mathcal{C}^{\text{gauge}}(\gamma)\} \longrightarrow \{\mathcal{C}^{\text{string}}(\gamma)\}
\]
between quiver stability chambers $\mathcal{C}^{\text{gauge}}(\gamma)$ with respect to $\mu_{(\gamma_0,a)}$-stability and geometric stability chambers $\mathcal{C}^{\text{string}}(\gamma)$ with respect to small $\epsilon(\omega,B)$-stability such that there is an isomorphism of moduli spaces
\[
(4.24) \quad \mathcal{M}^{\text{gauge}}_{\mathcal{C}^{\text{gauge}}(\gamma)}(\gamma) \simeq \mathcal{M}^{\text{string}}_{\mathcal{P}_\gamma(\mathcal{C}^{\text{gauge}}(\gamma))}(\gamma)
\]
and relation of the form
\[
(4.25) \quad \Omega^{\text{gauge}}_{\mathcal{C}^{\text{gauge}}(\gamma)}(\gamma;y) = \Omega^{\text{string}}_{\mathcal{P}_\gamma(\mathcal{C}^{\text{gauge}}(\gamma))}(\gamma;y)
\]
for any chamber $\mathcal{C}^{\text{gauge}}(\gamma)$.

Recall that the stability chambers $\mathcal{C}^{\text{gauge}}(\gamma)$ are subsets of the universal cover of the Coulomb branch. Similarly, the chambers $\mathcal{C}^{\text{string}}(\gamma)$ are subsets of the universal cover of the complex Kähler moduli space, which is parameterized by $(\omega,B)$ in a neighborhood of the large radius limit.

As a first consistency check of this conjecture, note that a priori the limit moduli spaces $\mathcal{M}^{\text{string}}_{(\gamma_0,a)}(\gamma)$ might include $(\omega,B)$-semistable sheaves $F$ which do not belong to the subcategory $\mathcal{G}$. The orthogonality conditions (4.21) are equivalent to the vanishing results
\[
(4.26) \quad H^k(X_N,F(-aH)) = 0, \quad k = 0,1,2, \quad a = 0,1.
\]
Any semistable sheaf $F$ with $K$-theory class $[F] \in K^0(\mathcal{G})$ satisfies
\[
(4.27) \quad 0 = \chi(F(-aH)) = \sum_{k=0}^2 (-1)^k \dim H^k(X_N,F(-aH)),
\]
where the first equality follows because $K^0(\mathcal{G})$ is generated by the $K$-theory classes $[P_i],[Q_i]$, $1 \leq i \leq N-1$, and $\chi(P_i) = \chi(Q_i) = 0$, $1 \leq i \leq N-1$. (See equation (2.15) above.) However, the dimensions of the cohomology groups can be nontrivial. In fact, the dimensions of these groups are expected to jump as $F$ moves in the moduli space. Hence a priori the orthogonality conditions (4.21) are not guaranteed to hold throughout the moduli space even for classes $\gamma \in K^0(\mathcal{G})$. The following result proves that they do in fact hold at all points of the limit moduli spaces $\mathcal{M}^{\text{string}}_{(\gamma_0,a)}(\gamma)$.

For fixed parameters $a_i$, $i = 0,\ldots,N-1$ satisfying
\[
(4.28) \quad \text{Re}(a_i) \neq 0, \quad \text{Im}(a_i) > 0, \quad i = 1,\ldots,N-1
\]
and fixed $m_i, n_i \in \mathbb{Z}$, there exists $0 < \epsilon_1 < 1$ such that for all $0 < \epsilon < \epsilon_1$, any $(\omega, B)$-semistable sheaf $F$ with numerical invariants (4.22) satisfies conditions (4.21). In particular all such objects belong to the subcategory $G \subset D^b(X_N)$.

In order to prove this statement, recall that any pure dimension two $(\omega, B)$-semistable sheaf $F$ with compact support must be scheme theoretically supported on $S$. This implies

$$H^k(X_N, F(-aH)) \simeq H^k(S, F(-aH))$$

for all $k, a$. Therefore the required vanishing results for $k = 0$ follow if one can prove that

$$\text{Hom}_S(\mathcal{O}_S(aH), F) \simeq \text{Hom}_{X_N}(\mathcal{O}_S(aH), F),$$

with $a = 0, 1$, vanishes. Moreover note that Serre duality holds on $S$ since $S \subset X_N$ is a divisor, and the dualizing sheaf is given by the adjunction formula

$$\omega_S \simeq \mathcal{O}_S(S).$$

Hence

$$H^2(S, F(-aH)) \simeq \text{Ext}^2_S(\mathcal{O}_S(aH), F) \simeq \text{Ext}^0_S(F, \mathcal{O}_S(aH + S))^\vee \simeq \text{Ext}^0_{X_N}(F, \mathcal{O}_S(aH + S))^\vee,$$

where the last isomorphism holds because both $F$ and $\mathcal{O}_S(aH + S)$ are extensions by zero of sheaves on $S$. Then the vanishing results for $k = 2$ also follow if one can prove that

$$\text{Hom}_{X_N}(F, \mathcal{O}_S(aH + S)) = 0, \quad a = 0, 1.$$

If the vanishing results (4.26) hold for $k = 0, 2$, then equation (4.27) implies that they must also hold for $k = 1$.

In conclusion it suffices to prove that

(4.29) $\text{Hom}_{X_N}(\mathcal{O}_S(aH), F) = 0$, $\text{Hom}_{X_N}(F, \mathcal{O}_S(S + aH)) = 0$, $a = 0, 1,$

for any $(\omega, B)$-semistable sheaf $F$, provided that $\epsilon > 0$ is sufficiently small.

To explain the main idea of the proof, note that given any nontrivial morphism $\phi : \mathcal{O}_S(aH) \to F$, the image subsheaf $\text{Im}(\phi) \subset F$ must satisfy the stability condition

$$\mu_{(\omega, B)}(\text{Im}(\phi)) \leq \mu_{(\omega, B)}(F).$$

At the same time $\text{Im}(\phi)$ is a nontrivial quotient of $\mathcal{O}_S(aH)$. Below we will show that for sufficiently small $\epsilon > 0$ any nontrivial quotient of $\mathcal{O}_S(aH)$ violates the above slope inequality. This implies that there cannot exist nontrivial morphisms $\phi : \mathcal{O}_S(aH) \to F$. The argument for the second vanishing result in (4.29) is similar. Given any nontrivial morphism $\psi : F \to \mathcal{O}_S(aH + S)$, its image $\text{Im}(\psi)$ is simultaneously a quotient of $F$ and a subsheaf of $\mathcal{O}_S(aH + S)$. In particular it must satisfy

$$\mu_{(\omega, B)}(\text{Im}(\psi)) \geq \mu_{(\omega, B)}(F).$$

We will show below that this yields a contradiction for sufficiently small $\epsilon > 0$.

To this end, using equations (2.32), (4.2), (4.19) and (4.22), the leading term of the slope $\mu_{(\omega, B)}(F)$ in the small $\epsilon$ expansion is

(4.30) $\mu_{(\omega, B)}(F) \sim -\frac{\sum_{i=1}^{N-1} m_i \text{Re}(a_i)}{\sum_{i=1}^{N-1} m_i \text{Im}(a_i)} \epsilon$.
Next note that
\[ ch_1(O_S(aH)) = \sum_{i=1}^{N-1} S_i, \quad ch_2(O_S(aH)) = \Sigma_0 + \sum_{i=1}^{N-1} (i + 1 + a)C_i \]
\[ ch_1(O_S(S + aH)) = \sum_{i=1}^{N-1} S_i, \quad ch_2(O_S(S + aH)) = -\Sigma_0 - \sum_{i=1}^{N-1} (i + 1 + a)C_i. \]
Moreover any pure dimension two quotient \( O_S \to G \) must be the structure sheaf, \( G \simeq O_Z \), of a closed subscheme \( Z \subseteq S \). Since \( S \) is a reduced divisor defined by the equation
\[ \prod_{i=1}^{N-1} x_i = 0 \]
any such subscheme will be a reduced divisor \( S_{j_1,\ldots,j_k} \) defined by an equation of the form
\[ \prod_{j=1}^{k} x_{i_j} = 0 \]
for some subset \( \{j_1,\ldots,j_k\} \subset 1,\ldots,N-1 \). A straightforward computation shows that
\[ ch_1(O_{S_{j_1,\ldots,j_k}}) = \sum_{j=1}^{k} S_{i_j}, \]
and
\[ ch_2(O_{S_{j_1,\ldots,j_k}}) = p(j_1,\ldots,j_k)\Sigma_0 + \sum_{i=1}^{N-1} n_i(j_1,\ldots,j_k)C_i \]
where \( p(j_1,\ldots,j_k) \) is the number of connected components of \( S_{j_1,\ldots,j_k} \).
In order to prove the last statement, note that
\[ ch(O_{S_{j_1,\ldots,j_k}}) = 1 - e^{-S_{j_1,\ldots,j_k}} \]
since \( S_{j_1,\ldots,j_k} \) is a divisor. Hence
\[ ch_2(O_{S_{j_1,\ldots,j_k}}) = -\frac{1}{2} (S_{j_1,\ldots,j_k})^2 = -\frac{1}{2} \sum (S_{j_1,\ldots,j_k})^2 \]
where the sum is over the connected components of \( S_{j_1,\ldots,j_k} \). Therefore it suffices to compute \( (S_{j_1,\ldots,j_k})^2 \) assuming \( S_{j_1,\ldots,j_k} \) is connected. This implies that \( j_1,\ldots,j_k \) must be consecutive integers in the set \( \{1,\ldots,N-1\} \) up to a permutation. Without loss of generality one can assume \( j_{i+1} = j_i + 1 \) for all \( 1 \leq i \leq k - 1 \). Then, using the linear relation
\[ S_{j_1,\ldots,j_k} = \sum_{j=j_1}^{j_k} S_j, \]
and the intersection products
\[ (S_i \cdot S_j)_{X_N} = \begin{cases} \Sigma_i, & \text{for } j = i+1 \\ \Sigma_j, & \text{for } i = j+1 \\ -\Sigma_{i-1} - \Sigma_i - 2C_i, & \text{for } i = j, \\ 0, & \text{otherwise} \end{cases} \]
one obtains
\[(S_{j_1, \ldots, j_k})^2 = \sum_{j=j_1}^{j_k} (S_j)^2 + 2 \sum_{j=j_1+1}^{j_k-1} (S_j \cdot S_{j+1}) \]
\[= - \sum_{j=j_1}^{j_k} (\Sigma_{j-1} + \Sigma_j + 2C_j) + 2 \sum_{j=j_1+1}^{j_k-1} \Sigma_j \]

By convention, the sum from $j_1 + 1$ to $j_k - 1$ in the above equations is $0$ if $j_1 + 1 > j_k - 1$. Using the relations $\Sigma_j = \Sigma_{j-1} + 2jC_j$ recursively, it follows that
\[(S_{j_1, \ldots, j_k})^2 = -2\Sigma_0 + \cdots \]
where $\cdots$ is a linear combination of fiber classes $C_j$. This proves the claim.

The coefficients $n_i(j_1, \ldots, j_k)$ can be computed but explicit expressions are not needed in the following. The essential fact is that $p(j_1, \ldots, j_k) \geq 1$ for any nonempty subset $\{j_1, \ldots, j_k\}$. Twisting by $\mathcal{O}_{X,0}(S)$, it follows that
\[\text{ch}_1(\mathcal{O}_{S_{j_1, \ldots, j_k}}(S)) = \sum_{j=1}^{k} S_j,\]
and
\[\text{ch}_2(\mathcal{O}_{S_{j_1, \ldots, j_k}}(S)) = \text{ch}_2(\mathcal{O}_{S_{j_1, \ldots, j_k}}) + (S \cdot S_{j_1, \ldots, j_k})_{X,0} \]
\[= (\tilde{p}(j_1, \ldots, j_k) - p(j_1, \ldots, j_k))\Sigma_0 + \sum_{i=1}^{N-1} \tilde{n}_i(j_1, \ldots, j_k)C_i \]
where $\tilde{p}(j_1, \ldots, j_k)$ is the number of connected components of the intersection $S_{j_1, \ldots, j_k} \cap (S \setminus S_{j_1, \ldots, j_k})$. Since $S$ is a linear chain of divisors, it is straightforward to check that
\[\tilde{p}(j_1, \ldots, j_k) - p(j_1, \ldots, j_k) \geq 0 \]
This implies that the kernel $K(j_1, \ldots, j_k) = \text{Ker}(\mathcal{O}_S(S) \to \mathcal{O}_{S_{j_1, \ldots, j_k}}(S))$ has second Chern character
\[\text{ch}_2(K(j_1, \ldots, j_k)) = q(j_1, \ldots, j_k)\Sigma_0 - \sum_{i=1}^{N-1} (i + 1 - \tilde{n}_i(j_1, \ldots, j_k))C_i \]
with $q(j_1, \ldots, j_k) < 0$. In conclusion any quotient of $\mathcal{O}_S(aH)$ must be of the form $\mathcal{O}_{S_{j_1, \ldots, j_k}}(aH)$ and the leading term of its $(\omega, B)$-slope is
\[(4.31) \quad \mu(\omega, B)(\mathcal{O}_{S_{j_1, \ldots, j_k}}(aH)) \sim \frac{M_0 \cdot p(j_1, \ldots, j_k)}{\epsilon \sum_{j=1}^{k} \text{Im}(a_{j_k})}, \quad p(j_1, \ldots, j_k) \geq 1.\]
Any nontrivial subsheaf of $\mathcal{O}_S(S + aH)$ must be of the form $K(j_1, \ldots, j_k)(aH)$ and the leading term of its $(\omega, B)$-slope is
\[(4.32) \quad \mu(\omega, B)(K(j_1, \ldots, j_k)(aH)) \sim \frac{M_0 \cdot q(j_1, \ldots, j_k)}{\epsilon \sum_{j=1}^{k} \text{Im}(a_{j_k})}, \quad q(j_1, \ldots, j_k) \leq -1.\]

Therefore
\[\mu(\omega, B)(K(j_1, \ldots, j_k)(aH)) < \mu(\omega, B)(F) < \mu(\omega, B)(\mathcal{O}_{S_{j_1, \ldots, j_k}}(aH))\]
for sufficiently small $0 < \epsilon << 1$. Moreover, given the numerical invariants $(4.22)$, $F$ cannot be isomorphic to a quotient of $\mathcal{O}_S(aH)$ or to a subobject of $\mathcal{O}_S(S + aH)$. 
As explained below equation (4.29), the above inequalities lead to a contradiction for sufficiently small \(0 < \epsilon < \epsilon_0\). Since there are finitely many subsets \(\{j_1, \ldots, j_k\} \subset \{1, \ldots, N-1\}\), the upper bound \(\epsilon_0\) depends only on \(a_i, m_i, i = 1, \ldots, N-1\).

Since the presentation has been so far fairly general, it may be helpful to study some examples in detail. The simplest example is \(N = 2\), which was discussed in detail in Section 4.2. For \(N = 3\), the moduli spaces of stable sheaves in the field theory region are very complicated for arbitrary numerical invariants \((m_1, m_2)\). However, the case \((m_1, m_2) = (1, 1)\) is tractable and will be treated next.

4.4. \(SU(3)\) spectrum with magnetic charges \((1, 1)\). Using the results of Sections 4.1 and 4.3, any \((\omega, \Omega)\)-semistable sheaf \(F\) must be scheme theoretically supported on the reduced divisor \(S = S_1 + S_2\) and have numerical invariants

\[
\text{ch}_1(F) = m_1 S_1 + m_2 S_2, \quad \text{ch}_2(F) = n_1 C_1 + n_2 C_2, \quad \chi(F) = 0.
\]

The \(K\)-theory class of such a sheaf will be denoted by \(\gamma(m_1, m_2, n_1, n_2) \in \Gamma \simeq K^0(\mathcal{G})\). The symplectic pairing of two \(K\)-theory classes \(\gamma(m_1, m_2, n_1, n_2), \gamma(m'_1, m'_2, n'_1, n'_2)\) is given by

\[
\langle \gamma(m_1, m_2, n_1, n_2), \gamma(m'_1, m'_2, n'_1, n'_2) \rangle = m'_1(n_2 - 2n_1) + m'_2(n_1 - 2n_2) - m_1(n'_2 - 2n'_1) - m_2(n_1 - 2n'_2).
\]

Suppose \(F\) is such a sheaf with \((m_1, m_2) \neq (0, 0)\). Then there is an exact sequence

\[
0 \to F_1 \to F \to F_2 \to 0
\]

uniquely determined by \(F\), with \(F_1, F_2\) pure dimension two sheaves with scheme theoretic support on \(S_1, S_2\) respectively. Recall that \(S_1 \simeq F_2, S_2 \simeq 
\text{F}_4\). Note that \(F_2\) is the quotient of \(F \otimes \mathcal{O}_{S_2}\) by its maximal dimension subsheaf of dimension at most one, and \(F_1\) the kernel of the resulting projection \(F \to F_2\). Recall that \(\otimes \mathcal{O}_{S_2}\)

denotes the tensor product of \(\mathcal{O}_{S_2}\)-modules. Obviously,

\[
\text{ch}_1(F_1) = m_1 S_1, \quad \text{ch}_1(F_2) = m_2 S_2, \quad \text{ch}_2(F_1) = -p \Sigma_1 + n_1 C_1, \quad \text{ch}_2(F_2) = p \Sigma_1 + n_2 C_2
\]

with \(p \in \mathbb{Z}\).

By analogy with [51, Lemma 2.6], the adjunction formula yields an isomorphism

\[
\text{Ext}^1_{\mathcal{X}_3}(F_2, F_1) \simeq \text{Hom}_{\mathcal{O}_S}(F_2, F_1 \otimes _{\mathcal{X}_3} \mathcal{O}_{S_2}(S_2)).
\]

Therefore there is a one to one correspondence between extension classes \(e \in \text{Ext}^1_{\mathcal{X}_3}(F_2, F_1)\) and morphisms \(\phi_e : F_2 \to F_1 \otimes \mathcal{O}_{S_2}(S_2)\). Moreover, this correspondence is functorial. This implies that given any subsheaf \(F_2' \subseteq F_2\), the class \(e\) is in the kernel of the natural map

\[
\text{Ext}^1_{\mathcal{X}_3}(F_2, F_1) \to \text{Ext}^1_{\mathcal{X}_3}(F_2', F_1)
\]
if and only if $F'_2 \subseteq \text{Ker}(\phi_e)$. In particular there is a commutative diagram with exact rows and columns

\[
\begin{array}{ccccccc}
0 & 0 & & & & & \\
\downarrow & & & & & & \\
\tilde{F}_2 & \rightarrow & \tilde{F}_2 & & & & \\
\downarrow & & & & & & \\
0 & \rightarrow & F_1 & \rightarrow & F & \rightarrow & F_2 & \rightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & F_1 & \rightarrow & \tilde{F}_1 & \rightarrow & I & \rightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
& & & & & & & & 0 & \rightarrow & 0 & \rightarrow & 0
\end{array}
\]

where $\tilde{F}_2 = \text{Ker}(\phi_e)$ and $I = \text{Im}(\phi_e)$. A slightly more involved argument analogous to [51, Lemma 2.8] shows that $F_1$ must be pure of dimension two. Since $I$ is a subsheaf of $F_1 \otimes_{X_3} \mathcal{O}_{S_2}(S_2)$, which is dimension one, supported on $\Sigma_1$, $c_1(I) = q \Sigma_1$ for some $q \in \mathbb{Z}$, $0 \leq q \leq m_1$. This implies that

\[
\begin{align*}
\text{ch}_2(F_1) &= (q - p)\Sigma_1 + n_1C_1, \\
\text{ch}_2(F_2) &= (p - q)\Sigma_1 + n_2C_2.
\end{align*}
\]

For future reference note that completely analogous considerations apply to the middle vertical column in diagram (4.36). Namely there is an isomorphism

\[
\text{Ext}^1_{X_3}(\tilde{F}_1, \tilde{F}_2) \simeq \text{Hom}_{\Sigma_1}(\tilde{F}_1, \tilde{F}_2 \otimes_{X_3} \mathcal{O}_{S_1}(S_1)).
\]

Hence the associated extension class $\tilde{e}$ corresponds to a morphism $\phi_e : \tilde{F}_2 \rightarrow \tilde{F}_1 \otimes_{X_3} \mathcal{O}_{S_1}(S_1)$ whose image will be denoted by $\tilde{I}$. Then a standard diagram chasing argument using the snake lemma proves that $\tilde{I} \simeq I$.

Next recall that in the field theory limit

\[
\begin{align*}
b_0 + t_0\sqrt{-1} &= \frac{3}{\pi}(c_0 + \ln(\epsilon/2))\sqrt{-1}, \\
b_i + \sqrt{-1}t_i &= \epsilon \frac{a_i}{M_0}, & i &= 1, 2
\end{align*}
\]

with $0 < \epsilon < e^{-c_0}$, and

\[
M_0 = 2\pi \left(2e^{c_0}\right)^{-3/2}
\]

since $\Lambda$ has been set to 1. Moreover, $c_0$ is related to the field theory coupling constant $\tau_0$ by

\[
\tau_0 = \frac{1}{2} + \frac{\sqrt{-1}}{\pi} \left( \frac{c_0 + 3\ln 2}{2} - \frac{3}{2} \right).
\]

Note that $t_i > 0$, hence $\text{Im}(a_i) > 0$, for $i = 1, 2$. The coupling constant $\tau_0$ must belong to the upper half-plane, hence

\[
c_0 > 3(1 - \ln 2).
\]
In addition, we will also work in the wedge (4.18) on the Coulomb branch, which specializes to

\[ i \cdot \left( \frac{3}{2} \frac{\text{Im}(a_i)}{\text{Im}(m_0)} - \frac{\text{Re}(a_i)}{\text{Im}(a_i)} \right) < i \cdot \left( \frac{1}{2} \frac{\text{Im}(a_i)}{\text{Im}(m_0)} \right) \quad i = 1, 2. \]

The \((\omega, B)\)-slopes have a small \(\epsilon\) expansion of the form

\[ \mu_{(\omega, B)}(F_1) \sim -\frac{p}{\epsilon} \frac{M_0}{m_1 \text{Im}(a_1)} \frac{\text{Re}(a_1)}{\text{Im}(a_1)} \quad \mu_{(\omega, B)}(\hat{F}_2) \sim \frac{p - q}{\epsilon} \frac{M_0}{m_2 \text{Im}(a_2)} \frac{\text{Re}(a_2)}{\text{Im}(a_2)}. \]

Then, taking the small \(\epsilon\) limit with \((\tau_0, a_i)\) fixed the necessary semistability conditions

\[ \mu_{(\omega, B)}(F_1) \leq \mu_{(\omega, B)}(F), \quad \mu_{(\omega, B)}(\hat{F}_2) \leq \mu_{(\omega, B)}(\hat{F}) \]

yield

\[ 0 \leq p \leq q. \]

By construction we also have \(q \leq m_1\) as explained above. Therefore \(p, q\) must satisfy the constraints

\[ 0 \leq p \leq q \leq m_1 \]

This is as far as we can go for arbitrary magnetic charges \((m_1, m_2)\).

Now suppose \(m_1 = m_2 = 1\) and \(a_1, a_2\) generic, such that

\[ \text{Re}(a_i) \neq 0, \quad i = 1, 2. \]

In order to determine the moduli space, note that the sheaves \(F_i\) in (4.34) must be extensions by zero of rank one torsion free sheaves \(E_i\) on the smooth divisors \(S_i, i = 1, 2\). Any such sheaf must be a twisted ideal sheaf i.e. \(E_i = J_i \otimes L_i\), where \(L_i\) are line bundles and \(J_i\) ideal sheaves of zero dimensional subschemes \(Z_i \subset S_i\) for \(i = 1, 2\). Then there are exact sequences of \(O_{S_i}\)-modules

\[ 0 \to E_i \to L_i \to O_{Z_i} \to 0 \]

for \(i = 1, 2\). As \(\chi(F) = 0\) by assumption, it follows that

\[ \chi(L_1) + \chi(L_2) - \chi(O_{Z_1}) - \chi(O_{Z_2}) = 0. \]

The Grothendieck-Riemann-Roch theorem for the closed immersions \(S_i \hookrightarrow X_3\) yields

\[ \text{ch}_1(L_1) = -(p + 1)\Sigma_1 + n_1C_1, \quad \text{ch}_1(L_2) = (p - 1)\Sigma_1 + (n_2 - 3)C_2. \]

Since \(S_1, S_2\) are rational, these relations uniquely determine

\[ L_1 \simeq O_{S_1}(-p + 1)\Sigma_1 + n_1C_1, \quad L_2 \simeq O_{S_2}((p - 1)\Sigma_1 + (n_2 - 3)C_2. \]

Then the Riemann-Roch theorem yields

\[ \chi(L_1) = p^2 - pn_1, \quad \chi(L_2) = -2p^2 + pn_2. \]

Hence relation (4.42) is equivalent to

\[ -p^2 + p(n_2 - n_1) - \chi(O_{Z_1}) - \chi(O_{Z_2}) = 0. \]

Since \(Z_1, Z_2\) are zero dimensional, this yields in particular

\[ p(n_2 - n_1 - p) = \chi(O_{Z_1}) + \chi(O_{Z_2}) \geq 0. \]
Analogous considerations apply to the middle exact column in diagram (4.36). The sheaves $\tilde{E}_i$, $i = 1, 2$ must be extensions by zero of rank one torsion free sheaves $E_i$ on $S_i$, $i = 1, 2$, with

$$\text{ch}_1(\tilde{E}_1) = (q - p - 1)\Sigma_1 + n_1C_1, \quad \text{ch}_1(\tilde{E}_2) = (p - q - 1)\Sigma_1 + (n_2 - 3)C_2.$$ 

Again, $\tilde{E}_i \simeq \tilde{L}_i \otimes S_i$, where $\tilde{L}_i$ are line bundles on $S_i$ and $\tilde{J}_i$ ideal sheaves of zero dimensional subschemes $\tilde{Z}_i \subset S_i$, $i = 1, 2$. In complete analogy with (4.43), the following must hold

$$(4.44) \quad (q - p)(n_1 - n_2 - (q - p)) = \chi(\mathcal{O}_{\tilde{Z}_2}) + \chi(\mathcal{O}_{\tilde{Z}_1}) \geq 0.$$ 

Now note that inequalities (4.41) yield the following cases

(i) $p = 0$, $q = 1$,

(ii) $p = 1$, $q = 1$,

(iii) $p = 0$, $q = 0$.

The moduli space is determined as follows in each case.

(i) Since $p = 0$ inequality (4.43) implies that $Z_1, Z_2$ are empty. Therefore $E_i = L_i$, $i = 1, 2$. The necessary conditions (4.40) yield

$$\text{Re}(a_2)\text{Im}(a_1) - \text{Re}(a_1)\text{Im}(a_2) < 0.$$ 

Since $m_1 = m_2 = 1$ these conditions are also sufficient provided that the extension class $e$ is nonzero. This means that the extension group $\text{Ext}^1_{X_1}(F_2, F_1)$ must have dimension at least 1. The isomorphism (4.35) implies that

$$\text{Ext}^1_{X_1}(F_2, F_1) \simeq \text{Hom}_{S_1}(L_2, L_1 \otimes S_1 \mathcal{O}_{\Sigma_1}(S_2)) \simeq H^0(\mathcal{O}_{\mathbb{P}^1}(n_1 - n_2 - 1)).$$

Therefore $n_1 \geq n_2 + 1$. The moduli space in this case is isomorphic to the projective space $\mathbb{P}^{n_1 - n_2 - 1}$ and the BPS degeneracies in this chamber are

$$\Omega^{\text{string}}(\gamma(1, 1, n_1, n_2); y) = y^{-(n_1 - n_2 - 1)}P_y(\mathbb{P}^{n_1 - n_2 - 1}).$$

Here $P_y(\mathbb{P}^{n_1 - n_2 - 1})$ denotes the Poincaré polynomial of the projective space. The cohomology is an irreducible $SL(2, \mathbb{C})$ representation of highest weight $n_1 - n_2 - 1$. Moreover, the Hodge numbers are $h^{r,s}(\mathbb{P}^{n_1 - n_2 - 1}) = \delta_{r,s}$ with $0 \leq r, s \leq n_1 - n_2 - 1$.

Therefore, according to Section 2.5, each of these states has spin $j_{\text{spin}} = \frac{n_1 - n_2 - 1}{2}$ and trivial $R$-charge.

(ii) Since $p = q = 1$, inequalities (4.44) imply that $\tilde{Z}_1, \tilde{Z}_2$ are trivial, hence $\tilde{E}_i = \tilde{L}_i$, $i = 1, 2$. Again, necessary and sufficient stability conditions are

$$\text{Re}(a_2)\text{Im}(a_1) - \text{Re}(a_1)\text{Im}(a_2) < 0,$$

the extension class $\tilde{e}$ being required to be nonzero. Then the extension group $\text{Ext}^1_{X_1}(F_1, F_2)$ must have dimension at least 1. Using the isomorphism (4.37),

$$\text{Hom}_{S_1}(\tilde{L}_1, \tilde{L}_2 \otimes S_2 \mathcal{O}_{\Sigma_1}) \simeq H^0(\mathcal{O}_{\mathbb{P}^1}(n_2 - n_1 + 2(q - p) - 1)).$$

Therefore $n_2 \geq n_1 + 1$. The moduli space in this case is isomorphic to $\mathbb{P}^{n_2 - n_1 - 1}$ and the BPS degeneracies in this chamber are

$$\Omega^{\text{string}}(\gamma(1, 1, n_1, n_2); y) = y^{-(n_2 - n_1 - 1)}P_y(\mathbb{P}^{n_2 - n_1 - 1}).$$

Again, each of these states has spin $j_{\text{spin}} = \frac{n_2 - n_1 - 1}{2}$ and trivial $R$-charge.

(iii) Since $p = q = 0$, inequalities (4.43), (4.44) imply that $Z_1, Z_2$, as well as $\tilde{Z}_1, \tilde{Z}_2$ are trivial. Hence $E_i = L_i$ and $\tilde{E}_i = \tilde{L}_i$, $i = 1, 2$. This implies that the sheaf $I$ in diagram (4.36) must be either pure dimension one or zero. Since $q = 0$, $I$ has
to be zero, which implies that the extension class \(e\) is trivial. Then \(E\) is isomorphic to the direct sum \(F_1 \oplus F_2\), which cannot be stable for generic Kähler parameters. Therefore in this case the moduli space is empty for generic \(a_1, a_2\).

In conclusion the field theory region is divided in this case in two stability chambers separated by the wall

\[
(4.45) \quad \Re(a_2) \Im(a_1) - \Re(a_1) \Im(a_2) = 0.
\]

The BPS spectrum with magnetic charges \((m_1, m_2) = (1, 1)\) and arbitrary electric charges \((n_1, n_2)\) is of type (i) for \(\Re(a_2) \Im(a_1) - \Re(a_1) \Im(a_2) < 0\) and type (ii) for \(\Re(a_2) \Im(a_1) - \Re(a_1) \Im(a_2) > 0\).

The above results will be compared with similar computations based on algebraic stability conditions in the Section 4. They can also be compared with semiclassical analysis of BPS states based on zeromodes of suitable Dirac-like operators on the moduli spaces of monopoles in \(\mathbb{R}^3\). There is nice agreement with the results of [71, 133].

5. THE SU(3) QUIVER AT WEAK COUPLING

The main goal of this section is to confirm the large radius results for large radius SU(3) BPS states with \((m_1, m_2) = (1, 1)\) by a direct analysis of moduli spaces of quiver representations. As a byproduct of this approach similar results will be derived for magnetic charges \((1, m), m \in \mathbb{Z}_{>0}\).

5.1. General considerations. A representation \(\rho\) of the \(N = 3\) truncated quiver \((Q, W)\) is a diagram of the form

\[
(5.1) \quad \begin{array}{c}
  \begin{array}{c}
    W_2 \\
    \downarrow \\
    V_2
  \end{array}
  \begin{array}{c}
    W_1 \\
    \uparrow \\
    V_1
  \end{array}
  \begin{array}{c}
    d_2 \\
    \downarrow \\
    c_2
  \end{array}
  \begin{array}{c}
    a_2 \\
    \downarrow \\
    e_2
  \end{array}
  \begin{array}{c}
    b_2 \\
    \downarrow \\
    a_1
  \end{array}
  \begin{array}{c}
    d_1 \\
    \downarrow \\
    c_1
  \end{array}
  \begin{array}{c}
    a_1 \\
    \downarrow \\
    e_1
  \end{array}
  \begin{array}{c}
    b_1 \\
    \downarrow \\
    a_0
  \end{array}
\end{array}
\]

where \(V_i, W_i, i = 1, 2\) are finite dimensional vector spaces. Using the notation introduced in Section 2.4, the dimensions of \(V_i, W_i, i = 1, 2\) will be denoted by \(\dim(V_i) = d_i, \dim(W_i) = e_i, i = 1, 2\).

Using equation (7.9), the symplectic pairing on the K-theory lattice is

\[
(5.2) \quad \langle [\rho], [\rho'] \rangle = 2(d_1 e_1' - d_1' e_1) + 2(d_2 e_2' - d_2' e_2) + 2(e_1' d_2 - e_1 d_2') + (d_2 d_1' - d_1 d_2') + (e_2 e_1' - e_1 e_2').
\]

Abusing notation, the linear maps \(\rho\) have been denoted by the same symbols as the corresponding arrows of the quiver diagram. The meaning will be clear from the context. The potential (2.11) yields the relations

\[
(5.3) \quad \begin{array}{c}
  r_1 a_1 = 0, \quad s_1 a_1 = 0, \quad b_1 r_1 = 0, \quad b_1 s_1 = 0 \\
  c_1 r_1 + d_1 s_1 = 0, \quad r_1 c_2 + s_1 d_2 = 0 \\
  a_1 c_1 - c_2 b_1 = 0, \quad a_1 d_1 - d_2 b_1 = 0.
\end{array}
\]

\(^8\)Note that the same notation is used for the dimension of \(V_1\) and the arrow \(d_1\) in the quiver path algebra. The distinction will be clear from the context.
A very useful observation is that the horizontal rows of the above quiver representation are Kronecker modules
\[ \rho_i : \quad W_i \xrightarrow{e_i} \bar{e}_i V_i, \quad i = 1, 2. \]

Some basic facts on such modules, their homological algebra and Harder-Narasimhan filtrations are summarized for completeness in Appendix C. In particular equations (C.1), (C.2) imply that the linear space of solutions \((a_1, b_1)\) to the relations
\[ a_1 c_1 - c_2 b_1 = 0, \quad a_1 d_1 - d_2 b_1 = 0 \]
is isomorphic to the space of morphisms \(\text{Ext}^0_K(p_1, p_2)\), while the linear space of solutions \((r_1, s_1)\) to the relations
\[ c_1 r_1 + d_1 s_1 = 0, \quad r_1 c_2 + s_1 d_2 = 0 \]
is isomorphic to the dual vector space \(\text{Ext}^1_K(p_1, p_2)^\vee\), where \(K\) denotes the abelian category of Kronecker modules. In conclusion there is a one-to-one correspondence between representations \(\rho\) of the quiver with potential (5.1) and data
\[ (p_1, p_2), \quad (a_1, b_1) \in \text{Ext}^0_K(p_1, p_2), \quad (r_1, s_1) \in \text{Ext}^1_K(p_1, p_2)^\vee \]
satisfying the remaining relations
\[ r_1 a_1 = 0, \quad s_1 a_1 = 0, \quad b_1 r_1 = 0, \quad b_1 s_1 = 0. \]

For future reference note also the isomorphisms of extension groups
\[ \text{Ext}^1_{(Q,W)}(p_1, p_2) \cong \text{Ext}^0_K(p_1, p_2), \quad \text{Ext}^1_{(Q,W)}(p_2, p_1) \cong \text{Ext}^1_K(p_1, p_2)^\vee, \]
\[ \text{Ext}^k_{(Q,W)}(p_1, p_1) \cong \text{Ext}^k_K(p_1, p_1), \quad \text{Ext}^k_{(Q,W)}(p_2, p_2) \cong \text{Ext}^k_K(p_2, p_2)^\vee, \]
where \(k = 0, 1\). On the left hand side of the above equations, \(p_1, p_2\) are representations of the \(SU(3)\) quiver \((Q, W)\) with \(V_2 = W_2 = 0\), respectively \(V_1 = W_1 = 0\).

In the right hand side, they are just Kronecker modules. The first is proven in Appendix D, equations (D.6) and (D.8). The proof of the second is similar, the details being left to reader.

Finally, note that in this section we will use the algebraic stability conditions constructed in Section 2.4, taking the stability parameters \((z_i, w_i)\) as in equation (2.49).

### 5.2. W-bosons

According to the field theory limit discussed in Section 2.3, at weak coupling the massive \(W\)-bosons are bound states of \(D2\)-branes wrapping the fibers of the compact divisors \(S_1, S_2\). The goal of this section is to identify the corresponding quiver representations and the region in the parameter space of stability conditions \((\theta, \eta) = (\theta_i, \eta_i)\) where such bound states are stable. Recall that the parameters \((\theta, \eta)\) were introduced in Section 2.4, equation (2.49).

First note that the tilting functor (2.9) maps any compactly supported complex \(F\) with numerical invariants
\[ \text{ch}_1(F) = \sum_{i=1}^{N-1} m_i S_i, \quad \text{ch}_2(F) = \sum_{i=1}^{N-1} n_i C_i, \quad \chi(F) = 0 \]
to a complex of representations with dimension vector
\[ d_i = n_i - i m_i, \quad e_i = n_i - (i + 1) m_i, \quad 1 \leq i \leq N - 1. \]

In particular, an object with \(m_i = 0\) will be mapped to a complex of representations with \(d_i = e_i = n_i\) for \(1 \leq i \leq N - 1\).
The massive $W$-bosons corresponding to the simple roots $\alpha_1, \alpha_2$ are D2-branes of the form $O_{C_i}(-1)$, $O_{C_j}(-1)$ in the derived category which fit in exact triangles 

$$P_i[-2] \to O_{C_i}(-1) \to Q_i[-2], \quad i = 1, 2,$$

where $P_i, Q_i$ are supported on the divisor $S_i$, $i = 1, 2$. Therefore the tilting functor (2.9) maps $O_{C_i}(-1)$ to $\rho_i[-2]$, where $\rho_i, i = 1, 2$, are $(Q, W)$-modules of dimension vectors $(d_i, e_i) = (1, 0, 1, 0)$, respectively $(d_i, e_i) = (0, 1, 0, 1)$. Note that the fractional branes $Q_i$ are not to be confused with the Kronecker modules $Q_n$ introduced in Appendix C.

In addition the $W$ boson corresponding to the positive root $\alpha_1 + \alpha_2$ is a D2-brane wrapping a reducible vertical curve with components $C_1, C_2$ meeting at a point. The corresponding object in the derived category is $O_C(-1)$, where $C$ is a complete intersection curve of the form $S \cap H$. The tilting functor maps $O_C(-1)$ to representation $\rho_i[-1]$, where $\rho$ is a $(Q, W)$-module of dimension vector $(1, 1, 1, 1)$.

Using standard results on Kronecker modules, as reviewed in Appendix C, the representations $\rho_1, \rho_2$ are ($\theta, \eta$)-stable if and only if conditions

$$\theta_i < \eta_i, \quad i = 1, 2.$$  

If conditions (5.9) are satisfied $\rho_i$ are isomorphic to Kronecker modules of the form $R_p$, $p \in \mathbb{P}^1$, $i = 1, 2$ given in Appendix C. In each case, the moduli space of stable representations is isomorphic to $\mathbb{P}^1$, and the BPS degeneracy ($-2$), as expected.

For representations $\rho$ with dimension vector $(1, 1, 1, 1)$ note that the relations (5.3) imply that $r_1, s_1$ must be zero if $a_1$ or $b_1$ is nonzero, and $a_1, b_1$ are zero if $r_1$ or $s_1$ are nonzero. Therefore, using the isomorphisms (5.6), such a representation must be either an extension

$$0 \to \rho'_1 \to \rho \to \rho'_2 \to 0 \quad (5.10)$$

or

$$0 \to \rho'_2 \to \rho \to \rho'_1 \to 0 \quad (5.11)$$

in the abelian category of $SU(3)$ quiver representations, where $\rho'_1, \rho'_2$ are representations with dimension vectors $(1, 0, 1, 0), (0, 1, 0, 1)$ respectively. Note that $\rho'_1, \rho'_2$ are identified at the same time with Kronecker modules of dimension vector $(1, 1)$. As explained in Appendix C, any such Kronecker module is either of the form $R_p$, $p \in \mathbb{P}^1$, or a direct sum of simple modules. Using relations (5.3) and isomorphisms (5.6), it follows that $\rho$ is stable only if $\rho'_1 \simeq \rho'_2 \simeq R_p$ for some $p \in \mathbb{P}^1$. Then the space of stability conditions $(\theta, \eta)$ satisfying (5.9) is divided into two regions as follows.

The first region consists of stability parameters satisfying

$$\theta_i < \eta_i, \quad i = 1, 2, \quad \eta_1 + \theta_1 < \eta_2 + \theta_2 \quad (5.12)$$

In this case all nontrivial extensions of the form (5.10) are stable and all extensions of the form (5.11) are unstable. Since $\text{Ext}^1_{\mathcal{X}}(R_p, R_{p'}) \simeq \delta_{p,p'} \mathbb{C}$, one obtains a nontrivial extension in (5.10) only if $\rho'_1 \simeq \rho'_2 \simeq R_p$ for some $p \in \mathbb{P}^1$. Moreover, for each $p \in \mathbb{P}^1$ there is a unique nontrivial extension of the form (5.10) up to isomorphism. Therefore the moduli space of stable extensions is again isomorphic to $\mathbb{P}^1$. Using the correspondence explained in Section 2.5, we obtain a spin $\frac{1}{2}$ multiplet with trivial R-charge, as expected.
The second region is defined by
\[ \theta_i < \eta_i, \quad i = 1, 2, \quad \eta_1 + \theta_1 > \eta_2 + \theta_2 \]
In this case all nontrivial extensions of the form (5.11) are stable and all extensions of the form (5.10) are unstable. The moduli space of stable extensions is again isomorphic to \( \mathbb{P}^1 \), hence we obtain again a spin \( \frac{1}{2} \) multiplet with trivial \( R \)-charge.

In conclusion, if inequalities (5.9) are satisfied, the BPS spectrum contains three massive \( W \) bosons with electric charges \( \alpha_1, \alpha_2, \alpha_1 + \alpha_2 \) and degeneracy \( (-2) \). However, the \( W \) boson with electric charges \( (2, 2) \) is realized as a bound state of the first two in two different ways corresponding to two regions separated by a marginal stability wall. The moduli space is isomorphic to \( \mathbb{P}^1 \) on both sides of the wall but it parameterizes different extensions of the form (5.10), (5.11) in the two regions.

5.3. Moduli spaces and stability chambers for magnetic charges \((1, m)\).

5.3.1. Magnetic charges \((1, 1)\). This is the case studied in detail in Section 4.4 at large radius, where BPS configurations are \((\omega, B)\)-stable sheaves \( F \) with Chern character
\[ \text{ch}(F) = S_1 + S_2 + n_1 C_1 + n_2 C_2. \]
It is straightforward to check that if
\[ n_i \geq (i+1)m_i, \quad i = 1, 2, \]
the tilting functor will map a sheaf \( F \) to a one-term complex \( \rho[-1] \), where \( \rho \) is a representation of the quiver (5.1) with dimension vector
\[ d_i = n_i - im_i, \quad e_i = n_i - (i+1)m_i, \quad i = 1, 2. \]
This will be assumed in the following, as well as \( m_1 = m_2 = 1, e_i \geq 1 \) for \( i = 1, 2 \).

Special cases where \( e_1 = 0 \) or \( e_2 = 0 \) can be easily treated analogously.

Note that if inequalities (5.14) are not satisfied, the tilting functor will map the sheaf \( F \) with \( (m_1, m_2) = (1, 1) \) to an object of the form \( \rho[-2] \) where \( \rho \) is a representation with dimension vector
\[ d_i = i - n_i, \quad e_i = i + 1 - n_i. \]
The stability analysis is similar and will be left to the reader.

Let \( (\theta, \eta) = (\theta_i, \eta_i)_{1 \leq i \leq 2} \), be King stability parameters for \((Q, W)\)-modules of numerical type (5.15). Therefore \( (\theta_i, \eta_i)_{1 \leq i \leq 2} \) satisfy the linear relations
\[ \sum_{i=1}^{2} (d_i \theta_i + e_i \eta_i) = 0 \]
in \( \mathbb{R}^4 \). At the end of Section 2.4 such stability parameters were denoted by \( (\tilde{\theta}_i, \tilde{\eta}_i)_{1 \leq i \leq 2} \) in order to emphasize the difference with respect to more general stability parameters not satisfying equations (5.16). In this section all stability parameters will be assumed to satisfy equations (5.16), hence this notational distinction will not be necessary.

As shown in Appendix C.2, if
\[ \eta_i > 0, \quad \theta_i < 0, \quad |\theta_i| < |\eta_i|, \quad i = 1, 2, \]
the Kronecker modules \( \rho_i, i = 1, 2 \), of any \((\theta, \eta)\)-semistable module \( \rho \) must be of the form
\[ \rho_i \simeq \bigoplus_{j=1}^{b_i} Q_{k_{i,j}}^{r_{i,j}}, \quad i = 1, 2 \]
for some integers $h_i \geq 1, k_{i,j} \geq 0, r_{i,j} \geq 1$ such that
$$k_{i,1} > k_{i,2} > \cdots > k_{i,h_i} \geq 0.$$ 
Since $d_i - e_i = 1, i = 1, 2,$ for magnetic charges $(m_1, m_2) = (1, 1),$ the decomposition (5.18) must reduce to
$$\rho_i \simeq Q_{e_i}, \quad i = 1, 2.$$ 
Hence $(a_1, b_1) \in \text{Ext}^0_K(Q_{e_1}, Q_{e_2})$ and $(r_1, s_1) \in \text{Ext}^1_K(Q_{e_1}, Q_{e_2})$. However, as explained in Appendix C.1, below equation (C.7), in this case the maps $(a_1, b_1),$ respectively $(r_1, s_1)$ must be simultaneously injective or trivial. Then relations (5.5) imply that either $(a_1, b_1)$ or $(r_1, s_1)$ must be trivial. Therefore, using the isomorphisms (5.6), one obtains two cases

(i) $(r_1, s_1) = 0$ and $\rho$ is an extension of the form

$$0 \to \rho_2 \to \rho \to \rho_1 \to 0$$

in the abelian category of $(Q, W)$-modules with extension class determined by $(a_1, b_1)$. Note that such an extension is trivial unless $e_2 \geq e_1$ i.e $n_2 \geq n_1 + 1$.

(ii) $(a_1, b_1) = 0$ and $\rho$ is an extension of the form

$$0 \to \rho_1 \to \rho \to \rho_2 \to 0$$

in the abelian category of $(Q, W)$-modules with extension class determined by $(r_1, s_1)$. Note that such an extension is trivial unless $e_1 \geq e_2 + 1$ i.e $n_1 \geq n_2 + 1$.

Suppose the stability parameters $(\theta, \eta)$, satisfy

$$d_i \theta_i + e_i \eta_i = 0, \quad i = 1, 2,$$

in addition to (5.17), and are otherwise generic. Given the linear relation (5.16), these equations determine a real codimension one wall in the hyperplane (5.16). Since $\theta_i < 0 < \eta_i, i = 1, 2$ by assumption, each module $\rho_i$ is $(\theta_i, \eta_i)$-stable of slope zero for $i = 1, 2$. Therefore all extensions of the form (5.19) or (5.20) (including the trivial ones) are $(\theta, \eta)$-semistable on the wall (5.21).

Moreover, it is also straightforward to determine the moduli spaces of stable representations in the adjacent chambers. For example, let $(\theta^+, \eta^+)$ be stability parameters such that

$$d_1 \theta_1^+ + e_1 \eta_1^+ = -d_2 \theta_2^+ - e_2 \eta_2^+ = \epsilon,$$

with $\epsilon \in \mathbb{R}_{>0}$ is a positive real number which may be taken arbitrarily small. Then it is easy to prove that $\rho$ is $(\theta^+, \eta^+)$-semistable if and only if it is $(\theta^+, \eta^+)$-stable and if and only if it fits in a nontrivial extension of the form (5.19). Therefore in this case the moduli space is isomorphic to $\mathbb{P}^{n_2-n_1-1}$, and the protected spin character

$$\Omega(\gamma(1, 1, n_1, n_2); y) = y^{-(n_2-n_1-1)/2} P_y(\mathbb{P}^{n_2-n_1-1}).$$

The opposite chamber is defined analogously by

$$d_1 \theta_1^- + e_1 \eta_1^- = -d_2 \theta_2^- - e_2 \eta_2^- = -\epsilon,$$

with $\epsilon \in \mathbb{R}_{>0}$. Then $\rho$ is $(\theta^-, \eta^-)$-semistable if and only if it is $(\theta^-, \eta^-)$-stable and if and only if it fits in a nontrivial extension of the form (5.20). In this case the moduli space is isomorphic to $\mathbb{P}^{n_1-n_2-1}$, and the protected spin character

$$\Omega(\gamma(1, 1, n_1, n_2); y) = y^{-(n_1-n_2-1)/2} P_y(\mathbb{P}^{n_1-n_2-1}).$$
5.3.2. Magnetic charges \((1, m)\). One can extend the above analysis to \(m_1 = 1, m_2 > 1\) noting that in this case the decomposition (5.18) reduces to

\[
\begin{align*}
\rho_1 &\simeq Q_{n_1-2}, & \rho_2 &\simeq \oplus_{j=1}^{h_2} Q_{r_2; j}^{k_2}
\end{align*}
\]

where

\[
\sum_{j=1}^{h_2} r_{2;j} k_{2;j} = n_2 - 3m_2.
\]

Obviously, the electric charges are taken such that \(n_1 > 2, n_2 > 3m_2\). If \(n_1 \geq n_2 - 3m_2 + 3\), equations (C.4) show that

\[
\Hom_K(1, 2) = 0.
\]

Therefore the maps \(a_1, b_1\) must be trivial, and isomorphism (5.6) implies that \(\rho\) fits in an extension

\[
0 \to \rho_1 \to \rho \to \rho_2 \to 0
\]

in the category of \((Q, W)\)-modules.

Now consider the wall \((n_1 - 1)\theta_1 + (n_1 - 2)\eta_1 = 0\) in the moduli space of King stability parameters \((\theta, \eta)\) satisfying (5.17). Let \((\theta^+, \eta^+)\) be stability parameters satisfying

\[
(n_1 - 1)\theta_1^+ + (n_1 - 2)\eta_1^+ = -(n_2 - 2m_2)\theta_2^+ - (n_2 - 3m_2)\eta_2^+ = \epsilon
\]

with \(\epsilon > 0\) sufficiently small. Obviously \(\rho_1 \subset \rho\) destabilizes \(\rho\) on this side of the wall. Therefore the moduli space of \((\theta^+, \eta^+)\) representations with dimension vector \((n_1 - 1, n_1 - 2, n_2 - 2m_2, n_2 - 3m_2), \quad n_1 \geq n_2 - 3m_2 + 3, \quad n_2 \geq 3m_2 + 1\)

is empty. Moreover, note also that semistable representations \(\rho\) can exist for generic values of the stability parameters on the wall only if

\[
\rho_2 \simeq Q_{k_2}^{r_2}
\]

for some \(k_2, r_2 \geq 1\). This implies

\[
m_2 = r_2, \quad n_2 = (k_2 + 2)r_2.
\]

If this is not the case, the moduli space of semistable representations at generic points on the wall is empty, which implies that the moduli spaces in the adjacent chambers are empty as well. Assuming

\[
(m_2, n_2) = (r_2, (k_2 + 2)r_2), \quad k_2, r_2 \geq 1, \quad n_1 \geq (k_2 - 1)r_2 + 3
\]

the refined Donaldson-Thomas invariants in the opposite chamber

\[
(n_1 - 1)\theta_1 + (n_1 - 2)\eta_1 = -(n_2 - 2m_2)\theta_2 - (n_2 - 3m_2)\eta_2 = -\epsilon
\]

can be computed by wallcrossing.

To this end, we first list the non-vanishing DT-invariants. The moduli space of \(Q_{k_2}\) is just a point, and therefore the refined DT-invariant is given by:

\[
\Omega(Q_{k_2}, y) = 1.
\]

Moreover the isomorphisms (5.6), (C.4), imply that the \((Q, W)\)-module \(\rho_2 \simeq Q_{k_2}\)

is rigid. This implies that the only semi-stable objects with charge \(r_2(0, 1, 0, 1),\)
$r_2 \geq 1$ are isomorphic to the direct sums of the form $Q^{r_2}_{k_2}$. Then $\Omega(Q^{r_2}_{k_2}) = 0$ for $r_2 \geq 2$, and the rational invariant $J(\gamma, y)$ defined in equation (7.12) is given by:

$$J(Q^{r_2}_{k_2}, y) = (-1)^{r_2} \frac{y - y^{-1}}{r_2 (y^{r_2} - y^{-r_2})}$$

Using the refined wall-crossing formula of [106] in the form derived by [111] in terms of rational invariants, one finds for the generating function of $\Omega((1, r_2, n_1, r_2n_2); y)$:

$$\sum_{r_2 \geq 0} \Omega((1, r_2, n_1, r_2n_2); y) q^{r_2}$$

$$= 1 + \sum_{\ell, r_2, \ell_2 > 0} \prod_{i} \frac{1}{\ell_i!} \left( \frac{y^{r_2, i}(n_1-n_2) - y^{r_2, i}(n_2-n_1)}{y - y^{-1}} \right) J((0, r_2, 0, r_2, n_2)); y)^{\ell_i} q^{r_2, \ell_2},$$

$$= \exp \left( -\sum_{r_2 > 0} \frac{y^{r_2}(n_1-n_2) - y^{-r_2}(n_2-n_1)}{r (y^{r_2} - y^{-r_2})} (-q)^r \right) \prod_{s \geq 0} \frac{(1 + y^{n_2-n_1+2s+1}q)}{(1 + y^{n_1-n_2+2s+1}q)}$$

where we assumed $|y| < 1$. The last line in the above formula is in agreement with the semiprimitive wallcrossing formula of [48]. This corresponds to the numerical invariants:

$$\sum_{r_2 > 0} \Omega((1, r_2, n_1, r_2n_2)) q^{r_2} = (1 - (-1)^{n_1-n_2} q)^{n_1-n_2},$$

which shows that for charges $(1, r_2, n_1, r_2n_2)$, $r_2$ is bounded above by $n_1 - n_2$. In the “+” chamber, the charges $(1, r_2, n_1, r_2n_2)$ satisfy $n_2 - n_1 > 0$; the invariants follow from the formulas above by interchanging $n_1$ and $n_2$.

These examples show that, in strong contrast to the $SU(2)$ theory, there are arbitrarily high spin BPS states and we can have higher magnetic charges.

5.4. Comparison with large radius spectrum. Let us recall the large radius BPS spectrum with charges $\gamma(1, 1, n_1, n_2)$ found in Section 4.4. Using the parameterization (4.38), for sufficiently small $\epsilon$, the complex K"ahler moduli spaces is divided into two chambers separated by the wall

$$\text{Re}(a_2)\text{Im}(a_1) - \text{Re}(a_1)\text{Im}(a_2) = 0,$$

which does not depend on the electric charges $(n_1, n_2)$.

In the chamber $C^{\text{string}}_{\gamma(1, 1, n_1, n_2)}$ given by

$$\text{Re}(a_2)\text{Im}(a_1) - \text{Re}(a_1)\text{Im}(a_2) < 0$$

the BPS spectrum consists of states with charges $\gamma(1, 1, n_1, n_2)$ with $n_2 + 1 \leq n_1$. The corresponding supersymmetric D-brane configurations are nontrivial extensions

$$0 \to L_1 \to F \to L_2 \to 0$$

where $L_1 = O_{S_1}(-\Sigma_1 + n_1C_1)$, $L_2 = O_{S_2}(-\Sigma_2 + (n_2 - 3)C_2)$ are line bundles supported on the surfaces $S_1, S_2$ respectively. Therefore the moduli space is isomorphic to the projective space $\mathbb{P}^{n_1-n_2-1}$. These these states have spins $j(n_1, n_2) = \frac{n_1-n_2-1}{2}$ and protected spin characters

$$\Omega^{\text{string}}_{\gamma(1, 1, n_1, n_2); y} = y^{-(n_1-n_2-1)} \chi y^{\mathbb{P}^{n_1-n_2-1}}.$$
In the opposite chamber, \( C_+^{gauge}(\gamma(1, 1, n_1, n_2)) \), the spectrum consists states with \( n_1 + 1 \leq n_2 \). The supersymmetric D-brane configurations are now nontrivial extensions of the form

\[
0 \to L_2 \to F \to L_1 \to 0,
\]

which are parameterized by \( \mathbb{P}^{n_2-n_1-1} \). These states have spins \( j(n_1, n_2) = \frac{n_2-n_1-1}{2} \) and protected spin characters

\[
\Omega^{string}_{(\tau_0, a)}(\gamma(1, 1, n_1, n_2); y) = y^{-(n_2-n_1-1)} \chi_y(\mathbb{P}^{n_2-n_1-1}).
\]

On the other hand, the above analysis of quiver moduli spaces yields a wall of the form

\[
(n_1 - 1)\theta_1 + (n_1 - 2)\eta_1 = (n_2 - 2)\theta_2 + (n_2 - 3)\eta_2 = 0
\]

in the moduli space of King stability parameters for each pair \((n_1, n_2)\). Each of these walls is the intersection of a wall of the form

\[
(n_1 - 1)z_1 + (n_1 - 2)w_1 = \lambda((n_2 - 2)z_2 + (n_2 - 3)w_2), \quad \lambda \in \mathbb{R}_{>0},
\]

in the moduli space of Bridgeland stability parameters with the subspace of King stability parameters. For a physical Bridgeland stability condition corresponding to a point \((a_i, a_i^D)\) on the universal cover of the Coulomb branch, the parameters \((z_i, w_i)\) are given by (2.51). These are the walls where the central charges of the Kronecker modules \(\rho_1, \rho_2\) of dimension vectors \((n_1 - 2, n_1 - 1), (n_2 - 3, n_2 - 2)\) respectively, are aligned.

Now suppose the parameters \((\tau_0, a_i)\) satisfy conditions

\[
\text{Im}(\tau_0) > 0, \quad \text{Im}(a_i) > 0, \quad i = 1, 2,
\]

and (4.39) as in Section 4.4 and take the large \(\lambda \to \infty\) limit as defined in Section 4.3. In this limit, the walls (5.28) become marginal stability walls for the limit stability condition defined by the slope function (4.16). That is, loci where

\[
\mu_{(\tau_0, a)}(\rho_1) = \mu_{(\tau_0, a)}(\rho_2).
\]

Since inequalities (4.39) are assumed to be satisfied, the main assumption in Section 4.3 will hold for the \(SU(3)\) quiver \((Q, W)\). No mutations are necessary. Then, using equations (4.17),

\[
\mu_{(\tau_0, a)}(\rho_i)^{-1} = \left( \frac{1}{2} - \frac{n_i}{3} \right) \frac{1}{\text{Im}(\tau_0)} + \frac{\text{Re}(a_i)}{\text{Im}(a_i)},
\]

for \(i = 1, 2\). Therefore the large \(\lambda\) limit of the walls (5.28) is given by

\[
\text{Re}(a_2) - \frac{\text{Re}(a_1)}{\text{Im}(a_1)} = \frac{n_2 - n_1}{3 \text{Im}(\tau_0)}.
\]

Then the quiver stability analysis in the previous section implies that the \(\mu_{(\tau_0, a)}\)-limit semistable quiver representations in the chamber

\[
C_+^{gauge}(\gamma(1, 1, n_1, n_2)) : \quad \frac{\text{Re}(a_2)}{\text{Im}(a_2)} - \frac{\text{Re}(a_1)}{\text{Im}(a_1)} < \frac{n_2 - n_1}{3 \text{Im}(\tau_0)},
\]

must be nontrivial extensions of the form

\[
0 \to \rho_1 \to \rho \to \rho_2 \to 0.
\]

Such nontrivial extensions exist only if \(n_2 + 1 \leq n_1\), and the moduli space is isomorphic to \(\mathbb{P}^{n_1-n_2-1} \). The protected spin character is

\[
\Omega^{string}_{(\tau_0, a)}(\gamma(1, 1, n_1, n_2); y) = y^{-(n_1-n_2-1)} \chi_y(\mathbb{P}^{n_1-n_2-1}).
\]
In the opposite chamber, \( C^\text{gauge}(\gamma(1,1,n_1,n_2)) \), the semistable representations have to be nontrivial extensions of the form
\[
0 \to \rho_2 \to \rho \to \rho_1 \to 0.
\]
which exist only if \( n_1 + 1 \leq n_2 \). The moduli space is again isomorphic to \( \mathbb{P}^{n_2-n_1-1} \) and
\[
\Omega^\text{gauge}_{(\tau_0,a)}(\gamma(1,1,n_1,n_2); y) = y^{-(n_2-n_1-1)} \chi_y(\mathbb{P}^{n_2-n_1-1}).
\]
These results are in agreement with the absence of walls conjecture formulated in Section 4.3. The bijection (4.23) is given in this case by
\[
P_{\gamma(1,n_1,n_2)}(C^\text{gauge}(\gamma(1,1,n_1,n_2))) = C^\text{string}_{\pm}(\gamma(1,1,n_1,n_2)).
\]
Equations (4.25) are clearly satisfied.

However the gauge theory limit weak coupling spectrum exhibits a more refined wall structure, the walls (5.29) being obviously dependent on the charges \((n_1, n_2)\), as opposed to (5.25). For very large \( \text{Im}(\tau_0) >> 1 \), keeping \( n_1, n_2 \) fixed, the walls (5.29) approach asymptotically the large radius wall (5.25). To complete the picture, note that the Kronecker modules \( \rho_1, \rho_2 \) forming gauge theory bound states are related by tilting to the line bundles \( L_1, L_2 \) (up to a shift) forming D-brane bound states.

This is not a contradiction since \((\omega, B)\)-stability employed in Section 4.4 is not a Bridgeland stability condition on \( D^b(X_3) \). Therefore the unique wall found there is a limit wall which does not actually exist in the moduli space of Bridgeland stability conditions. Instead for each pair \((n_1, n_2)\), there is a wall where the string theory central charges of the line bundles \( L_1, L_2 \) are aligned. At large radius, the central charges of \( L_1, L_2 \) are given by (2.28). Omitting world-sheet-instanton corrections, one finds
\[
Z_{(\omega, B)}(L_i) = t_0 t_i + t_i^2 - b_i^2 + n_1 b_1 + \sqrt{-1}(-t_0 b_1 - 2t_1 b_1 + n_1 t_1)
\]
\[
Z_{(\omega, B)}(L_2) = t_0 t_2 + 2t_1 t_2 + 2t_2^2 - 2(b_1 b_2 + b_2^2) + n_2 b_2
\]
\[+ \sqrt{-1}(-t_0 b_2 - 2t_1 b_2 - 2t_2 b_2 - 4t_2 b_2 + n_2 t_2)
\]
In the small \( \epsilon \) limit defined in Section 4.3, equation (4.19), the leading terms of the central charges are
\[
Z_{(\omega, B)}(L_i) \sim t_0 t_i - t_0 b_i \sqrt{-1}, \quad i = 1, 2.
\]
Therefore all these walls approach asymptotically the limit wall
\[
t_1 b_1 = t_2 b_1
\]
which is the same as (5.25) using the parameterization (4.38). A similar situation has been encountered in a similar context in [52, Sect. 3] (see in particular Fig. 1. in loc. cit.)

6. STRONG COUPLING CHAMBER FOR THE \( SU(N) \) QUIVER

According to [3], [69], there exist strong coupling chambers of the \( SU(N) \) theory where the BPS spectrum consists of a finite set of stable BPS states equipped with a natural two-to-one map to the set \( \Delta^+_{N} \) of positive roots of \( SU(N) \). The purpose of this section is to identify an analogous chamber in the space of stability parameters \((\theta, \eta)\) of the \( SU(N) \) quiver obtained by geometric engineering. More precisely, for certain values of \((\theta, \eta)\) the set \( S_{(\theta, \eta)}(Q, W) \) of all stable quiver modules should be finite, and equipped with a natural two-to-one map \( S_{(\theta, \eta)}(Q, W) \to \Delta^+_{N} \). As a
corollary, an adjacent chamber – called deceptive – will also be identified where all massive $W$-bosons are stable and the BPS spectrum is completely determined by wallcrossing.

Using the same conventions as in the previous section a representation $\rho$ of the $SU(N)$ quiver will be a diagram of the form

\[
\begin{array}{c}
\begin{tikzpicture}
\node (W_N) at (0,0) {$W_{N-1}$};
\node (V_N) at (2,0) {$V_{N-1}$};
\node (W_{N-1}) at (0,-1) {$W_{N-2}$};
\node (V_{N-1}) at (2,-1) {$V_{N-2}$};
\node (W_1) at (0,-3) {$W_2$};
\node (V_1) at (2,-3) {$V_2$};
\node (W_2) at (0,-5) {$W_1$};
\node (V_2) at (2,-5) {$V_1$};
\draw[->] (W_N) -- (V_N);
\draw[->] (W_{N-1}) -- (V_{N-1});
\draw[->] (W_1) -- (V_1);
\draw[->] (W_2) -- (V_2);
\end{tikzpicture}
\end{array}
\]

(6.1)

with potential

\[
W = \sum_{i=1}^{N-2} \text{Tr} \left[ r_i (a_i c_i - c_{i+1} b_i) + s_i (a_i d_i - d_{i+1} b_i) \right].
\]

(6.2)

As in Section 2.4, the dimension vector of $\rho$ will be denoted by $(d,e)$, where $d = (d_1, \ldots, d_{N-1})$ are the dimensions of $(V_1, \ldots, V_{N-1})$ and $e = (e_1, \ldots, e_{N-1})$ the dimensions of $(W_1, \ldots, W_{N-1})$. The stability parameters $(z_i, w_i)_{1 \leq i \leq N-1}$ will be assumed of the form (2.49), where $\theta = (\theta_1, \ldots, \theta_{N-1})$ are assigned to the nodes $(V_1, \ldots, V_{N-1})$ and $\eta = (\eta_1, \ldots, \eta_{N-1})$ to $(W_1, \ldots, W_{N-1})$. It will be assumed that $N \geq 3$ in this section.
As a starting point, note that if the stability parameters satisfy
\[(6.3) \quad \eta_i < \eta_{i-1}, \quad \theta_i < \theta_{i-1}, \quad i = 2, \ldots, N - 1,\]
one can construct two simple, rigid, stable representations \(\rho^\pm(\alpha)\) of the \(SU(N)\)
quiver for each positive root \(\alpha \in \Delta_N^+\) as follows.

A representation with \(e_i = 0\) for all \(i = 1, \ldots, N - 1\), reduces to a representation
of the linear quiver with \(N - 1\) nodes
\[
\begin{array}{c}
V_1 \xrightarrow{a_1} V_2 \xrightarrow{a_2} \cdots \xrightarrow{a_{N-1}} V_{N-1}
\end{array}
\]
with stability parameters \((\theta_1, \ldots, \theta_{N-1})\). Using gauge transformations, all linear
maps can be set in canonical form, \(\bar{a}_{i-1} : \mathbb{C}^{d_{i-1}} \rightarrow \mathbb{C}^{d_i}\)
where \(\bar{a}_{i-1}\) is a diagonal matrix of the form
\[
(\bar{a}_{i-1})_{kl} = \begin{cases} 1, & \text{for } 1 \leq k = l \leq \bar{d}_{i-1}, \\ 0, & \text{otherwise}, \end{cases}
\]
for some \(0 \leq \bar{d}_{i-1} \leq \min(d_{i-1}, d_i)\). If \(\bar{d}_{i-1} = 0\), by convention \(\bar{a}_{i-1} = 0\). If the
stability parameters \(\theta_i\) are ordered as in (6.3), it is straightforward to prove that
that such a representation is stable if and only if it has dimension vector of the form
\[
d_i = \begin{cases} 1, & \text{for } j \leq i \leq k, \\ 0, & \text{otherwise}, \end{cases}
\]
for some \(j, k \in \{1, \ldots, N - 1\}, j \leq k\). Then there is an obvious 1-1 correspondence
between stable representations and positive roots \(\alpha \in \Delta_N^+\), sending \(\rho\) to
\[
\alpha = \sum_{i=1}^{N-1} d_i \alpha_i.
\]
Similar considerations apply similarly to representations with \(d_i = 0\) for all \(i = 1, \ldots, N - 1\).

In order to complete the picture, it will be shown below that these are the only
stable representations of the \(SU(N)\) quiver if in addition the stability parameters
\((\eta, \theta)\) satisfy
\[(6.4) \quad \eta_i < \eta_{i+1} < \theta_{i-1} \quad \text{for all } 2 \leq i \leq N - 1.\]
Thus equation (6.4) defines a single chamber.

The proof will be inductive. Consider first \(N = 3\). Then (6.4) specializes to
\[(6.5) \quad \eta_2 < \theta_2 < \eta_1 < \theta_1.\]
Let \(\rho\) be a stable representation of dimension vector \((d_1, d_2, e_1, e_2)\) such that \((d_1, d_2)\)
and \((e_1, e_2)\) are simultaneously nontrivial. In this case note that inequalities (6.5)
imply
\[
\eta_2 < \mu(\theta, \eta)(\rho) < \theta_1.
\]
For any \((\theta, \eta)\)-stable representation \(\rho\), this implies that \(a_1\) must be injective if \(V_1 \neq 0\)
and \(b_1\) must be surjective if \(W_2 \neq 0\). In particular if \(V_1\) and \(W_2\) are both nontrivial,
\(V_2, W_1\) must be nontrivial as well. Moreover the relations
\[
r_1 a_1 = s_1 a_1 = 0
\]
imply that
\[
\text{Im}(a_1) \subseteq \text{Ker}(r_1) \cap \text{Ker}(s_1),
\]
and
\[
b_2 r_2 = b_2 s_2 = 0
\]
imply that
\[ \text{Im}(r_2) + \text{Im}(s_2) \subseteq \text{Ker}(b_2). \]
This further implies that the data \( \rho' = (V_1, \text{Im}(a_1), a_1) \) determines a proper non-trivial subobject of \( \rho \) of slope
\[ \mu_{(\theta, \eta)}(\rho') = \frac{\theta_1 + \theta_2}{2}. \]
Furthermore \( b_1 : W_1 \to W_2 \) induces an isomorphism \( \tilde{b_1} : W_1/\text{Ker}(b_1) \to W_2 \), and the data \( \rho'' = (W_1/\text{Ker}(b_2), W_2, \tilde{b}_1) \) determines a nontrivial quotient of \( \rho \) of slope
\[ \mu_{(\theta, \eta)}(\rho'') = \frac{\eta_1 + \eta_2}{2}. \]
Then inequalities (6.5) imply that
\[ \mu_{(\theta, \eta)}(\rho'') < \mu_{(\theta, \eta)}(\rho') \]
which contradicts the stability of \( \rho \).

In conclusion at least one of \( V_1 \) or \( W_2 \) must be trivial. If both are trivial, \( \rho \) reduces to the Kronecker module \((V_2, W_1, r_1, r_2)\). Since \( \theta_2 < \eta_1 \) the only stable modules of this form are the simple ones. This is not allowed by the assumption that \( (d_1, d_2) \) and \((e_1, e_2)\) are simultaneously nontrivial.

Suppose \( V_1 \) is trivial and \( W_3 \) nontrivial. Then \( V_2 \) must be nontrivial since \( (d_1, d_2) \neq (0, 0) \) by assumption. Moreover, if \( b_1 : W_1 \to W_2 \) is not injective, \( \text{Ker}(b_1) \neq 0 \), is a subobject of \( \rho \) of slope
\[ \eta_1 > \mu_{(\theta, \eta)}(\rho). \]
This leads again to a contradiction, hence \( \text{Ker}(b_1) = 0 \). Then relations
\[ b_1r_1 = b_1s_1 = 0 \]
imply that \( r_1, s_1 \) are trivial. Hence \( \rho \) splits as a direct sum of subrepresentations, contradicting stability. The remaining case, \( W_3 \) trivial and \( V_1 \) nontrivial, is similar and will be left to the reader.

Next suppose the claim holds for the \( SU(N-1) \) quiver for some \( N > 3 \). Let \( \rho \) be a \((\theta, \eta)\)-stable representation of the \( SU(N) \) quiver. If \((V_1, W_1)\) are simultaneously trivial or \((V_{N-1}, W_{N-1})\) are simultaneously trivial, \( \rho \) is a representation of an \( SU(N-1) \) quiver and the inductive step is trivial. Therefore in the following suppose \((d_1, e_1) \neq (0, 0), (d_N, e_N) \neq (0, 0)\) and \((d_1, \ldots, d_{N-1}) \neq (0, \ldots, 0), (e_1, \ldots, e_{N-1}) \neq (0, \ldots, 0)\). Let
\[ I_j = \text{Im}(r_j) + \text{Im}(s_j) \subseteq W_j, \quad j = 1, \ldots, N - 2 \]
and
\[ K_j = \text{Ker}(r_j) \cap \text{Ker}(s_j) \subseteq V_{j+1}, \quad j = 1, \ldots, N - 1. \]
Set \( K_1 = V_1 \) and \( I_{N-1} = 0 \). For each \( j = 1, \ldots, N - 2 \) let \( \tilde{a}_j = a_j|_{K_j} \) and \( \tilde{b}_j : W_j/I_j \to W_{j+1}/I_{j+1} \) be the linear maps induced by \( b_j : W_j \to W_{j+1} \). Then the relations derived from the potential (6.2) imply that
\[ b_j(I_j) \subseteq I_{j+1}, \quad a_j(K_j) \subseteq K_{j+1} \]
for \( j = 1, \ldots, N - 1 \). Therefore the data
\[ \rho' = (K_1, \ldots, K_N, \tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_{N-1}|_{K_{N-1}}) \]
determines a subobject of \( \rho \) with \((e_1, \ldots, e_{N-1}) = (0, \ldots, 0)\) while the data
\[ \rho'' = (W_1/I_1, \ldots, W_{N-1}/I_{N-1}, \tilde{b}_1, \ldots, \tilde{b}_{N-1}) \]
determines a quotient of $\rho$ with $(d_1, \ldots, d_{N-1}) = (0, \ldots, 0)$. At this point there are several cases.

1) $V_1, W_{N-1}$ are both nontrivial. Let $L_1 \subseteq K_1 = V_1$ be a one dimensional subspace, and set

$$L_j = (a_j \circ a_{j-1} \circ \cdots \circ a_1)(L_1) \subseteq K_{j+1}$$

for $j = 1, \ldots, N - 2$. Let $k \in \{1, \ldots, N - 1\}$ be the smallest label such that $L_k \neq 0$ and $L_{k+1} = 0$. Then the data

$$\lambda_k = (L_1, \ldots, L_k, a_1|_{L_1}, \ldots, a_{k-1}|_{L_{k-1}})$$

is a subrepresentation of $\rho'$ contained in $\lambda_1'$. Note that $L_1$ is preserved by $c_1$ and $d_1$. The relations determined by (6.2) show that

$$b_j(U_j) \subseteq U_{j+1}, \quad j = 1, \ldots, N - 1.$$

Similarly, let $p_{N-1} : W_{N-1} \to Q_{N-1}$ be a one dimensional quotient of $W_{N-1}$. By successive compositions, there is a sequence of one dimensional quotients and induced linear maps

$$\cdots \xrightarrow{\pi_j} W_j/I_j \xrightarrow{b_j} W_{j+1}/I_{j+1} \xrightarrow{p_j} W_{N-1}$$

Let $l \in \{1, \ldots, N - 2\}$ be the largest label such that $q_l \neq 0$, but $q_{l-1} = 0$. Then the data

$$\sigma_l = (Q_l, \ldots, Q_{N-1}, q_l, \ldots, q_{N-2})$$

is a quotient of $\rho$ of slope

$$\mu(\theta, \eta)(\sigma_l) = \frac{1}{N - 1 - l} \sum_{j=1}^{N-1} \eta_j.$$ 

Now note that inequalities (6.4) imply

$$\mu(\theta, \eta)(\lambda_k) \geq \frac{1}{N - 1} \sum_{i=1}^{N-1} \theta_i > \frac{1}{N - 1} \sum_{i=1}^{N-1} \eta_i \geq \mu(\theta, \eta)(\sigma_l)$$

for any $k, l$, contradicting stability of $\rho$.

2) Suppose $V_1$ is trivial, but $W_{N-1}$ is nontrivial. Then the bottom part of $\rho$ is of the form

For each $j = 1, \ldots, N - 1$, let $U_j = \ker(c_j) \cap \ker(d_j) \subseteq W_j$. Note that $U_1 = W_1$ since $c_1, d_1$ are trivial. Moreover the relations determined by (6.2) show that

$$b_j(U_j) \subseteq U_{j+1}, \quad j = 1, \ldots, N - 1.$$
Therefore the data
\[(U_1, \ldots, U_{N-1}, b_1 | U_1, \ldots, b_{N_2} | U_{N-2})\]
is a subobject of \(\rho\). Proceeding by analogy with the construction of the subobject \(\lambda_k\) above one finds a further subobject \(\gamma_k\) for some \(k \in \{1, \ldots, N-1\}\) with dimension vector
\[d_i = 0, \quad i = 1, \ldots, N_1, \quad e_i = \begin{cases} 1, & \text{for } 1 \leq i \leq k \\ 0, & \text{otherwise} \end{cases}\]
Then
\[\mu_{(\theta, \eta)}(\gamma_k) = \frac{1}{k} \sum_{i=1}^{k} \eta_i \geq \frac{1}{N-1} \sum_{i=1}^{N-1} \eta_i \geq \mu_{(\theta, \eta)}(\sigma_l)\]
and equality holds only if \(k = l = N - 1\). Again this contradicts stability.

3) The remaining case, \(W_{N-1}\) trivial and \(V_1\) nontrivial, is treated analogously, details being omitted.

In conclusion, in the chamber (6.4) there is indeed a finite set of \(S_{(\theta, \eta)}(Q, W)\) of stable representations which maps two-to-one to \(\Delta^+_N\). For each positive root
\[\alpha = \sum_{i=1}^{N-1} n_i(\alpha) \alpha_i, \quad n_i(\alpha) \in \{0, 1\}, \quad i = 1, \ldots, N - 1,\]
there are exactly two representations \(\rho^+_\alpha\) with dimension vectors
\[d_i(\rho^+_\alpha) = n_i(\alpha), \quad e_i(\rho^+_\alpha) = 0, \quad i = 1, \ldots, N - 1\]
respectively
\[d_i(\rho^-_\alpha) = 0, \quad e_i(\rho^-_\alpha) = n_i(\alpha) \quad i = 1, \ldots, N - 1.\]
These states are in one-to-one correspondence to the strong coupling spectrum obtained in [3], [69] using different techniques. In fact, one can check that the quiver used here is related to that of [3] by a mutation. For brevity, this will be explained below only for \(N = 3\).

6.1. A mutation of the \(SU(3)\) quiver. The \(SU(3)\) quiver of [3] is of the form
\[
\begin{array}{c}
\bullet 4 \\
\downarrow \\
\bullet 2
\end{array}
\]
with a superpotential of the form
\[\tilde{W} = \tilde{a}_1 \tilde{c}_1 \tilde{b}_1 \tilde{c}_2 - \tilde{a}_1 \tilde{d}_1 \tilde{b}_1 \tilde{d}_2.\]
Let \(\tilde{\gamma}_i, \ i = 1, \ldots, 4\) denote the generators of the charge lattice associated to the nodes. The strong coupling spectrum found in [3] consists of six states with charges (6.6)
\[\tilde{\gamma}_i, \quad 1 \leq i \leq 4, \quad \tilde{\gamma}_1 + \tilde{\gamma}_4, \quad \tilde{\gamma}_2 + \tilde{\gamma}_3.\]
Using the rules listed for example on page 2 of [134], it is straightforward to check that the above quiver with potential is related to the \(SU(3)\) quiver used in this paper by a mutation at node 4. In more detail, a mutation at node 4, reverses
all arrows beginning and ending at 4, and also adds two more arrows corresponding to the paths $b_1 c_2, b_1 d_2$. This yields the diagram

where $b_1, c_2, d_2$ are obtained by reversing $b_1, c_2, d_2$ and the new arrows $r_1, s_1$ correspond to the paths $b_1 c_2, b_1 d_2$. All other arrows are unchanged. The superpotential of the new quiver is

$$r_1(a_1 c_1 + c_2 b_1) - s_1(a_1 d_1 - d_2 b_1).$$

This expression is related to the superpotential (6.2) by an automorphism of the path algebra changing $b_1$ to $-b_1$.

Let $\gamma_i$, $1 \leq i \leq 4$ denote the generators of the K-theory lattice corresponding to the nodes of the new quiver. Then the stable BPS states found in this section have charges

$$\gamma_i, \quad 1 \leq i \leq 4, \quad \gamma_1 + \gamma_4, \quad \gamma_2 + \gamma_3.$$

These are related to the generators $\tilde{\gamma}_i$, $1 \leq i \leq 4$ by the linear transformations

$$\gamma_1 = \tilde{\gamma}_1 + \tilde{\gamma}_4, \quad \gamma_2 = \tilde{\gamma}_2, \quad \gamma_3 = \tilde{\gamma}_3, \quad \gamma_4 = -\tilde{\gamma}_4.$$

This transformation maps the charge vectors (6.7) to

$$\tilde{\gamma}_1 + \tilde{\gamma}_4, \quad \tilde{\gamma}_2, \quad \tilde{\gamma}_3, \quad -\tilde{\gamma}_4, \quad \tilde{\gamma}_1, \quad \tilde{\gamma}_2 + \tilde{\gamma}_3.$$

By comparison with (6.6), it follows that (6.7) is the strong coupling spectrum in a different region of the Coulomb branch, where the BPS particle of charge $\tilde{\gamma}_4$ has been replaced with its antiparticle. Mathematically, this is expected since the two quivers related by mutations determine different t-structures on the derived category, corresponding to different regions in the moduli space of Bridgeland stability conditions.

### 6.2. A deceptive chamber

Using the above results, the wallcrossing formula of [106] determines the BPS spectrum in an adjacent chamber where all $W$-bosons are stable. Let

$$\eta_i = \theta_i + \epsilon_i, \quad \epsilon_i \in \mathbb{R}, \quad i = 1, \ldots, N - 1.$$

Let $\theta_i, i = 1, \ldots, N - 1$ be some fixed parameters such that

$$\theta_N - 1 < \cdots < \theta_1.$$

Then $(\theta_i, \eta_i)$ is in the strong coupling chamber (6.4) for $\epsilon_i < 0$ and sufficiently small $|\epsilon_i| << 1, i = 1, \ldots, N - 1$. The adjacent chamber is defined by $\epsilon_i > 0$ and $|\epsilon_i| << 1, i = 1, \ldots, N_1$. Using equation (2.49) for the stability parameters, central
charges are of the form
\begin{align}
Z(\rho_\alpha^-) &= -r \sum_{i=1}^{N-1} n_i(\alpha) \theta_i + \sqrt{-1}r \sum_{i=1}^{N-1} n_i(\alpha), \\
Z(\rho_\alpha^+) &= -r \sum_{i=1}^{N-1} n_i(\alpha) (\theta_i + \epsilon_i) + \sqrt{-1} r \sum_{i=1}^{N-1} n_i(\alpha)
\end{align}
\tag{6.8}
for some $r \in \mathbb{R}_{>0}$. As $\epsilon_i$ changes from negative to positive values the ordering of $Z(\rho_\alpha^+), Z(\rho_\alpha^-)$ is reversed for each $\alpha$. Moreover if $|\epsilon_i|$ are sufficiently small the ordering of any pair $Z(\rho_\alpha^+), Z(\rho_\beta^\pm)$ with $\alpha \neq \beta$ is preserved. In order to apply the wallcrossing formula of [106] note that the symplectic pairing on the K-theory lattice of charges is given by
\begin{equation}
\chi([\rho_1], [\rho_2]) = \sum_{a} d_{t(a)}(\rho_2) d_{h(a)}(\rho_1) - d_{t(a)}(\rho_1) d_{h(a)}(\rho_2)
\end{equation}
where the sum is over all arrows $a$ of $Q$ and $h(a), t(a)$ denote the head and the tail of $a$. For the strong coupling representations this yields
\[
\chi(\rho_\alpha^+, \rho_\alpha^-) = 2
\]
Let $\gamma_\alpha^\pm$ denote the charge vectors of the representations $\rho_\alpha^\pm$. Then, applying the standard $SU(2)$ wallcrossing formula [106, 67]
\[
K_{\gamma_\alpha^-} K_{\gamma_\alpha^+} = (K_{\gamma_\alpha^-} K_{\gamma_\alpha^+} + 2 \gamma_\alpha^- K_{\gamma_\alpha^+ + 3 \gamma_\alpha^-} + \cdots) K_{\gamma_\alpha^- + \gamma_\alpha^+}^{-2} (\cdots K_{3 \gamma_\alpha^- + 2 \gamma_\alpha^-} K_{2 \gamma_\alpha^+ + \gamma_\alpha^-} K_{\gamma_\alpha^-})
\]
for each root, the BPS spectrum in the deceptive chamber will consist of a tower of states with dimension vectors
\[
(d_i, 0_i) = (n_i(\alpha), n_i(\alpha) + k), \quad k \in \mathbb{Z}
\]
for each $\alpha \in \Delta_N^+$. The $k \neq 0$ have degeneracy 1 and spin 0. The $k = 0$ states are massive vector multiplets with degeneracy 2 and spin 1/2. Formally, there is a one-to-one correspondence between the above states and the weak coupling states found in [65, 39] by monodromy arguments. However, a more careful analysis reveals important physical differences, showing that the chamber studied in this section is not a weak coupling chamber. This follows from the observation that for a fixed $\alpha$ the central charges of the tower of states obtained by wallcrossing are contained in the cone cut by the central charges (6.8) in the upper half-plane as shown in Fig. 5.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{Schematic representation of the BPS charge vectors in equation (6.8) for $SU(3)$ with positive roots $\alpha_1, \alpha_2, \alpha_1 + \alpha_2$.}
\end{figure}
For small $0 < \epsilon_i < < 1$, $i = 1, \ldots, N - 1$, the opening angle of the cone is also very small,

$$\Delta \phi_{n} \sim \frac{\sum_{i=1}^{N-1} n_i(\alpha) \epsilon_i}{\sum_{i=1}^{N-1} n_i(\alpha)}$$

and there is no overlap between cones associated to different positive roots. The massive $W$ bosons are stable but have a very small binding energy unlike the semiclassical regime where they are dyon/anti-monopole bound states, and the monopoles are very massive. In fact were this spectrum to occur in the semiclassical regime, the opening angle of these cones would have to be very close to $\pi$. Hence any two cones would have to have a very big overlap since they must all be contained in a complex half-plane.

7. Line defects and framed BPS states

This section is focused on a geometric construction of magnetic line defects and the resulting mathematical model for framed BPS states. In particular it will be shown that framed BPS states for simple magnetic line defects are modeled by framed quiver representations. This will lead to a mathematical derivation of the framed wallcrossing formula of [68] for these special line defects, as well as a recursive algorithm for unframed BPS states. The latter completely determines the unframed BPS spectrum at any point on the Coulomb branch in terms of noncommutative Donaldson-Thomas invariants of framed quivers. This section is concluded with an application of framed wallcrossing to the absence of exotics conjecture.

7.1. Geometric construction of magnetic line defects. It has been already observed in Section 2 that noncompact D4-branes wrapping divisors $D_i$ of the form (2.7) are natural candidates for infrared line operators carrying magnetic charge. In order to generalize the previous quiver construction to such configurations one has to specify the Chan-Paton line bundle on the noncompact D4-brane. More precisely, the noncompact D4-brane supported on $D_i$ must be presented as an object $N_i$ in the derived category $D^b(X_N)$. Then open string zero modes between the D4-brane $N_i$ and the fractional branes $(P_i, Q_i)_{1 \leq i \leq N}$ are determined by the extension groups $\text{Ext}^1(N_i, P_i)$ etc. The low energy dynamics of a bound state of fractional branes in the presence of such a noncompact D4-brane will be a quantum mechanical model determined by an enhancement $(\tilde{Q}, \tilde{W})$ of the quiver with potential $(Q, W)$. The enhanced quiver will contain an extra node corresponding to $N_i$ and extra arrows corresponding to the additional open string zero modes. The effective superpotential $\tilde{W}$ will also include new terms, $\tilde{W} = W + \cdots$, which are determined in principle by the $A_\infty$-structure of the derived category. While conceptually clear, an explicit form of $\tilde{W}$ is quite difficult to derive in practice.

A simple set of D4-branes $N_i$, $i = 1, \ldots, N - 1$, where this problem is easily solved can be constructed starting with the exceptional collection of line bundles

$$L_i = \mathcal{O}_{X_N}(D_i), \quad M_i = \mathcal{O}_{X_N}(D_i + H), \quad 1 \leq i \leq N$$

given in equation (2.8), Section 2.1. Note that the orthogonality conditions (2.12) and the canonical exact sequences

$$0 \to \mathcal{O}_{X_N} \to \mathcal{O}_{X_N}(D_i) \to \mathcal{O}_{D_i}(D_i) \to 0$$
yield isomorphisms

\[(7.1)\]
\[
\text{RHom}(\mathcal{O}_{D_i}(D_i), P_j) \simeq \delta_{i,j} \mathbb{C}, \quad \text{RHom}(\mathcal{O}_{D_i}(D_i), Q_j) = 0, \quad 1 \leq j \leq N - 1
\]
\[
\text{RHom}(\mathcal{O}_{D_i}(D_i), P_N[1]) \simeq \mathbb{C}, \quad \text{RHom}(\mathcal{O}_{D_i}(D_i), Q_N) \simeq 0,
\]

where \( \mathbb{C} \) stands for the one term complex of vector spaces consisting of \( \mathbb{C} \) in degree zero. Since \((P_i, Q_i)_{1 \leq i \leq N}\) have compact support, for each isomorphism listed in (7.1), there is a second one obtained by Serre duality. For example the first isomorphism in (7.1) yields

\[
\text{RHom}(P_j, \mathcal{O}_{D_i}(D_i)) \simeq \delta_{i,j} \mathbb{C}[-3].
\]

Now let \( N_j = \mathcal{O}_{D_j}(D_j)[1] \) for some fixed \( 1 \leq j \leq N - 1 \). Note that

\[
\text{RHom}(P_j, N_i) \simeq \mathbb{C}[-2],
\]

therefore

\[
\text{Ext}^2_{\mathcal{X}_N}(P_j, N_i) \simeq \mathbb{C}
\]

So by Serre duality,

\[(7.2)\]
\[
\text{Ext}^1_{\mathcal{X}_N}(N_j, P_j) \simeq \mathbb{C}.
\]
Then, using equations (7.1) and (7.2), the Ext$^1$-quiver $\tilde{Q}$ of the collection of D-branes $(P_i, Q_i)_{1 \leq i \leq N}$ in the presence of the extra noncompact object $N_j$ is

\begin{equation}
(7.3)
\end{equation}

As explained above, a priori the superpotential $\tilde{W}$ may contain additional terms

$$\tilde{W} = W + \cdots$$

corresponding to closed loops in the path algebra of $\tilde{Q}$ containing the arrows $f_j, g_j$.

However, according to Sections 2.3 and 2.4, the fractional branes $P_N, Q_N$ are very
heavy and decouple in the field theory limit. One arrives therefore at the natural conjecture that the framed BPS states will be configurations of the fractional branes \((P_i, Q_i)_{1 \leq i \leq N-1}\) bound to the noncompact D4-brane \(N_j\). Such bound states are quantum wavefunctions in the quantum mechanics determined by the framed truncated quiver with potential \((\bar{Q}, \bar{W})\), obtained by omitting \((P_N, Q_N)\) and all adjacent arrows in the above diagram. Now an important point is that there are no closed loops containing the framing arrow \(f_j\) in the path algebra of \(\bar{Q}\). Therefore the truncated potential \(\bar{W}\) must be equal to the potential

\[
W = \sum_{i=1}^{N-2} [r_i(a_i c_i - c_{i+1} b_i) + s_i(a_i d_i - d_{i+1} b_i)]
\]

of the unframed (truncated) quiver \(Q\) defined in Section 2.4.

In conclusion, supersymmetric D-brane bound states in the presence of a noncompact D4-brane \(N_j\) must be mathematically defined in terms of Bridgeland stable representations of the quiver with potential \((\bar{Q}, \bar{W})\). Generalizing the correspondence conjectured in Sections 2.4, 2.5 for unframed BPS states, the framed BPS degeneracies defined in [68] will be identified with Donaldson-Thomas invariants of framed quiver representations. A more precise statement will be formulated in Section 7.3 after a detailed discussion of stability conditions for framed quiver representations.

7.2. Framed stability conditions. By analogy with the unframed case, stability conditions for framed quiver representations are determined by the central charges assigned to each node, provided they belong to some half-plane \(\mathbb{H}_\phi\) of the complex plane. Suppose \(z_i, w_i\), are the central charges associated to the vertices \(P_i, Q_i\), \(i = 1, \ldots, N-1\) and \(\xi\) the central charge assigned to the extra framing vertex. The new aspect in the present case is that one has to take a limit where the absolute value \(|\xi|\) is much larger than \(|z_i|, |w_i|\) since the extra D4-brane is noncompact. For fixed numerical invariants, this will yield a limit stability condition presented in detail below. Note that a similar effect of the phase of a noncompact D-brane was previously studied in [93].

Suppose \(\bar{\rho}\) is a representation of \((\bar{Q}, \bar{W})\) with dimension vector \((d, e, 1)\) where \(d = (d_i)_{1 \leq i \leq N-1}\), \(e = (e_i)_{1 \leq i \leq N-1}\), where the last entry corresponds to the extra node. The central charge of \(\bar{\rho}\) is given by

\[
Z(\bar{\rho}) = \xi + \sum_{i=1}^{N-1} (d_i z_i + e_i w_i)
\]

Let

\[
\mu_{(z, w, \xi)}(\bar{\rho}) = \frac{\text{Re}(e^{-i\phi} Z(\bar{\rho}))}{\text{Im}(e^{-i\phi} Z(\bar{\rho}))}.
\]

Then \(\bar{\rho}\) is \((z, w, \xi)\)-(semi)stable if

\[
\mu_{(z, w, \xi)}(\bar{\rho}) \leq \mu_{(z, w, \xi)}(\bar{\rho}')
\]

for any proper nontrivial subrepresentation \(0 \subset \bar{\rho}' \subset \bar{\rho}\). Note that the subrepresentation \(\bar{\rho}'\) is allowed to have both multiplicity 0 and 1 at the extra node.

In the present case the extra framing vertex corresponds to a noncompact D4-brane, hence the relevant stability conditions will be limit stability conditions obtained by sending \(|\xi| \to \infty\), keeping at the same time \(|z_i|, |w_i|\), \(i = 1, \ldots, N-1\)
finite. It is straightforward to show that with fixed numerical invariants \((d, e, 1)\), for sufficiently large \(|\xi| >> 0\), \((z, w, \xi)\)-stability specializes to the conditions below, where \(\varphi \in [\phi, \phi + \pi)\) is the phase of \(\xi\).

(a) Any nontrivial subrepresentation \(0 \subset \rho' \subset \tilde{\rho}\) with numerical invariants \((d', e', 0)\) satisfies

\[
\mu_{(z, w)}(\rho') (\leq) - \cot(\varphi - \phi).
\]

(b) Any nontrivial quotient \(\tilde{\rho} \to \rho''\) with numerical invariants \((d'', e'', 0)\) satisfies

\[
\mu_{(z, w)}(\rho'') (\geq) - \cot(\varphi - \phi).
\]

For simplicity let \(\delta = -\cot(\varphi - \phi)\). The above conditions will be referred to as framed \((z, w, \delta)\)-stability.

7.3. Framed BPS states, Donaldson-Thomas invariants, and wallcrossing.

Donaldson-Thomas invariants and wallcrossing formulas for framed quiver representations are obtained by applying the formalism \([106, 95]\) to the abelian category of \((\tilde{Q}, W)\)-modules. Note that similar results for framed quiver representations were obtained in \([120]\). We will present below a self-contained treatment because the details will be needed for applications in later sections.

To fix notation, extension groups in the category of \((\tilde{Q}, W)\)-modules will be denoted by \(\text{Ext}_k^{(\tilde{Q}, W)}(\tilde{\rho}_1, \tilde{\rho}_2)\) while extension groups of \((Q, W)\)-modules will be similarly denoted by \(\text{Ext}_k(Q, W)(\rho_1, \rho_2)\). A few basic facts on extensions of quiver representations are summarized, for completeness, in Appendix D.

A necessary condition for the results of \([106, 95]\) to apply to the present case is that the pairing defined by

\[
\chi(\tilde{\rho}_1, \tilde{\rho}_2) = \sum_{k=0}^{1} (-1)^k \left( \dim \text{Ext}_k^{(\tilde{Q}, W)}(\tilde{\rho}_1, \tilde{\rho}_2) - \dim \text{Ext}_k^{(\tilde{Q}, W)}(\tilde{\rho}_2, \tilde{\rho}_1) \right)
\]

depend only on the dimension vectors of \(\tilde{\rho}_1, \tilde{\rho}_2\), for any pair of objects. More specifically, this is required for the construction of a well defined integration map from the motivic Hall algebra of the category of \((\tilde{Q}, W)\)-modules to a Poisson algebra spanned by numerical \(K\)-theory classes of objects over \(\mathbb{Q}\). The integration map constructed in \([106]\) uses motivic weight functions while the one constructed in \([95]\) uses the constructible function of \([17]\). However the above condition is a necessary prerequisite in both constructions.

Note that the pairing (7.6) is not an index because the \(k\)-th extension groups with \(k = 2, 3\) might be nonzero. If the category were a CY3-category, the above pairing would reduce to an index by Serre duality, in which case the required condition is obvious. This is not the case for framed quiver modules, therefore some work is needed to check the above condition using the results in Appendix D.

First note that any \((\tilde{Q}, W)\)-module fits in a canonical exact sequence

\[
0 \to \rho \to \tilde{\rho} \to \lambda_0^{\otimes r} \to 0
\]

where \(\lambda_0\) is the simple module supported at the framing node and \(r \geq 0\) the dimension of \(\tilde{\rho}\) at the framing node. Then \(\rho\) has dimension zero at the framing node, i.e. it is a \((Q, W)\)-module. Then using the standard long exact sequences
(D.9), (D.10), and equations (D.11)-(D.13), it follows easily that\(^9\)
\begin{equation}
(D.9) \quad \chi(\tilde{\rho}_1, \tilde{\rho}_2) = \chi(\rho_1, \rho_2) - r_1 d_j(\rho_2) + r_2 d_j(\rho_1),
\end{equation}
where \(\chi(\rho_1, \rho_2)\) is the same pairing restricted to \((Q, W)\)-modules. As explained at
end of Appendix D, \(\chi(\rho_1, \rho_2)\) coincides with the natural symplectic pairing of the
K-theory classes \([\rho_1], [\rho_2]\) and is given by
\begin{equation}
(D.10) \quad \chi(\rho_1, \rho_2) = \langle [\rho_1], [\rho_2] \rangle = \sum_j (d_j(\rho_2)d_{hj}(\rho_1) + d_j(\rho_1)d_{hj}(\rho_2)),
\end{equation}
where the sum is over all arrows of \(Q\). In particular this implies that the pairing
\((7.8)\) is indeed determined by numerical invariants.

Since only \((Q, W)\)-modules of multiplicity \(r \leq 1\) will be considered in this paper,
it will be more convenient to work with the subcategory \(A_{\leq 1}(Q, W)\) consisting
of objects with \(r \in \{0, 1\}\). Note that this is not an abelian category but it is
closed under extensions of any two objects with \(0 \leq r_1 + r_2 \leq 1\). Therefore
there is no obstruction in applying the formalism of \(106\) to \(A_{\leq 1}(Q, W)\). Then for
any dimension vector \(\gamma = (d, e)\) and any stability parameters \((z, w, \delta)\) one obtains
motivic Donaldson-Thomas invariants \(DT_{\mot}(Q, W; \gamma, r; z, w, \delta), \ r = 0, 1\). Following
the same steps as in Section 2.5 one further defines Hodge type as well as refined
framed Donaldson-Thomas invariants.

The relation between framed invariants and physical framed BPS degeneracies
is analogous to the unframed case discussed in Section 2.5. For any line defect \(L_\zeta\)
of charge \(\gamma\) and phase \(\zeta = -e^{i\varphi}\), one defines \([68]\) a protected spin character
\begin{equation}
(D.11) \quad \underline{\text{Tr}}(L_\zeta, u; \gamma; y) = \text{Tr}_{H^\text{pert}(\mathcal{C}_Q)} y^{2J_{\text{spin}}} (-y)^{2J_{\text{RR}}}
\end{equation}
at any point \(u\) on the Coulomb branch. The map \(\varphi : \mathcal{C}_Q^\text{alg} \to \text{Stab}^\text{alg}(\mathcal{G})\) constructed
in Section 2.4 assigns to each \(u \in \mathcal{C}_Q^\text{alg}\) a set of stability parameters \((z_i(u), w_i(u))_{1 \leq i \leq N-1}\). Then, if \(L_\zeta\) is one of the line defects determined
by the noncompact D4-brane \(N_j\), the geometric engineering conjecture states that
\begin{equation}
(D.12) \quad \underline{\text{Tr}}(L_\zeta, u; \gamma; y) = DT_{\text{ref}}(Q, W; \gamma, 1; z(u), w(u), \delta; y)
\end{equation}
where \(\delta = -\cot(\varphi - \phi)\). The framed refined Donaldson-Thomas invariants
are defined in terms of the motivic ones in complete analogy with Section 2.5.

Note also that one has a positivity as well as absence of exotics conjecture for
framed BPS states \([68]\). These conjectures are obvious generalizations of those
stated in the unframed case in Section 2.5.

Once a framed quiver \((\hat{Q}, W)\) is fixed by making a choice of \(N_j\) for some \(j = 1, \ldots, N-1\) the refined Donaldson-Thomas invariants will be denoted by \(DT_{\text{ref}}(\gamma, 1; z, w, \delta; y)\) for simplicity.

For clarification, note that one can choose to work either with integral refined
Donaldson-Thomas invariants as defined in \([106]\) or rational ones obtained by a
conjectural refinement of \([95]\). The two sets of invariants are rational refined invariants
related to each other by refined multicover formulas \([44, 111]\). In the present
case, the integral and rational invariants coincide for framed \(r = 1\) objects since

\(^9\) Note that \(r_1, r_2\) below denote the dimensions of the vector spaces associated to the framing
node. They should not be confused with the same notation used for arrows of the quiver \(Q\).
any charge vector \((\gamma, 1)\) is primitive. However, the rational unframed invariants are related to the integral ones by

\[
J(\gamma; z, w; y) := \sum_{k \geq 1, \gamma = k\gamma'} \frac{1}{k[k](-y)} DT^{ref}(\gamma'; z, w; -(y)^k)
\]

where for any \(n \in \mathbb{Z}\),

\[
[n]_y = \frac{y^n - y^{-n}}{y - y^{-1}}.
\]

As a test of the identification (7.11), we will now show that the wallcrossing formulas derived from the mathematical formalism [106], [95] coincide with the physical wallcrossing formula for framed BPS degeneracies derived in [68].

For fixed charge vector \(\gamma\) and fixed stability parameters \((z, w)\), strictly \((z, w, \delta)\)-semistable representations can exist only for finitely many values of \(\delta\), called critical values of type \((\gamma; z, w)\). Physically, these are the framed BPS walls found in [68], where there exists a charge vector \(\gamma' = (d'_l, e'_l)_{1 \leq l \leq N-1}\), such that \(\gamma' = \gamma - \gamma'\) has non-negative entries and

\[
\zeta^{-1} \sum_{l=1}^{N-1} (zd'_l + we'_l) \in \mathbb{R}_{>0}.
\]

Note that \(\delta_0(\gamma) = \mu_{(z, w)}(\gamma)\) is always a critical value of type \((\gamma; z, w)\) with \(\gamma'' = 0\). Moreover, this is the only critical value with this property; for all other critical values \(\gamma'' \neq 0\). Suppose \(\delta_c \in \mathbb{R}\) is a critical value for given \(\gamma, (z, w)\). For each \(\gamma = (d, e)\) let \(d_j(\gamma)\) be the component of \(\gamma\) at the node \(j\) which receives the framing map \(f\). Then set

\[
\langle\langle \gamma, \gamma' \rangle\rangle = (-1)^{\chi(\gamma, \gamma') + d_j(\gamma)}(\chi(\gamma, \gamma') + d_j(\gamma)).
\]

Moreover, for any ordered sequence \((\gamma_s)_{1 \leq s \leq t}\) of dimension vectors, with \(t \geq 2\), set

\[
C_y((\gamma_s)) = \prod_{s=1}^{t-1} [\langle\langle \gamma_s, \sum_{s+1}^{t} \gamma_v \rangle\rangle]_y.
\]

Since \((z, w)\) are fixed, let also \(\mu(\gamma) = \mu_{(z, w)}(d, e)\).

Consider two stability parameters \(\delta_- < \delta_c < \delta_+\) sufficiently close to \(\delta_c\). Then the wallcrossing formula for framed BPS degeneracies reads

\[
DT^{ref}(\gamma, 1; z, w, \delta_-; y)(\gamma) - DT^{ref}(\gamma, 1; z, w, \delta_+; y) =
\sum_{l \geq 2} \frac{1}{(l-1)!} \sum_{\substack{\gamma_1 + \cdots + \gamma_l = \gamma \\ \gamma_1 \neq (0, 0) \atop \mu(\gamma_1) = \delta_+ \atop 1 \leq s \leq l-1}} C_{(-y)}((\gamma_s)) DT^{ref}(\gamma_1, 1; z, w, \delta_+; y) \prod_{s=1}^{l-1} J(\gamma_s; z, w; y).
\]

In this form, the wallcrossing formula follows from explicit Hall algebra computations by analogy with [42, 43]. We will explain below that it agrees with the refined wallcrossing formula of [106], as well as the physical wallcrossing formula of [68].

Note that for generic \((z, w)\) all dimension vectors \(\gamma_j, j = 1, \ldots, l - 1\) in the right hand side of (7.13) are parallel. Therefore they are all multiples, \(\gamma_j = q_j\alpha\), \(q_j \in \mathbb{Z}_{>0}\), of a dimension vector \(\alpha\). Moreover there exists a second dimension vector \(\beta\) such that \(\gamma_l = \beta + q\alpha\) for some \(q \in \mathbb{Z}_{>0}\). Then \(\gamma = \beta + q\alpha\) with \(q = \sum_{j=1}^{l} q_j\).
The refined wallcrossing formula of [106] is formulated in terms of an associative algebra over $\mathbb{Q}$ generated by $\hat{e}_q$, $\hat{f}_q$, $q \in \mathbb{Z}$, satisfying

$$\begin{align*}
\hat{e}_q \hat{e}_{q'} &= \hat{e}_q \hat{e}_{q'} = \hat{e}_{q+q'} \\
\hat{e}_q \hat{f}_p &= y^{qd_j} \hat{f}_{q+p} \\
\hat{f}_p \hat{e}_q &= y^{-qd_j} \hat{f}_{q+p} \\
\hat{f}_p \hat{f}_q &= \hat{f}_{q} \hat{f}_{p} = 0
\end{align*}$$

The last of the above equations may look puzzling, but it reflects the choice of working in the truncated subcategory $A_{\leq 1}(\mathcal{Q}, W)$ made in the previous section. In particular, no extensions of rank $r \geq 2$ occur in the Hall algebra identities underlying the wallcrossing formula (7.13) (see in particular [42, Lemma 2.4].)

Consider the Laurent expansion of the DT invariants

$$\begin{align*}
\text{DT}^{ref}(\beta + q\alpha; z, w, \delta_\pm; y) &= \sum_{n \in \mathbb{Z}} \Omega_n^-(q)y^n \\
\text{DT}^{ref}(\beta + q\alpha, 1; z, w, \delta_\pm; y) &= \sum_{n \in \mathbb{Z}} \Omega_n^+(q)y^n.
\end{align*}$$

The geometric engineering conjecture (7.11) identifies the coefficients $\Omega^\pm_n(q)$, $\Omega^\pm_n(q)$ with gauge theory BPS degeneracies of given spin. Let

$$E(x) = \prod_{i=0}^{\infty} (1 + y^{2i+1}x)^{-1}$$

be the quantum dilogarithm. For each $q \in \mathbb{Z}$ let

$$S_q = \prod_{n \in \mathbb{Z}} E((-y)^n \hat{e}_q) (\prod_{n \in \mathbb{Z}} E((-y)^n \hat{f}_q) \Omega_n^+(q)),$$

$$U_q^\pm = \prod_{n \in \mathbb{Z}} E((-y)^n \hat{f}_q) (\prod_{n \in \mathbb{Z}} E((-y)^n \hat{e}_q) \Omega_n^-(q)).$$

Then the refined wallcrossing formula of [106, 54] for the wall $\delta = \delta_\epsilon$ on the $\delta$-axis is

$$\prod_p U_p^+ \prod_q S_q = \prod_q S_q \prod_p U_p^-.$$ 

Using the last equation in (7.14),

$$U_q^\pm = 1 - \sum_{n \in \mathbb{Z}} \sum_{i=0}^{\infty} \Omega_n^\pm(q)y^{2i+1+n} \hat{f}_q = 1 + \frac{1}{y - y^{-1}} \sum_{n \in \mathbb{Z}} y^n \Omega_n^\pm(q) \hat{f}_q$$

$$= 1 + \frac{1}{y - y^{-1}} \text{DT}(\beta + q\alpha, 1; z, w, \delta_\pm; y) \hat{f}_q$$

By substitution in (7.15) and using again (7.14) it follows that the wallcrossing formula becomes

$$F^+ \prod_q S_q = (\prod_q S_q)F^-$$

where

$$F^+ = \sum_q \text{DT}(\beta + q\alpha, 1; z, w, \delta_\pm; y) \hat{f}_q.$$ 

In the view of equation (7.11), this is the same as the wallcrossing formula [68, Eq. (3.43)].
For comparison with (7.13) note that the latter may be rewritten as

$$DT^{ref}(\beta + q\alpha, 1; z, w, \delta_+; y) = \sum_{l \geq 2} \frac{1}{(l-1)!} \sum_{q_1 + \cdots + q_l = q} DT^{ref}(\beta + q_l\alpha, 1; z, w, \delta_+; y)$$

(7.17)

Then note that

$$\prod_{s=1}^{l-1} \sum_{i=s+1}^l (-1)^s(q_s - q_i)\langle (\alpha, \beta) \rangle_{(-y)^s}J(q_s\alpha; z, w; y).$$

which explains the refined multicovery formula (7.12). Equation (7.17) follows by collecting the terms in (7.15) as in [42, Sect. 4], [43, Sect. 4].

7.4. A recursion formula for unframed BPS states. As an application of the mathematical formalism developed so far, a recursion formula will be derived next for unframed BPS invariants at any values of the stability parameters \((z, w)\). This will follow from the chamber structure of the framed BPS spectrum on the \(\delta\)-line, keeping the parameters \((z, w)\) fixed. Note that any framed representation \(\tilde{\rho}\) of numerical type \((d, e, 1)\) has a canonical subrepresentation \(\rho\) of type \((d, e, 0)\) obtained by simply removing the framing data. According to condition (a) above, if \((d, e) \neq (0, 0)\), \(\rho\) destabilizes \(\tilde{\rho}\) if

$$\delta < \mu_{(z, w)}(\rho) \equiv \mu_{(z, w)}(d, e).$$

Therefore in the chamber (7.18), the only semistable framed representation is the simple module associated to the framing node. Therefore

$$DT^{ref}(d, e, 1; z, w, \delta) = 0$$

for all \((d, e) \neq (0, 0)\), for any \(\delta\) satisfying inequality (7.18). In this chamber the only nontrivial invariant is

$$DT^{ref}(0, 0, 1; z, w, \delta) = 1,$$

which is in fact independent of the stability parameters.

At the same time condition (b) at the end of Section 7.2 rules out any quotient \(\tilde{\rho} \sim \rho''\) for

$$\delta >> 0.$$

This is equivalent to the statement that the quiver module \(\tilde{\rho}\) is generated by the framing vector as a module over the path algebra i.e. it is a cyclic module. Therefore for any charge vector \(\gamma\) and any parameters \((z, w)\) there is an asymptotic chamber \(\delta >> 0\) where \((z, w, \delta)\)-stability is equivalent to cyclicity. This usually called the noncommutative Donaldson-Thomas (NCDT) chamber in the quiver literature [130].
An important feature of the NCDT chamber is that it usually leads to explicit combinatorial formulas for unrefined framed DT invariants by virtual localization \cite{74, 19}. Typically one uses an algebraic torus action on the moduli space of stable objects induced by a scaling action on the linear maps of the quiver representations which preserves the potential $W$. The virtual localization formula then expresses the unrefined DT invariants as a sum of local contributions associated to the fixed loci of the torus action on the moduli space. For generic values of $\delta$, the classification of stable representations fixed by the torus action up to isomorphism is very difficult, and the fixed loci are often higher dimensional. In contrast, for a sufficiently generic torus action

$$\mathbb{C}^n \times \mathcal{M}_{\text{cyclic}}(\gamma, 1) \to \mathcal{M}_{\text{cyclic}}(\gamma, 1)$$

on the moduli space of framed cyclic modules, the fixed loci are isolated and have a relatively simple classification in terms of collections of colored partitions \cite{138, 139, 130, 121}. Then the fixed point theorems of \cite{74, 19} yield an expression of the form

$$(7.19) \quad DT(\gamma, 1; z, w, +\infty) = \sum_{\check{\rho} \in \mathcal{M}_{\text{cyclic}}(\gamma, 1)^{\mathbb{C}^n}} (-1)^{w(\check{\rho})}$$

for the unrefined NCDT invariants, where $w(\check{\rho})$ is the dimension of the Zariski tangent space $T_{\check{\rho}}\mathcal{M}_{\text{cyclic}}(\gamma, 1)$. An explicit torus action with isolated fixed loci is given for framed $SU(N)$ quivers in Appendix E. Since the classification of the fixed points is still fairly involved for general $N$, explicit computations using formula (7.19) are carried out only for $N = 3$. In this case we also prove that there are only finitely many cyclic modules up to isomorphism, i.e. the asymptotic framed BPS spectrum is finite.

Motivic NCDT invariants can also be explicitly computed in certain examples using different techniques \cite{130, 121, 117, 118, 116}. A computation based on \cite{116} is outlined for $SU(N)$ quivers in Section 7.5.

In conclusion, the framed BPS invariants are explicitly computable both for $\delta << 0$ and $\delta >> 0$. Then the unframed ones can be recursively determined summing the contributions of all intermediate walls, according to equation (7.13). In close analogy with \cite{44}, this yields the following formula

$$(7.20) \quad (-1)^{d_i(\gamma)}d_j(\gamma)J(\gamma; z, w; y) + \sum_{l \geq 2} \frac{1}{l!} \sum_{\gamma \neq (0, 0), 1 \leq s \leq l \mu(\gamma) = \mu(\gamma), 1 \leq s \leq l} C_{-y}((\gamma_s)) \prod_{s=1}^{l} J(\gamma_s; z, w; y) + DT^{\text{ref}}(\gamma, 1; z, w, +\infty; y) + \sum_{l \geq 2} \sum_{\gamma \neq (0, 0), 1 \leq s \leq l \mu(\gamma) = \mu(\gamma), 1 \leq s \leq l} C_{-y}((\gamma_s)) \prod_{s=1}^{l} J(\gamma_s; z, w; y) \right] = 0,$$

where $s(\gamma_1, \ldots, \gamma_{l-1})$ is the order of the subgroup $S(\gamma_1, \ldots, \gamma_{l-1}) \subset S_{l-1}$ of the permutation group of $(l - 1)$ letters consisting of permutations $\sigma$ preserving the slope ordering, i.e.

$$\mu(\gamma_{\sigma(1)}) \leq \mu(\gamma_{\sigma(2)}) \leq \cdots \mu(\gamma_{\sigma(l-1)}).$$
More explicitly, for any sequence \((\gamma_1, \ldots, \gamma_{l-1})\) satisfying the slope inequalities
\[
\mu(\gamma_1) \leq \mu(\gamma_2) \leq \cdots \leq \mu(\gamma_{l-1})
\]
there exists a unique partition \(l - 1 = \sum_{i=1}^k l_i\) with \(l_i \geq 1\), such that
\[
\mu(\gamma_1) = \cdots = \mu(\gamma_{l_1}) < \mu(\gamma_{l_1+1}) = \cdots = \mu(\gamma_{l_1+l_2}) < \cdots < \mu(\gamma_{l_1+l_2+\cdots+l_{k-1}}) = \cdots = \mu(\gamma_{l-1})
\]
Then \(S(\gamma_1, \ldots, \gamma_{l-1}) \simeq \prod_{i=1}^k l_i!\) and
\[
s(\gamma_1, \ldots, \gamma_{l-1}) = \prod_{i=1}^k l_i!.
\]

For any charge vector \(\gamma = (d_i, e_i)_{1 \leq i \leq N-1}\) define the height \(|\gamma| = \sum_{i=1}^{N-1} (d_i + e_i)\).
Then, the above formula determines all \(J(\gamma; z, w; y)\) recursively in the height \(|\gamma|\)
provided that the asymptotic invariants \(DT^{\text{ref}}(\gamma; 1; z, w, +\infty; y)\) are known.

Note that numerical Donaldson-Thomas invariants and wallcrossing formulas are
obtained taking the limit \(y \to (-1)\) in the above formulas. Abusing notation, the
numerical invariants will be denoted by the same symbols, the distinction residing
in the absence of the argument \(y\). Note that the \(y \to (-1)\) limit of \(C_{(-y)}((\gamma_s))\) is
\[
C((\gamma_s)) = \prod_{s=1}^{l-1} \left\langle \left(\sum_{v=s+1}^{l} \gamma_v\right) \right\rangle.
\]

For illustration, the numerical version of the recursion formula (7.20) will be
tested below in the strong coupling chamber found in Section 6. The stability
parameters \((z, w)\) are of the form
\[
z_i = -\theta_i + \sqrt{-1}, \quad w_i = -\eta_i + \sqrt{-1}, \quad i = 1, 2,
\]
where \(\theta_i, \eta_i \in \mathbb{R}, i = 1, 2\), satisfy
\[
\eta_2 < \theta_2 < \eta_1 < \theta_1.
\]

Consider for example the dimension vector \(\gamma = (1, 1, 0, 0)\) and let \(j = 2\). There is
only one decomposition of \(\gamma\) up to permutations
\[
\gamma = (1, 0, 0, 0) + (0, 1, 0, 0).
\]
The \((\theta, \eta)\)-slopes,
\[
\mu(1, 0, 0, 0) = \theta_1, \quad \mu(0, 1, 0, 0) = \theta_2, \quad \mu(1, 1, 0, 0) = \frac{\theta_1 + \theta_2}{2}
\]
are ordered as follows
\[
\mu(1, 0, 0, 0) > \mu(1, 1, 0, 0) > \mu(0, 1, 0, 0).
\]

Given the summation conditions in (7.20), it follows that the sum over \(l \geq 2\) in the
first row is trivial, while the sum over \(l \geq 2\) in the second row reduces to a single term,
\[
C((\gamma_1, \gamma_2)) DT(\gamma_2; 1; z, w, +\infty) J(\gamma_1; z, w)
\]
where
\[
\gamma_1 = (1, 0, 0, 0), \quad \gamma_2 = (0, 1, 0, 0).
\]

By direct substitution,
\[
d_2(\gamma) = 1, \quad \chi(\gamma_1, \gamma_2) = -1, \quad d_2(\gamma_1) = 0,
\]
hence
\[
(-1)^{d_2(\gamma)} d_2(\gamma) = -1, \quad C((\gamma_1, \gamma_2)) = 1.
\]
Therefore (7.20) reduces to
\[-J(\gamma; z, w) + DT(\gamma_1; 1; z, w, +\infty) + DT(\gamma_2; 1; z, w, +\infty)J(\gamma_1; z, w) = 0.\]
According to Appendix E, \(DT(\gamma_1; 1; z, w, +\infty) = 0\) and \(DT(\gamma_2; 1; z, w, +\infty) = 1\).
Moreover \(J(\gamma; z, w) = J(\gamma_1; z, w) = 1\) at strong coupling, hence the \(y \to (-1)\) limit of formula (7.20) holds in this case.

As an alternative to the recursion formula, note that the spectrum of framed BPS states at \(\delta >> 0\) can be also related to the spectrum at \(\delta << 0\) applying directly the wall crossing formula of [106]. Again, using the \(SU(3)\) strong coupling chamber found in Section 6 as an example, recall that there are 6 unframed BPS states with dimension vectors
\[
\begin{align*}
\gamma_1 &= (1, 0, 0, 0), \\
\gamma_2 &= (0, 1, 0, 0), \\
\gamma_4 &= (0, 0, 0, 1), \\
\gamma_5 &= (1, 1, 0, 0), \\
\gamma_6 &= (0, 0, 1, 1).
\end{align*}
\]
In addition in the chamber \(\delta << 0\) there is only one framed BPS states with dimension vector \(\gamma = 0\) corresponding to the simple module supported at the framing node. Consider the Lie algebra over \(Q\) generated by \(\{e_\gamma, f_\gamma\}\) satisfying
\[
[e_\gamma, e_{\gamma'}] = (-1)^{x(\gamma, \gamma')}\chi(\gamma, \gamma')e_{\gamma+\gamma'}, \quad [e_\gamma, f_{\gamma'}] = (-1)^{j_\gamma(\gamma)+\chi(\gamma, \gamma')}f_{\gamma+\gamma'}.
\]
Define \(U_i, i = 1, \ldots, 6\) by
\[
U_i = \exp(\sum m_{m\gamma_i}),
\]
Then the framed spectrum in the chamber \(\delta >> 0\) is determined by
\[
(U_1U_2U_3U_4U_5U_6)^{-1}\exp(f_0)U_1U_2U_3U_4U_5U_6U_1.
\]
Note that \(U_2\) and \(U_6\) commute and \(U_3\) and \(U_5\) commute. After the algebraic manipulation we obtain the 7 invariants listed in Appendix E, equation (E.7).

7.5. Absence of exotics I. This section will be concluded with an application of the above results to the absence of exotics conjecture formulated in Section 2.5. As explained there, assuming a Lefschetz type construction for the \(SL(2, C)\) spin action on the space of BPS states, absence of exotics translates into the vanishing of off-diagonal virtual Hodge numbers \(b^{r,s}(\gamma; z, w)\) of the moduli space of \((z, w)\)-stable representations with charge \(\gamma\). Equivalently, the Hodge type Donaldson-Thomas invariants \(DT(\gamma; z, w; x, y)\) in equation (2.58) are required to be Laurent polynomials in \((xy)^{1/2}\). Laurent polynomials in \(x^{1/2}, y^{1/2}\) satisfying this condition will be called rational in the following. There is of course an entirely analogous statement for framed BPS states, where the virtual Hodge numbers depend on the extra stability parameter \(\delta\). Below it will be shown that the required vanishing results follow by wallcrossing from the chamber structure of framed BPS states studied in the previous subsection.

Using the formalism of [106], the wallcrossing formula (7.13) admits a natural motivic version written in terms of motivic DT invariants \(DT^{mot}(\gamma_1; 1; z, w, \delta_\pm)\), \(J^{mot}(\gamma_1; z, w)\). The coefficients \(C_{[-y]}((\gamma_1))\) must be accordingly replaced by their motivic versions \(C_{[-y]}((\gamma_1))\). Taking virtual Hodge polynomials, the motivic
wallcrossing formula yields a polynomial wallcrossing formula for Hodge type Donaldson-Thomas invariants:

\[(7.21)\]

\[
DT(\gamma, 1; z, w, \delta_+; x, y)(\gamma) = DT(\gamma, 1; z, w, \delta_+; x, y) = \sum_{l \geq 2} \frac{1}{(l-1)!} \sum_{\gamma_{1+\cdots+\gamma_l=\gamma} \mu(\gamma_0) = \delta, \ 1 \leq s \leq l-1} C_{(-xy)^{(l-1)/2}}((\gamma_s)) DT(\gamma_l, 1; z, w, \delta_+; x, y) \prod_{s=1}^{l-1} J(\gamma_s; z, w; x, y),
\]

where the \(J(\gamma_s; z, w; x, y)\) are the images of the motivic invariants \(J^{mot}(\gamma_s; z, w)\) via the virtual Hodge polynomial map. Analogous considerations hold of course for the recursion formula (7.20) which is an iteration of the wallcrossing formula. Using these formulas, absence of exotics for framed and unframed invariants reduces to absence of exotics for the framed asymptotic ones. The latter will then be proven shortly using the results of [116]. Therefore, in short, rationality of both framed and unframed invariants is established, granting the motivic wallcrossing formula of [106] for \(SU(N)\) quivers.

The proof of absence of exotics for asymptotic framed invariants will be based on the main result of [116], where they are expressed in terms of Chow motives of certain affine varieties. In order to apply the results of [116] one first has to check that the potential

\[
W = \sum_{i=1}^{N-2} \left[ r_i (a_i c_i - c_{i+1} b_i) + s_i (a_i d_i - d_{i+1} b_i) \right]
\]

of the \(SU(N)\) quiver has a linear factor according to [116, Def. 2.1]. First note that any potential \(W'\) which differs from \(W\) by cyclic permutations in each term is equivalent to \(W\) since they define the same relations in the path algebra. Therefore \(W\) is equivalent to

\[
W' = \sum_{i=1}^{N-2} (a_i c_i - c_{i+1} b_i + a_i d_i - d_{i+1} b_i + b_i s_i d_{i+1})
\]

Then note that \(W'\) has a factorization of the form \(W' = LR\) in the path algebra of the quiver without relations, where

\[
L = \sum_{i=1}^{N-2} (a_i + b_i), \quad R = \sum_{i=1}^{N-2} (c_i r_i - c_{i+1} b_i + a_i d_i - d_{i+1} b_i).
\]

Since the product is defined by concatenation of paths it is straightforward to check that all terms in the expansion of \(LR\) not belonging to \(W'\) are trivial. For example

\[
a_i c_{i+1} b_i = 0
\]

since the tail of \(a_i\) does not coincide with the head of \(c_{i+1}\). Moreover, any two distinct nodes of the quiver are connected by at most one of the arrows \(a_i, b_i\), \(1 \leq i \leq N_2\) in \(L\). These are precisely the conditions required by [116, Def 2.1].

Then [116, Thm. 7.1] provides an explicit expression for the motivic Donaldson-Thomas invariants \(DT^{mot}(\gamma, 1; z, w, +\infty)\) in terms of Chow motives of general linear groups \(GL(n, \mathbb{C}), n \geq 1\) and Chow motives of “reduced quiver varieties”, which are...
constructed as follows. For a fixed dimension vector $\gamma = (d_i, e_i)_{1 \leq i \leq N-1}$ let

$$V(\gamma) = \bigoplus_{a \in \{a_j, b_j, c_j, d_j, r_j, s_j\}} \text{Hom}(\mathbb{C}^{d_i(\alpha)}, \mathbb{C}^{d_i(\alpha)})$$

be the linear space of all quiver representations. The potential $W$ determines a gauge invariant polynomial function $W$ on $V(\gamma)$. The "reduced quiver variety" $R(\gamma)$ is defined as the zero locus of the F-term equations

$$a_i = b_i = 0, \quad \partial_{a_i} W_\gamma = 0, \quad \partial_{b_i} W_\gamma = 0$$

in $V(\gamma)$. In the present case, one obtains the quadratic equations

$$(7.22) \quad c_ir_i + d_is_i = 0, \quad r_ic_{i+1} + s_id_{i+1} = 0.$$  

According to equation (B.1) in Appendix B, $[GL(n, \mathbb{C})] = \prod_{k=1}^{n} (\mathbb{L}^k - 1)$, hence its virtual Hodge polynomial is $\prod_{k=1}^{n} ((xy)^k - 1)$. Therefore, thanks to the above result of [116], in order to prove absence of exotics in the asymptotic chamber it suffices to prove that the virtual Hodge polynomials with compact support of the reduced varieties $R(\gamma)$ are polynomial functions on $(xy)$. This will be done below using the compatibility of the virtual Hodge polynomial with motivic decompositions.

Note that $R(\gamma)$ admits a natural projection $\pi : R(\gamma) \to B(\gamma)$ to the linear space $B(\gamma) = \bigoplus_{a \in \{c_j, d_j\}} \text{Hom}(\mathbb{C}^{d_i(\alpha)}, \mathbb{C}^{d_i(\alpha)})$ given by

$$\pi(c_i, d_i, r_i, s_i) \mapsto (c_i, d_i).$$

For each $i = 1, \ldots, N-1$ the pair of linear maps $(c_i, d_i)$ determine a Kronecker module $\kappa_i$ of dimension vector $(e_i, d_i)$. Therefore $B(\gamma)$ is a direct product

$$B(\gamma) = \times_{i=1}^{N-1} V(e_i, d_i)$$

where $V(e_i, d_i)$ denotes the linear space of all Kronecker modules of dimension vector $(d_i, e_i)$. Using equation (C.2), the space of solution $(r_i, s_i)$ to equations (7.22) is isomorphic to the dual extension group of Kronecker modules $\text{Ext}^1(\kappa_i, \kappa_{i+1})^\vee$. Therefore the fiber of $\pi$ over a point $(\kappa_i) \in B(\gamma)$ is isomorphic to the linear space

$$\bigoplus_{i=1}^{N-2} \text{Ext}^1_{K}(\kappa_i, \kappa_{i+1})^\vee,$$

where $K$ denotes the abelian category of Kronecker modules.

If the dimension of the fiber $\pi^{-1}(\kappa_1, \ldots, \kappa_{N-1})$ were constant, $R(\gamma)$ would be isomorphic to a product of linear spaces, which is obviously rational. This is in fact not the case; the dimensions of the fiber jumps as the point $(\kappa_1, \ldots, \kappa_{N-1})$ moves in $B(\gamma)$. However, suppose there is a finite stratification of $B$ with locally closed strata $S_\alpha$ such that the fiber of $\pi$ has constant dimension $p_\alpha$ over the stratum $S_\alpha$. Then the following relation holds in the ring of motives

$$[R(\gamma)] = \sum_{\alpha} \mathbb{L}^{p_\alpha} [S_\alpha].$$
This yields a similar relation,

\[ P_{(x,y)}(R(\gamma)) = \sum_{\alpha} (xy)^{p_{\alpha}} P_{(x,y)}(S_\alpha) \]

for virtual Hodge polynomials with compact support. Therefore in order to prove
the claim it suffices to construct a stratification \( S_\alpha \) such that each polynomial \( P_{(x,y)}(S_\alpha) \) is only a function of \( (xy) \). It will be shown next that the natural stratification of \( B(\gamma) \) by gauge group orbits satisfies this condition.

Let \( \mathcal{V}(e,d) \cong \text{Hom}(\mathbb{C}^e, \mathbb{C}^d)^{\oplus 2} \) be the linear space of all Kronecker modules of dimension vector \((e,d)\). Suppose \( S \) is an orbit of the natural \( GL(e,\mathbb{C}) \times GL(d,\mathbb{C}) \) action on \( \mathcal{V}(e,d) \) and let \( G_S \subset GL(e,\mathbb{C}) \times GL(d,\mathbb{C}) \) be its stabilizer. Given any
Kronecker module \( \kappa \in S \) corresponding to a point in \( S \), the stabilizer \( G_S \) is isomorphic to the group of invertible elements in the endomorphism algebra \( \text{End}_K(\kappa) \). Recall that \( K \) denotes the abelian category of Kronecker modules. According to
[94] (see below Def. 2.1), this implies that \( G_S \) is special, which means that any
principal \( G_S \)-bundle over a complex variety is locally trivial in the Zariski topology. In particular this holds for the natural principal \( G_S \)-bundle

\[ G_S \longrightarrow GL(e,\mathbb{C}) \times GL(d,\mathbb{C}) \]
\[ \downarrow \]
\[ S, \]

which yields a relation of the form

\[ [GL(e,\mathbb{C})][GL(d,\mathbb{C})] = [G_S][S] \]

in the ring of motives. Taking virtual Hodge polynomials with compact support
one further obtains

\[ P_{(x,y)}(S)P_{(x,y)}(G_S) = \prod_{k=1}^{d} ((xy)^{k} - 1) \prod_{l=1}^{e} ((xy)^{l} - 1). \]

Note that the right hand side of this identity is a product of irreducible factors
\((xy - \zeta)\), with \( \zeta \) a root of unity. Since the polynomial ring is a unique factorization
domain, it follows that the same must hold for both factors in the left hand side. Therefore \( P_{(x,y)}(S) \) is a polynomial function of \( (xy) \) as claimed above.

In order to conclude this section, one can ask the question whether absence of exotics
may hold for the BPS spectrum of any toric Calabi-Yau threefold. We expect this
to be the case for general BPS states on toric Calabi-Yau threefolds, based on
similar arguments. Using dimer technology [92, 21] any toric Calabi-Yau threefold
\( X \) has an exceptional collection of line bundles which identifies the derived category
\( D^b(X) \) with the derived category of a quiver with potential \((Q,W)\). There is
moreover a region in the Kähler moduli space where one can construct Bridgeland
stability conditions where the heart of the underlying \( t \)-structure is the abelian
category of \((Q,W)\)-modules. In this region, BPS states will be mathematically
modeled by supersymmetric quantum states of moduli spaces of stable quiver
representations. Moreover, explicit formulas for motivic Donaldson-Thomas invariants
of moduli spaces of framed cyclic representations have been obtained in [121], and
they depend only on \( L^{1/2} \). Therefore one can employ a similar strategy, defining
δ-stability conditions for framed representations, and studying motivic wallcrossing. This provides a framework for a mathematical study of absence of exotics for dimer models. The details will be left for future work.

A much harder problem is absence of exotics in geometric regions of the Kähler moduli space [15] where there are no stability conditions with algebraic t-structures. In those cases, one has to employ perverse t-structures in the construction of stability conditions, and the role of framed quiver representations is played by large radius stable pair invariants. Explicit motivic formulas for such invariants are known only in cases where X has no compact divisors [117, 118]. If X has compact divisors, no explicit large radius motivic computations have been carried up to date. However absence of exotics is expected based on the refined vertex formalism [91]. Moreover, the cohomology of smooth moduli spaces of semi-stable sheaves on rational surfaces is known to be of Hodge type (p,p) [16, 73], which suggests that also for toric Calabi-Yau’s with compact divisors no exotic BPS states arise. For completeness note that absence of exotics is known to fail [4, 44] on non-toric Calabi-Yau threefolds.

8. BPS states and cohomological Hall algebras

This section explains the relation between BPS states and the mathematical formalism of cohomological Hall algebras [108]. Although cohomological and motivic Donaldson-Thomas invariants are known to be equivalent [108], the cohomological construction provides more insight into the geometric construction of the $SL(2,\mathbb{C})_{spin}$-action on the space of BPS states [105]. Moreover, it also offers a new perspective on the absence of exotics, which is now related to a conjectural Atiyah-Bott fixed point theorem for the cohomology groups defined in [108].

8.1. Cohomological Hall algebras. The algebra of BPS states was first constructed in [81] in terms of scattering amplitudes for D-brane bound states. In the semiclassical approximation, the algebraic structure is encoded in the overlap of three quantum BPS wave functions on an appropriate correspondence variety. This formulation can be made very explicit for quiver quantum mechanics. More recently, a rigorous mathematical formalism for BPS states has been proposed in [108] for quivers with potential. A detailed comparison between the physical definition of [81] and the formalism of [108] has not been carried out so far in the literature. Leaving this for future work, the construction of [108] will be briefly summarized below.

The most general definition of the corresponding algebraic structure is given in the framework of Cohomological Hall algebra (COHA for short) in [108]. In the loc. cit. the authors defined the category of Exponential Mixed Hodge Structures (EMHS for short) as a tensor category which encodes “exponential periods”, i.e. integrals of the type $\int_C exp(W) \alpha$, where C is a cycle in an algebraic variety X, $W : X \to \mathbb{C}$ is a regular function (or even a formal series) and $\alpha$ is a top degree form on C. There are different “cohomology theories” which give “realizations” of EMHS. Every such theory is a tensor functor H from the category EMHS to the category of graded vector spaces. Similarly to the conventional theory of motives there are several standard realizations:

a) Betti realization which is given by the cohomology of pairs $H^\bullet(X, W^{-1}(t))$, where $t$ is a negative number with a very large absolute value (it is also called “rapid decay cohomology”);
b) De Rham realization which is given by the cohomology $H^*(X, d + dW \wedge \cdot)$ of the twisted de Rham complex (or, better, the hypercohomology of the corresponding complex in the Zariski topology on $X$);

c) critical realization which is given by the cohomology of $X$ with the coefficients in the sheaf of vanishing cycles of $W$.

It is convenient to combine all those versions of COHA into the following definition proposed in [108].

**Definition 8.1.** Cohomological Hall algebra of $(Q, W)$ (in realization $H$) is an associative twisted graded algebra in the target tensor category $C$ of the cohomology functor $H$ defined by the formula

$$H := \oplus_{\gamma} H_{\gamma}, \quad H_{\gamma} := H^*(M_{\gamma}/G_{\gamma}, W_{\gamma}) := H^*(M_{\gamma}^{\text{univ}}, W_{\gamma}^{\text{univ}}),$$

where $I$ is the set of vertices of the quiver, and $\gamma = \langle \gamma^i \rangle_{i \in I} \in \mathbb{Z}_+^I$ is the dimension vector.

In the above definition $M_{\gamma}$ is the space of representations of $Q$ of dimension $\gamma = (\gamma^i)_{i \in I} \in \mathbb{Z}_+^I$, and $M_{\gamma}^{\text{univ}} = EG_{\gamma} \times_{BG_{\gamma}} M_{\gamma}$ is be the standard universal space used in the definition of equivariant cohomology. The group $G_{\gamma} = \prod_{i \in I} GL(\gamma^i, \mathbb{C})$ acts by changing basis at each vertex of the quiver and $M_{\gamma}/G_{\gamma}$ denotes the corresponding stack. It was proved in the loc. cit. that COHA is an associative algebra.

It is important to explain the relationship of COHA to the space of BPS states. By definition COHA does not depend on the central charge $Z$, hence it does not depend on stability parameters. It was conjectured in loc.cit. that after a choice of the central charge, the algebra $H$ “looks like” the universal enveloping algebra of a Lie algebra $g$ which is a direct sum (as a vector space) of the “fixed slope” Lie algebras. More precisely $g = \bigoplus_l g_l$ where the summation is taken over the set of rays $l$ in the upper-half plane, and each algebra $g_l$ depends on the moduli spaces of semistable objects with central charges in $l$. Therefore a choice of stability conditions should determine a space of “good” generators of COHA. This space of generators is not known aside from a of few simple examples. Furthermore, it is not known whether there is a space $V$ of generators of $H$ which carries a Lie algebra structure (hence we cannot identify the Lie algebra $g$ with such a set). It is expected (and proved in the case of symmetric quivers) that there is a space of (graded) generators of the form $V = V_{\text{prim}} \otimes \mathbb{C}[x]$, where $\text{deg} x = 2$ and $V$ is vector space graded by $\mathbb{Z}_+^I \times \mathbb{Z}$. One should think of this grading as a charge-cohomological degree grading. From the point of view of the above discussion one can think that $V_{\text{prim}} = \bigoplus_{\langle \gamma, k \rangle} V_{\gamma,k}$ corresponds to $H_{BPS}(\gamma)$. This space of generators plays the role of the space of single-particle BPS states. Full COHA “looks like” the algebra of multiparticle states. In practice the space of stability parameters $u$ has the size of one-half of the full space of stability conditions. After a choice of such subspace of “physical” stability conditions one defines the DT-invariants (which correspond of course to BPS invariants) as $\Omega(\gamma, u) = \sum_k y^k \text{dim} V_{\gamma,k}$. The summands in this sum can be interpreted as refined BPS invariants. Furthermore, the above considerations can be performed directly in the category EMHS. In this case $V_{\text{prim}}$ is an object of EMHS.

As in the usual Hodge theory which is mathematically described by the category of Mixed Hodge Structures (MHS for short), objects of EMHS carry (exponential version of) Hodge and weight filtrations defined in [108]. Then the motivic and numerical DT-invariants are defined by taking Serre polynomial (a.k.a. virtual...
Poincaré polynomial) and Euler characteristic of the corresponding objects. This definition agrees with the above conjectural description via the set \( V \) of generators of COHA. Notice that the motivic version of COHA carries the action of the motivic Galois group (the group of automorphisms of the corresponding cohomology functor \( H \)). Therefore, instead of considering the trace of the element \(-1\) which gives the Euler characteristic, one can consider the trace of another element of the motivic Galois group (or the character function as a function on the Galois group). It might lead to some new interesting invariants.

8.2. Framing and \( SL(2, \mathbb{C})_{\text{spin}} \) action. According to Section 2.5, physics arguments predict an \( SU(2)_{\text{spin}} \) action on the space of BPS states. If one is mainly interested in algebraic aspects, forgetting the Hilbert space structure, the natural induced \( SL(2, \mathbb{C})_{\text{spin}} \) action may be considered instead. As explained in Section 2.5, the \( SL(2, \mathbb{C})_{\text{spin}} \) action is identified with the Lefschetz action on the cohomology of the D-brane moduli space [135], which is well defined when the latter is smooth. Therefore, as a physical test of the formalism proposed in [108], the cohomology groups constructed there should carry a natural Lefschetz type action. This construction was developed by Kontsevich and Soibelman in [105], and is briefly recalled below.

Let \( \mathcal{C} \) be a triangulated \( A_{\infty} \)-category over \( \mathbb{C} \). We also fix a stability condition \( \tau \), (and hence a slope function \( \mu \)), and a functor \( F \) from \( \mathcal{C} \) to the category of complexes. For a fixed slope \( \mu = \theta \) we denote by \( \mathcal{C}_{\theta}^{ss} \) the abelian category of \( \tau \)-semistable objects having the slope \( \theta \). We will impose the following assumption: \( F \) maps \( \mathcal{C}_{\theta}^{ss} \) to the complexes concentrated in non-negative degrees.

**Definition 8.2.** Framed object is a pair \((E, f)\) where \( E \in \text{Ob}(\mathcal{C}_{\theta}^{ss})\) and \( f \in H^0(F(E))\).

The above definition can be given in the case of abelian categories as well. In the case of the quiver with potential \((Q, W)\) we can define the above structure by adding an extra vertex \( i_0 \) and \( d_i \) arrows from \( i_0 \) to the vertex \( i \in I \). Then the functor \( F \) maps a representation \( E = (E_i)_{i \in I} \) to \( F(E) = \oplus \text{Hom}(C^{d_i}, E_i) \).

There is an obvious notion of morphism of framed objects and hence of isomorphic framed objects.

**Definition 8.3.** We call framed object stable if there is no exact triangle \( E' \rightarrow E \rightarrow E'' \rightarrow \) such that both \( E', E'' \in \text{Ob}(\mathcal{C}_{\theta}^{ss}) \) and such that there is \( f' \in H^0(F(E')) \) which is mapped to \( f \in H^0(F(E))\).

**Proposition 8.4.** If \((E, f)\) is a stable framed object then \( \text{Aut}(E, f) = \{1\} \).

Therefore one can speak about a scheme (not a stack) of stable framed objects. There are versions of this notion which involve polystable objects (i.e. sums of stables with the same slope). Conjecturally for a wide class of triangulated categories the moduli space of stable framed objects \( \mathcal{M}^{sf} \) is a projective variety. In particular this should be true in the case of quivers with potential. The following conjecture was formulated in the loc. cit.

**Conjecture 8.5.** Suppose that \( \mathcal{C} \) is a 3CY category. Then there is a formal manifold \( \hat{\mathcal{M}}^{sf} \) and a formal function \( W \in \hat{\text{O}}(\mathcal{M}^{sf}) \) such that:

a) \( \mathcal{M}^{sf} \) is the set of critical points of \( W \).
b) For every $i \geq 0$ the cohomology group $H^i(M^{fr}, \phi_W)$ with the coefficients in the sheaf of vanishing cycles $\phi_W(Z_{M^{fr}})$ carries a pure Hodge structure of weight 0 as well as the Lefschetz decomposition.

Assuming the Conjecture we arrive to the following:

**Corollary 8.6.** The series $A^{fr} := \sum_{\gamma \in \mathbb{Z}_{\geq 0}} [H^\bullet(M^{fr}, \phi_W)] \tilde{\epsilon}_\gamma$ enjoys the wall-crossing formulas. Here the symbol $[H^\bullet(M^{fr}, \phi_W)]$ denotes an element of the $K_0$ ring of an appropriate subcategory of EMHS, while $\tilde{\epsilon}_\gamma$ are generators of the quantum torus over this $K_0$ ring, $\tilde{\epsilon}_{\gamma_1}\tilde{\epsilon}_{\gamma_2} = L^{\chi(\gamma_1, \gamma_2)/2}\tilde{\epsilon}_{\gamma_1+\gamma_2}$ and $\chi(\gamma_1, \gamma_2)$ is the Euler-Ringel form.

In particular a mutation of the quiver with potential gives rise to a conjugation of $A^{fr}$ by the quantum dilogarithm. Applying Serre polynomial we obtain the series with coefficients which are characters of finite-dimensional $SL(2, \mathbb{C})$-representations. Specialization of the Serre polynomial to $\mathbb{L}_{1/2} = -1$ is therefore a non-negative integer number.

The geometric construction of framed BPS states in Section 7 suggests in fact a generalization of the above conjectures to weak stability conditions, as explained below.

Suppose $A_\tau$ is the heart of the underlying t-structure of $\tau$ and suppose $F$ maps $A_\tau$ to the complexes concentrated in non-negative degrees. Then a framed object will be defined as a pair $(E, f)$ where $E \in Ob(A_\tau)$ and $f \in H^0(F(E))$. Again, there is an obvious notion of morphism of framed objects and hence of isomorphic framed objects.

The stability condition for framed objects is also generalized as follows to a condition depending on an extra parameter $\xi \in \mathbb{C}$. In addition to a t-structure the stability condition $\tau$ also contains a compatible stability function $Z_\tau : K(\mathcal{C}) \to \mathbb{C}$, where $K(\mathcal{C})$ is an appropriate quotient of the Grothendieck group of $\mathcal{C}$. The compatibility condition requires $Z_\tau(E)$ to take values in a fixed half-plane $\mathbb{H}_0 \subset \mathbb{C}$ for any object $E$ of $A_\tau$. Let $\xi \in \mathbb{H}_0$ be an arbitrary complex parameter. For any object $E$ of $A_\tau$, define

$$Z_{(\tau, \xi)}(E) = Z_\tau(E) + h^0(F(E))\xi$$

and

$$\mu_{(\tau, \xi)}(E) = - \frac{\text{Re}(e^{-i\phi}Z_{(\tau, \xi)}(E))}{\text{Im}(e^{-i\phi}Z_{(\tau, \xi)}(E))},$$

where $h^k(F(E)) = \dim H^k(F(E))$, $k \geq 0$. Moreover for any morphism $d : E_1 \to E_2$ in $A_\tau$ let $F^k(d) : H^k(E_1) \to H^k(E_2)$, $k \geq 0$ be the induced linear maps on cohomology.

**Definition 8.7.** A framed object $(E, f)$, $E \in Ob(A_\tau)$ is called $(\tau, \xi)$-(semi)stable if the following conditions hold.

(a) Any framed object $(E', f')$ where $0 \subset E' \subset E$ is a nontrivial proper subobject in $A_\tau$ such that $F^0(f') = f$ satisfies

$$\mu_{(\tau, \xi)}(E') \leq \mu_{(\tau, \xi)}(E).$$

(b) Any framed object $(E'', f'')$ where $E \to E'' \not= 0$ is a quotient of $E$ in $A_\tau$, not isomorphic to $E$, such that $F^0(f) = f''$ satisfies

$$\mu_{(\tau, \xi)}(E) \leq \mu_{(\tau, \xi)}(E'').$$
If appropriate boundedness results hold for fixed numerical invariants, making $|\xi|$ very large yields the following notion of (weak) limit stability condition.

**Definition 8.8.** A framed object $(E, f)$, $E \in \text{Ob}(\mathcal{A}_\tau)$, is called limit $(\tau, \delta)$-(semi)stable if the following conditions hold.

(a) Any framed object $(E', f')$ where $0 \subset E' \subset E$ is a nontrivial proper subobject in $\mathcal{A}_\tau$ such that $F^0(f') = 0$ satisfies

$$\mu_\tau(E') \leq \delta$$

(b) Any framed object $(E'', f'')$ where $E \to E'' \neq 0$ is a quotient of $E$ in $\mathcal{A}_\tau$, not isomorphic to $E$, such that $F^0(f) = 0$ satisfies

$$\mu_\tau(E'') \geq \delta.$$

Here $\delta = -\cot(\varphi - \phi)$, where $\varphi \in [\phi, \phi + \pi)$ is the phase of $\xi$.

Then note that Proposition 8.4 holds for both $(\tau, \xi)$-stable objects and $(\tau, \delta)$-limit stable objects. The case of framed BPS states studied in Section 7 suggests that Conjecture 8.5 and Corollary 8.6 should also hold in this more general framework, perhaps with appropriate amendments.

### 8.3. Absence of exotics II

In addition to the $SL(2, \mathbb{C})$ action, the space of BPS states is also expected to carry an action of the $R$-symmetry group, which is $SU(2)_R$ in the field theory limit. Again, if one is mainly interested in algebraic aspects, this extends naturally to an action of the complex $R$-symmetry group $SL(2, \mathbb{C})_R$. More generally, the space of BPS states in the low energy IIA effective theory of a toric threefold $X$ is expected to carry only an action of a Cartan subgroup, $\mathbb{C}_R^\times \subset SL(2, \mathbb{C})_R$. As explained in Section 2.5, for a smooth projective D-brane moduli space $\mathcal{M}$, the space of BPS states is identified with the cohomology of $\mathcal{M}$ and $\mathbb{C}_R^\times$ acts with weight $p - q$ on the Dolbeault cohomology group $H^{p,q}(\mathcal{M})$. Then it is natural to conjecture that $\mathbb{C}_R^\times$ acts analogously on the cohomology groups constructed in [108, 105]. Hence absence of exotics is equivalent to the statement that the Hodge numbers of the cohomology groups in Definition (8.1) are trivial unless $p = q$. Given the equivalence between motivic and cohomological Donaldson-Thomas invariants [108, Prop. 14, Sect. 7], it suffices to prove that the former depend on $L^{1/2}$ only, as discussed in detail in Section 7.5. However, it is worth noting absence of exotics would follow in the presence of a suitable torus action provided one can prove an Atiyah-Bott fixed point theorem in the cohomological formalism of [108, 105].

Recall that on a smooth projective variety $\mathcal{M}$ equipped with an algebraic torus action $\mathbb{C}^\times \times \mathcal{M} \to \mathcal{M}$, the Atiyah-Bott theorem yields a direct sum decomposition

$$H^{p,q}(\mathcal{M}) \cong \bigoplus_{\Xi} H^{p-n\Xi, q-n\Xi}(\Xi)$$

of Dolbeault cohomology groups. Here $\Xi \subset \mathcal{M}$ are the connected components of the $\mathbb{C}^\times$-fixed locus, which are smooth compact subvarieties of $\mathcal{M}$, and the index $n\Xi$ is defined as follows. The normal bundle $N_{\Xi/\mathcal{M}}$ has a natural $\mathbb{C}^\times$-equivariant structure. Since $\mathbb{C}^\times$ leaves $\Xi$ pointwise fixed the normal bundle decomposes as a direct sum over irreducible representations of $\mathbb{C}^\times$

$$N_{\Xi/\mathcal{M}} \cong \bigoplus_{k \neq 0} N^k_{\Xi/\mathcal{M}}.$$
where \( t \in \mathbb{C}^\times \) acts on each direct summand \( N^k_{\Xi/M} \) by scaling by \( t^k \). By definition, the index \( n_\Xi \) is the rank of

\[
N_{\Xi/M} = \bigoplus_{k<0} N^k_{\Xi/M}.
\]

In particular if the fixed loci are isolated points, all Hodge numbers \( h^{p,q}(M) \) vanish unless \( p = q \).

A similar result for the cohomology groups defined in (8.1) would reduce absence of exotics to the existence of a torus action with isolated fixed points. More precisely, one would need a torus action \( \mathbb{C}^\times \times M_\gamma \to M_\gamma \) on the affine space of representations of type \( \gamma \), which leaves the superpotential \( W_\gamma \) invariant and commutes with the gauge group action. If a result analogous to (8.1) holds, absence of exotics follows immediately if the \( \mathbb{C}^\times \)-fixed locus in the moduli space is a finite set of isolated points. According to Appendix E, this is the case for moduli spaces of cyclic framed representations of the \( SU(N) \) quiver.

**Appendix A. Exceptional collections and quivers for \( X_N \)**

The main goal of this section is to show that (2.8) is a full strong exceptional collection of line bundles on \( X_N \), and the objects (2.13) are the dual fractional branes.

As a first step, it will be helpful to review the analogous constructions for canonical resolutions of two dimensional quotient \( A_N \) singularities. These are noncompact toric surfaces \( Y_N \) determined by the fan in Fig. 6.

![Figure 6. The toric fan for the resolution of the \( \mathbb{C}^2/\mathbb{Z}_3 \) singularity. For arbitrary \( N \geq 1 \) there are \( N-1 \) inner rays determined by the \( N-1 \) equidistant inner points on the horizontal line.](image)

The toric data for \( Y_N \) is encoded in the following charge matrix

\[
\begin{bmatrix}
  x_0 & x_1 & x_2 & x_3 & \ldots & x_{N-1} & x_N \\
  C^{\times}_{(1)} & 1 & -2 & 1 & 0 & \ldots & 0 & 0 \\
  C^{\times}_{(2)} & 0 & 1 & -2 & 1 & \ldots & 0 & 0 \\
  \vdots \\
  C^{\times}_{(N-1)} & 0 & 0 & 0 & \ldots & -2 & 1
\end{bmatrix}
\]

The rays of the fan correspond to \( N \) curves curves \( C_0, \ldots, C_N \) on \( Y_N \) defined by the equations \( x_i = 0 \), \( 0 \leq i \leq N \) respectively. The curves \( C_1, \ldots, C_{N-1} \) corresponding
to the inner rays are the exceptional compact cycles of the resolution, and have intersection matrix

\[ C_i \cdot C_j = \begin{cases} 
0, & \text{if } |i - j| \geq 2 \\
1, & \text{if } |i - j| = 1 \\
-2, & \text{if } i = j.
\end{cases} \]

The curves \( C_0, C_N \) corresponding to the outer rays are isomorphic to the complex line.

The results of [97] imply that the following line bundles

\[ L_i = \mathcal{O}_{Y_N}(E_i), \quad 1 \leq i \leq N \]

form a full strong exceptional collection on \( Y_N \), where

\[ E_i = \sum_{j=0}^{N-i} jC_{i+j}, \quad 1 \leq i \leq N. \]

Note that the \( E_i \) are effective divisors determined by

\[ x_{i+1}x_{i+2} \cdots x_N^{N-i} = 0. \]

The dual fractional branes are the objects

\[ F_N = \mathcal{O}_{C_1 + \cdots + C_N}, \quad F_i = \mathcal{O}_{C_i}(-1)[1], \quad i = 1, \ldots, N - 1. \]

Straightforward computations confirm that

\[ \text{RHom}_{Y_N}(L_i, F_j) = \delta_{i,j} \mathbb{C}. \]

Moreover, according to [14, 24, 124], the endomorphism algebra \( \text{End}_{Y_N}(L, L) \), with \( L = \oplus_{i=1}^{N} L_i \), is isomorphic to the path algebra of the affine \( A_{N-1} \)-quiver,

\[ \begin{tikzpicture}[->,thick,vertex/.style={circle,draw,inner sep=1.5pt},node distance=1.5cm]
    \node[vertex] (L1) at (-2,0) {$L_1$};
    \node[vertex] (L2) at (0,0) {$L_2$};
    \node[vertex] (L3) at (2,0) {$L_3$};
    \node[vertex] (L4) at (4,0) {$L_{N-1}$};
    \node[vertex] (L5) at (6,0) {$L_N$};
    \node[vertex] (gN) at (6,-2) {$g_{N,1}$};
    \node[vertex] (f1) at (-2,-2) {$f_{1,N}$};
    \node[vertex] (fN) at (6,-2) {$f_{N,2}$};
    \node[vertex] (f2) at (-2,2) {$f_{2,3}$};
    \node[vertex] (f3) at (0,2) {$f_{3,2}$};
    \node[vertex] (f4) at (2,2) {$f_{4,1}$};
    \draw (L1) to [bend right=30] (L2);
    \draw (L2) to [bend right=30] (L3);
    \draw (L3) to [bend right=30] (L4);
    \draw (L4) to [bend right=30] (L5);
    \draw (L5) to [bend right=30] (L1);
    \draw (L1) to [bend left=30] (gN);
    \draw (L2) to [bend left=30] (fN);
    \draw (L3) to [bend left=30] (f2);
    \draw (L4) to [bend left=30] (f3);
    \draw (L5) to [bend left=30] (f4);
    \draw (f1) to [bend right=30] (f3);
    \draw (f1) to [bend left=30] (f2);
    \draw (f1) to [bend right=30] (f4);
    \draw (f2) to [bend right=30] (f3);
    \draw (f2) to [bend left=30] (f4);
    \draw (f3) to [bend right=30] (f4);
    \draw (f4) to [bend left=30] (f3);
\end{tikzpicture} \]

where

\[ f_{i,i-1} = \prod_{j=0}^{i-1} x_j, \quad g_{i-1,i} = \prod_{j=i}^{N} x_j, \quad 2 \leq i \leq N, \quad f_{1,N} = x_0, \quad g_{N,1} = \prod_{j=1}^{N} x_j. \]

For simplicity, set \( f_{1,0} = f_{1,N} \) and \( g_{0,1} = g_{N,1} \). Then note that the quadratic relations

\[ f_{i,i-1}g_{i-1,i} - g_{i+1,i}f_{i+1,i} = 0 \]

are obviously satisfied for all \( i = 1, \ldots, N \).
The toric threefolds $X_N$ are smooth toric fibrations over $\mathbb{P}^1$ with fibers isomorphic to $Y_N$. Exceptional collections for compact toric fibrations over projective spaces have been constructed in [45]. Proceeding by analogy with [45], one obtains the collection (2.8). However since the fibers $Y_N$ are noncompact one has to check directly that (2.8) is a full strong exceptional collection. The first property, namely that the line bundles (2.8) generate $D^b(X_N)$ is entirely analogous to [45]. The vanishing results
\[
\operatorname{Ext}^n_{X_N}(L_i, L_k(aH)) = H^m(X_N, L_i^{-1} \otimes_{X_N} L_k(aH)) = 0,
\]
for any $i, k = 0, \ldots, N - 1$ and any $a = 0, \pm 1$, require more work.

Recall first that for any line bundle $L$ on $X_N$ there is a Leray spectral sequence
\[
H^p(\mathbb{P}^1, R^q\pi_* L) \Rightarrow H^{p+q}(X_N, L)
\]
where the direct images $R^i\pi_* L$ are quasi-coherent sheaves on $\mathbb{P}^1$. Moreover, since $\mathcal{O}_{X_N}(H) = \mathcal{O}_{\mathbb{P}^1}(1)$, we have $R^0\pi_* L(aH) \simeq R^0\pi_* L \otimes_{\mathbb{P}^1} \mathcal{O}_{\mathbb{P}^1}(a)$ for any $a \in \mathbb{Z}$.

By construction, the line bundles $\{L_i\}_{0 \leq i \leq N-1}$ restrict to an exceptional collection on each fiber. Furthermore, recall that for any morphism $f : X \to Y$ of complex algebraic varieties where $Y = \text{Spec}(R)$ is affine, and for any quasi-coherent $\mathcal{O}_X$-module $F$, the direct image $R^if_*(F)$ is isomorphic to the quasi-coherent sheaf determined by the $R$-module $H^i(F)$. Then, using the standard affine open cover of $\mathbb{P}^1$, and the fact that the restriction of the collection $\{L_i\}_{0 \leq i \leq N-1}$ is an exceptional collection on each fiber, it follows that
\[
R^i\pi_*(L_i^{-1} \otimes L_k) = 0
\]
for all $0 \leq i, k \leq N - 1$ and all $q > 0$. This yields an isomorphism
\[
H^m(X_N, L_i^{-1} \otimes L_k(aH)) \simeq H^m(\mathbb{P}^1, R^0\pi_*(L_i^{-1} \otimes L_k) \otimes_{\mathbb{P}^1} \mathcal{O}_{\mathbb{P}^1}(a)).
\]
In order to prove vanishing for all $m \geq 1$, let $U_1$, $U_2$ be the affine open subsets $y_1 \neq 0$, respectively $y_2 \neq 0$ in $\mathbb{P}^1$. Then note that $\pi^{-1}(U_s)$, $s = 1, 2$, is a toric variety determined by the data
\[
\begin{array}{cccccccc}
u_s & x_1 & x_2 & x_3 & \ldots & x_{N-1} & x_N & z_s \\
1 & -2 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & -2 & 1 & \ldots & 0 & 0 & 0 \\
\vdots
\end{array}
\]
(A.2)
where
\[
u_s = x_0y_2^2,
\]
$s = 1, 2$, 
\[
\nu_s = y_1^{-1}y_2,
\]
$z_2 = y_1y_2^{-1}$.

The transition functions on the overlap $\pi^{-1}(U_1 \cap U_2)$ are
\[
\begin{array}{c}
\nu_s = x_0y_2^2, \\
\nu_s = y_1^{-1}y_2,
\end{array}
\]
\[
z_2 = y_1^{-1},
\]
\[
u_s = z_2^2u_1,
\]
(A.3)
$(x_1, \ldots, x_N)$ being obviously unchanged. The varieties $\pi^{-1}(U_s)$, $s = 1, 2$ are isomorphic to $Y_N \times \mathbb{C}$.

Next let $L = \mathcal{O}_{X_N}(\sum_{i=1}^{N-1} m_iD_i + aH)$ on $X_N$ for some arbitrary $m_i \in \mathbb{Z}$, $1 \leq i \leq N - 1$, and $a \in \{-1, 0, 1\}$. The spaces of local sections $\Gamma(U_s, R\pi_* L)$, $s = 1, 2$, are spanned by monomials of the form
\[
u_s^kz_s^l \prod_{i=1}^{N} x^i_{n-s,i}, \\
k_s, l_s, n_s, i \in \mathbb{Z}_{\geq 0}, \\
s = 1, 2, \\
1 \leq i \leq N
\]
which have the same scaling behavior as the monomial $\prod_{i=1}^{N-1} \prod_{j=1}^{m_i} x_{i+j}^{m_i}$ under the torus action (A.2). Using the transition functions (A.3),

\[
\begin{align*}
\prod_{i=1}^{N} x_{i}^{n_{2,i}} & \bigg|_{U_{1} \cap U_{2}} = \prod_{i=1}^{N} x_{i}^{n_{2,i}} - a \prod_{i=1}^{N} x_{i}^{n_{2,i}} \bigg|_{U_{1} \cap U_{2}}.
\end{align*}
\]

Since $l_2 \geq 0$, the exponent $2k_2 - l_2 - a$ takes all values in $\mathbb{Z} \cap (-\infty, 2k_2 - a]$ for fixed $k_2$. Since $k_2 \geq 0$ as well, and $a \in \{-1, 0, 1\}$, this implies that the Čech differential has trivial cokernel, hence $H^m(\mathbb{P}^3, R^0 \pi_* L) = 0$, $m \geq 1$. This proves the required vanishing results.
Note also that the endomorphism algebra \( \text{End}(T) \), where \( T \) is the direct sum of all line bundles \( L_i, M_i, 1 \leq i \leq N \), is generated by the toric monomials

\[
\text{(A.4)}
\]

where

\[
\phi_{i,1} = y_1, \quad \phi_{i,2} = y_2, \quad 1 \leq i \leq N
\]

\[
\psi_i = \prod_{j=i+1}^{N} x_j, \quad \lambda_i = \prod_{j=i+1}^{N-1} x_j, \quad 1 \leq i \leq N - 1
\]
\[ N = \prod_{j=1}^{N} x_j, \quad \lambda_N = \prod_{j=1}^{N} x_j \]

\[ \gamma_{i,1} = y_i \prod_{j=0}^{i} x_j, \quad \gamma_{i,2} = -y_i \prod_{j=0}^{i} x_j, \quad 1 \leq i \leq N - 1. \]

\[ \gamma_{N,1} = x_0 y_1, \quad \gamma_{N,2} = -x_0 y_2. \]

The above generators satisfy the quadratic relations

\[ \phi_{i,1} \psi_i = \lambda_i \phi_{i+1,1}, \quad \phi_{i,2} \psi_i = \lambda_i \phi_{i+1,2}, \quad 1 \leq i \leq N - 1 \]
\[ \phi_{i+1,1} \psi_i \gamma_{i,2} + \phi_{i+1,2} \gamma_{i,1} = 0, \quad 1 \leq i \leq N - 1 \]
\[ \psi_i \gamma_{i,1} = \gamma_{i-1,1} \lambda_i, \quad \psi_i \gamma_{i,2} = \gamma_{i-1,2} \lambda_i, \quad 1 \leq i \leq N, \]

where by convention \( \gamma_{0,1} = \gamma_{N,1}, \gamma_{0,2} = \gamma_{N,2} \) and \( \lambda_0 = \lambda_N \).

The next task is to check that the objects (2.13) indeed satisfy the orthogonality conditions (2.12). This claim follows by straightforward although somewhat tedious computations. A simple computation using equations (2.5) and the intersection products

\[ (S_i \cdot S_j)_{X_N} = \begin{cases} 
\Sigma_i, & \text{for } j = i + 1 \\
\Sigma_j, & \text{for } i = j + 1 \\
-\Sigma_{i-1} - \Sigma_i - 2C_i, & \text{for } i = j \\
0, & \text{otherwise}
\end{cases} \]

of divisors on \( X_N \) yields

\[ L_i^{-1} \bigl|_{S_j} \simeq \begin{cases} 
O_{S_j}, & \text{for } i \geq j + 1, \\
O_{S_j}(-\Sigma_j), & \text{for } i = j, \\
O_{S_j}(-2C_j), & \text{for } i \leq j - 1,
\end{cases} \]

where \( i = 1, \ldots, N - 1 \).

Now let \( F_m = \mathbb{P}(\mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(m)) \) be a Hirzebruch surface of any degree \( m \in \mathbb{Z} \), \( \Sigma \) a section such that \( \Sigma^2 = m \), and \( C \) the fiber class. Then note the following isomorphisms

\[ H^k(F_m, \mathcal{O}_{F_m}(aC)) \simeq H^k(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(a)), \]

\[ H^k(F_m, \mathcal{O}_{F_m}(-\Sigma + aC)) = 0, \]

and

\[ H^k(F_m, \mathcal{O}_{F_m}(-2\Sigma + aC)) \simeq H^{k-1}(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(a - m)) \]

for all \( k, a \in \mathbb{Z} \). Equations (A.7),(A.8) follow easily from the Leray spectral sequence for the canonical projection \( \pi : F_m \to \mathbb{P}^1 \). Equation (A.9) follows from the long exact sequence associated to the exact sequence

\[ 0 \to \mathcal{O}_{F_m}(-2\Sigma + aC) \to \mathcal{O}_{F_m}(-\Sigma + aC) \to \mathcal{O}_{\Sigma}(-\Sigma + aC) \to 0 \]

using equation (A.8).
Equations (A.6) - (A.9) imply the orthogonality conditions (2.12) for \( i = 1, \ldots, N, j = 1, \ldots, N - 1 \). For example

\[
\text{RHom}^k(L_i, P_j) \simeq H^{k+1}(X_N, L_i^{-1} \otimes F_i)
\]

\[
\simeq H^{k+1}(S_i, \mathcal{O}_{S_i}(-\Sigma_{i-1} - \Sigma_i))
\]

\[
\simeq H^{k+1}(S_i, \mathcal{O}_{S_i}(-2\Sigma_{i-1} - 2iC_i)) \text{ since } \Sigma_i = \Sigma_{i-1} + 2iC_i
\]

\[
\simeq H^k(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}^2) \simeq \mathbb{C}\delta_{k,0}
\]

where the next to last isomorphism follows from equation (A.9) with \( a = -2i \) and \( m = (\Sigma_{i-1})^2_{S_i} = -2i = a \).

The remaining cases, \( i = 1, \ldots, N \) and \( j = N \), require an inductive argument. For concreteness let \( i = 1 \), the other cases being completely analogous. The inductive step is based on the observation that for any two effective divisors \( D, D' \) in \( X_N \), there is an exact sequence of \( \mathcal{O}_{X_N} \)-modules

\[
0 \to \mathcal{O}_{D'}(-D) \to \mathcal{O}_{D+D'} \to \mathcal{O}_D \to 0.
\]

Applying this to the decomposition \( S = S_1 + \sum_{j=2}^{N-1} S_j \), and using relations (A.6), one obtains an exact sequence

\[
0 \to \mathcal{O}_{\sum_{j=2}^{N-1} S_j}(-S_1 - 2H) \to \mathcal{O}_S(-D_1) \to \mathcal{O}_{S_2}(-\Sigma_1) \to 0
\]

The vanishing results (A.7) imply that all cohomology groups of \( \mathcal{O}_{S_i}(-\Sigma_1) \) are trivial. Therefore the associated long exact sequence breaks into isomorphisms

\[
H^k(X_N, \mathcal{O}_{\sum_{j=2}^{N-1} S_j}(-S_1 - 2H)) \simeq H^k(X_N, \mathcal{O}_S(-D_1))
\]

for all \( k \geq 0 \). Repeating the above argument, there is an exact sequence

\[
0 \to \mathcal{O}_{\sum_{j=3}^{N-1} S_j}(-S_2 - 2H) \to \mathcal{O}_{\sum_{j=2}^{N-1} S_j}(-S_1 - 2H) \to \mathcal{O}_{S_3}(-\Sigma_1 - 2H) \to 0
\]

since \( \mathcal{O}_{X_N}(S_1)|_{S_j} \simeq \mathcal{O}_{S_j} \) for all \( j \geq 3 \). Again the vanishing results (A.7) and the associated long exact sequence yield isomorphisms

\[
H^k(X_N, \mathcal{O}_{\sum_{j=3}^{N-1} S_j}(-S_2 - 2H)) \simeq H^k(X_N, \mathcal{O}_{\sum_{j=3}^{N-1} S_j}(-S_1 - 2H))
\]

for all \( k \geq 0 \). Proceeding inductively, the required vanishing results for cohomology groups will be reduced to (A.7) in finitely many steps.

**Appendix B. Motives for pedestrians**

The basic construction of motives of complex algebraic varieties will be briefly reviewed here for completeness, following, for example [94, 25]. The ring of motives \( K_0[\text{Var}/\mathbb{C}] \) is a quotient of the \( \mathbb{Q} \)-vector space generated by all isomorphism classes of algebraic varieties \( X \) over \( \mathbb{C} \) by the equivalence relation

\[
[X] \sim [Y] + [X \setminus Y]
\]

for any closed subvariety \( Y \subset X \). The ring structure is determined by the direct product \( X \times Y \) which is compatible with equivalence relation \( \sim \), hence descends to \( \mathbb{Q} \)-linear associative product \( [X][Y] = [X \times Y] \). The equivalence class of a variety \( X \) in this ring will be called the Chow motive of \( X \). The Chow motive of the complex line is denoted by \( L \) and called the Tate motive for historical reasons.

Note that one can construct in complete analogy a ring of motives of complex schemes of finite type. An important result for Donaldson-Thomas invariants is
that the ring of motives of schemes of finite type is in fact isomorphic to the ring of motives of varieties,

\[ K_0(\text{Sch}/\mathbb{C}) \simeq K_0(\text{Var}/\mathbb{C}). \]

The Chow motive of a scheme \( X \) encodes more refined information than the topology of the topological space \( X \), but is obviously coarser than the algebraic scheme structure. In order to understand this in more detail, note that for \( X \subset \mathbb{P}^k \) a projective or quasi-projective scheme, the Chow motive \( [X] \) is equal to the Chow motive of the reduced scheme \( X^{\text{red}} \), obtained by taking a quotient of the structure sheaf \( \mathcal{O}_X \) by its nilpotent ideal. For example the Chow motive of any multiple line \( x^n = 0 \) in \( \mathbb{C}^2 \) is \( \mathbb{L} \) for any \( n \geq 1 \).

For concrete computations it is worth noting that if \( X \to Y \) is a smooth morphism of schemes such that all fibers are isomorphic to a scheme \( Z \), then \( [X] = [Z][Y] \). This result yields for example the following identity \([25, \text{Lemma } 2.6]\)

\[(B.1) \quad [GL(n, \mathbb{C})] = \prod_{k=1}^{n} (\mathbb{L}^k - 1),\]

where \( GL(n, \mathbb{C}) \) is the underlying algebraic variety of the general linear group. This follows from the fact that there is a smooth map \( f_v : GL(n, \mathbb{C}) \to \mathbb{C}^n \setminus \{0\} \), sending \( g \in GL(n, \mathbb{C}) \) to \( g(v) \), where \( v \in \mathbb{C}^n \setminus \{0\} \) is a fixed nonzero vector. This map is surjective, and the fiber over any point \( v' \in \mathbb{C}^n \setminus \{0\} \) is the stabilizer of \( v' \) in \( GL(n, \mathbb{C}) \), which is isomorphic to \( GL(n-1, \mathbb{C}) \). Therefore the general result stated above yields

\[ [GL(n, \mathbb{C})] = [GL(n-1, \mathbb{C})][\mathbb{C}^n \setminus \{0\}] = (\mathbb{L}^n - 1)[GL(n-1, \mathbb{C})]. \]

This implies \((B.1)\) by recursion.

Any geometric invariant of schemes or stacks which depends only on their Chow motive is called a motivic invariant. A good example example is the Hodge polynomial with compact support. For a smooth compact variety \( X \), this is just the usual Hodge polynomial with compact support,

\[ P_{(x,y)}(X) = \sum_{p,q} x^p y^q h^{p,q}_{\text{c}}(X) \]

where \( h^{p,q}_{\text{c}}(X) \) are the Hodge numbers of \( X \) for compactly supported cohomology. For singular varieties a suitable generalization must be defined using Deligne’s theory of mixed Hodge structures. See for example \([94, \text{Ex. } 4.3]\) for a brief summary in a similar context and for further references. According to loc. cit. the Hodge polynomial with compact support determines a ring morphism

\[ (B.2) \quad P : K_0(\text{Var}/\mathbb{C}) \longrightarrow \mathbb{Q}(x, y). \]

The construction of \([106]\) yields motivic Donaldson-Thomas invariants for moduli spaces of Bridgeland stable objects in triangulated CY3-categories equipped with a cyclic \( A_{\infty} \)-structure and a choice of “orientation data”. For the purpose of the present paper the discussion can be confined to derived categories of quivers with potential \((Q, W)\). Suppose \( \tau \) is a Bridgeland stability condition on \( D^b(Q, W) \) and \( \gamma \) is a fixed dimension vector such that the (coarse) moduli space of stable objects \( \mathcal{M}_\tau^s(\gamma) \) is a projective or quasi-projective scheme. Then the construction of \([106]\) assigns to \( \mathcal{M}_\tau^s(\gamma) \) an element \( DT_{\tau}^{\text{mot}}(\gamma) \) in an extension \( K_0(\text{Var}/\mathbb{C})[\mathbb{L}^{1/2}, \mathbb{L}^{-1/2}] \) of the ring of motives. It is crucial to note that, \( DT_{\tau}^{\text{mot}}(\gamma) \) is not identical to the Chow motive \([\mathcal{M}_\tau^s(\gamma)]\) of the moduli space. By construction, \( DT_{\tau}^{\text{mot}}(\gamma) \) depends in
an essential manner on the homotopy class of the cyclic $A_1$ structure on the derived category, while $[\mathcal{M}_\tau^\gamma(\gamma)]$ does not. The motivic Donaldson-Thomas invariant $DT^\text{mot}_\tau(\gamma)$ is also called the \textit{virtual motive} of the moduli space in order to avoid any confusion with the Chow motive.

The motivic Donaldson-Thomas invariants for moduli spaces of stable $(Q,W)$-representations admit a very explicit presentation in terms of Chow motives due to [18]. The basic observation is that the moduli space $\mathcal{M}_\tau^\gamma(\gamma)$ of $\tau$-stable representations is in this case isomorphic to the critical locus of a polynomial function $W_\gamma$ on a smooth quasi-projective variety. The ambient variety is the moduli space $\mathcal{N}_\tau^\gamma(\gamma)$ of $\tau$-stable representations of the quiver $Q$ with no relations and the polynomial function $W_\gamma : \mathcal{N}_\tau^\gamma(\gamma) \to \mathbb{C}$ is naturally determined by $W$. Suppose $W$ is chosen such that the critical locus of $W_\gamma$ is contained in the fiber at zero, $W_\gamma^{-1}(0)$. In addition, one requires a torus action on $\mathcal{N}_\tau^\gamma(\gamma)$ preserving $W_\gamma$ and satisfying some mild technical conditions. Then, the results of [18], imply the following formula

\begin{equation}
DT^\text{mot}_\tau(\gamma) = -L^{w(\gamma)}([W_\gamma^{-1}(\lambda)] - [W_\gamma^{-1}(0)])
\end{equation}

for any $\lambda \neq 0$, where the terms on the right hand side are Chow motives. The exponent $w(\gamma)$ is a half-integral weight depending on $\gamma$ whose exact expression will not be needed here.

Once the virtual motivic invariants are constructed, one can easily obtain various polynomial Donaldson-Thomas invariants applying the Hodge polynomial map (B.2). More precisely, (B.2) can be extended to a ring morphism

$$\Psi : K_0(\text{Var}/\mathbb{C}[L^{1/2}, L^{-1}]) \to \mathbb{Q}(x^{1/2}, y^{1/2})$$

sending $L^{1/2}$ to $(xy)^{1/2}$. Then the virtual Hodge numbers $h^{r,s}(\gamma, \tau) \in \mathbb{Z}$, $r, s \in \frac{1}{2} \mathbb{Z}$ are defined by

\begin{equation}
\Psi(DT^\text{mot}_\tau(\gamma)) = \sum_{r,s \in \frac{1}{2} \mathbb{Z}} h^{r,s}(\gamma, \tau) x^r y^s.
\end{equation}

Equation (B.3) implies that $r - s \in \mathbb{Z}$ for all nonzero $h^{r,s}(\gamma, \tau)$. If the moduli space $\mathcal{M}_\tau^\gamma(\gamma)$ is smooth and projective, of dimension $m$, the virtual Hodge numbers are related to the usual ones by

$$h^{r,s}(\gamma, \tau) = h^{r+m/2, s+m/2}(\mathcal{M}_\tau^\gamma(\gamma)).$$

However, in general the numbers $h^{r,s}(\gamma, \tau)$ will be different from the ones obtained by applying the map (B.2) to the Chow motive $[\mathcal{M}_\tau^\gamma(\gamma)]$.

\section*{Appendix C. Kronecker modules}

Kronecker modules are finite dimensional representations of a quiver with two nodes, two arrows and no relations as below

\begin{equation}
\begin{tikzcd}
& \bullet \ar[r] & \bullet
\end{tikzcd}
\end{equation}

They form an abelian category $\mathcal{K}$ of homological dimension one. The extension groups $\text{Ext}^j_\mathcal{K}(\kappa_1, \kappa_2)$, $j = 0, 1$, of any two Kronecker modules $\kappa_i = (W_i, V_i, f_i, g_i : W_i \to V_i)$, $i = 1, 2$, are the cohomology groups of the two term complex

\begin{equation}
\begin{tikzcd}
\text{Hom}(V_1, V_2) \oplus \text{Hom}(W_1, W_2) \ar[r, \delta] & \text{Hom}(W_1, V_2) \oplus \mathbb{Z}
\end{tikzcd}
\end{equation}

where the first term is in degree 0, and

$$\delta(\alpha, \beta) = (f_2 \beta - \alpha f_1, g_2 \beta - \alpha g_1).$$
In particular note that the dual vector space $\text{Ext}^1_{K}(\kappa_1, \kappa_2)^{\vee}$ is the kernel of the map
\begin{equation}
\text{Hom}(V_2, W_1)^{\oplus 2} \xrightarrow{\delta''} \text{Hom}(V_2, V_1) \oplus \text{Hom}(W_2, W_1),
\end{equation}
\[\delta''(\gamma, \eta) = (-f_1 \gamma - g_1 \eta, \gamma f_2 + \eta g_2).\]

C.1. **Harder-Narasimhan filtrations.** Now suppose $(\psi, \phi)$ are stability parameters for Kronecker modules assigned to the nodes as follows
\[\psi \bullet \phi\]
For any nontrivial Kronecker module $\kappa = (W, V, f, g : W \rightarrow V)$ let
\[\mu(\psi, \phi)(\kappa) = \frac{\phi \dim(V) + \psi \dim(W)}{\dim(V) + \dim(W)}.
\]
As usual, $\kappa$ is called $(\psi, \phi)$-(semi)stable if
\[\mu(\psi, \phi)(\kappa') \leq \mu(\psi, \phi)(\kappa)
\]
for any nontrivial proper submodule $\kappa' \subset \kappa$. If $\psi < \phi$ the only $(\psi, \phi)$-stable Kronecker modules are the two simple ones determined by the two nodes. If $\psi > \phi$, the $(\psi, \phi)$-stable Kronecker modules form three groups up to isomorphism, as follows
\begin{enumerate}
\item[(a)] $Q_n$, $n \geq 0$ are indecomposable Kronecker modules of dimension vector $(n, n+1)$ of the form
\[H^0(O_{\mathbb{P}^1}(n-1)) \xrightarrow{\text{2}} H^0(O_{\mathbb{P}^1}(n))^1 \xrightarrow{\text{2}} \mathbb{C},
\]
the linear maps being multiplication by the homogeneous coordinates $[z_1, z_2].$
\item[(b)] $R_n$ are indecomposable Kronecker modules of the form
\[\mathbb{C} \xrightarrow{\text{2}} \mathbb{C},
\]
where $p = [z_1, z_2]$ is a point on $\mathbb{P}^1$.
\item[(c)] $J_n$, $n \geq 0$ are the indecomposable Kronecker modules of dimension vector $(n+1, n)$ obtained by dualizing $Q_n.$
\end{enumerate}
Moreover, a straightforward computation shows that
\begin{equation}
\mu(\psi, \phi)(Q_n) < \mu(\psi, \phi)(Q_{n'}) < \mu(\psi, \phi)(R_p) < \mu(\psi, \phi)(J_m) < \mu(\psi, \phi)(J_{m'})
\end{equation}
for all $n < n'$, $m > m'$, as long as $\psi > \phi.$

The above list of stable Kronecker modules is closely related to the classification of indecomposable modules in [13, Ch. VIII, Thm. 7.5]. According to loc. cit. there are three groups of indecomposable modules, $\{Q_n\}_{n \geq 0}$, $\{J_n\}_{n \geq 0}$ and a third group $\{R_{p,j}\}$ labelled by a point $p \in \mathbb{P}^1$ and a positive integer $j \in \mathbb{Z}_{>1}$, such that $R_{p,1} = R_p.$ The explicit form of the modules $R_{p,j}$ with $j > 1$ will not be needed in the following. Moreover, [13, Ch. VIII, Thm. 7.5] also computes all nontrivial extension groups of indecomposable Kronecker modules, obtaining
\begin{align}
\text{Ext}^0_{K}(Q_n, Q_{n'}) & \simeq \mathbb{C}^{n'-n+1}, \quad n' \geq n, \\
\text{Ext}^1_{K}(Q_n, Q_{n'}) & \simeq \mathbb{C}^{n-n'-1}, \quad n \geq n' + 1, \\
\text{Ext}^0_{K}(J_n, J_{n'}) & \simeq \mathbb{C}^{n-n'+1}, \quad n \geq n', \\
\text{Ext}^1_{K}(J_n, J_{n'}) & \simeq \mathbb{C}^{n'-n+1}, \quad n' \geq n + 1,
\end{align}
Ext^0_K(R_p, R_q) \simeq \delta_{p,q} \mathbb{C},
Ext^1_K(R_p, R_q) \simeq \delta_{p,q} \mathbb{C}

\begin{align*}
\text{(C.6)}
\end{align*}

Ext^0_K(Q_n, R_p) \simeq \mathbb{C}, \quad Ext^0_K(R_p, J_n) \simeq \mathbb{C},
Ext^1_K(R_p, Q_n) \simeq \mathbb{C}, \quad Ext^1_K(J_n, R_p) \simeq \mathbb{C}.

\begin{align*}
\text{(C.7)}
\end{align*}

All extension groups not listed above are trivial. Moreover, note that the space of morphisms Ext^0_K(Q_n, Q_n'), n' \geq n, consists of maps of the form
\[ H^0(\mathcal{O}_{\mathbb{P}^1}(n - 1)) \xrightarrow{f} H^0(\mathcal{O}_{\mathbb{P}^1}(n)) \]
where \( f \) denotes multiplication by a degree \( n' - n \) homogeneous polynomial in \( z_1, z_2 \). In particular any such map is either injective or zero. Similarly the dual vector space Ext^1_K(Q_n, Q_n') consists of maps of the form
\[ H^0(\mathcal{O}_{\mathbb{P}^1}(n' - 1)) \xrightarrow{\eta} H^0(\mathcal{O}_{\mathbb{P}^1}(n')) \]
where \( (\gamma, \eta) \) are degree \( n - n' - 1 \) homogeneous polynomials of \( z_1, z_2 \) satisfying
\[ z_1 \gamma + z_2 \eta = 0. \]
Again, \( (\gamma, \eta) \) are either both injective or zero.

Given an arbitrary Kronecker module \( \kappa \), let
\begin{align*}
\text{(C.8)}
0 = HN_0(\kappa) \subset HN_1(\kappa) \subset \cdots \subset HN_k(\kappa) = \kappa, \quad k \geq 1,
\end{align*}
be its Harder-Narasimhan filtration with respect to \((\psi, \phi)\)-stability, where \( \psi > \phi \). Then the slope inequalities (C.3) and equations (C.4)-(C.7) imply that there exists \( 1 \leq k_1 \leq k \) and integers
\[ 0 \leq n_1 < n_2 < \cdots < n_{k_1 - 1}, \quad n_{k_1 + 1} > \cdots > n_k \geq 0, \]
\[ s_1, \ldots, s_{k_1 - 1}, s_{k_1 + 1}, \ldots, s_k > 0 \]
such that
\begin{align*}
\text{(C.9)}
HN_l(\kappa)/HN_{l-1}(\kappa) \simeq \left\{ \begin{array}{ll}
J^\oplus s_l & \text{for } 1 \leq l \leq k_1 - 1 \\
R & \text{for } l = k_1 \\
Q^\oplus s_{k_1} & \text{for } k_1 + 1 \leq l \leq k.
\end{array} \right.
\end{align*}
Here \( R \) is a \((\psi, \phi)\)-semistable module with slope \( (\psi + \phi)/2 \) which admits a Jordan-Hölder filtration such that all successive quotients are isomorphic to some \( R_p \). In particular (C.8) admits a subfiltration
\begin{align*}
\text{(C.10)}
0 = \kappa_0 \subset \kappa_1 \subset \kappa_2 \subset \kappa_3 = \kappa.
\end{align*}
such that $\kappa_1/\kappa_0 = J(\kappa)$ is a successive extension of stable modules of type (c), 
$\kappa_2/\kappa_1 = R(\kappa)$ a successive extension of stable modules of type (b), and $\kappa_3/\kappa_2 = 
Q(\kappa)$ a successive extension of stable modules of type (a). Moreover, the slope inequalities (C.3) and equations (C.4)-(C.7) imply that

\begin{equation}
C.11 \quad J(\kappa) \simeq \bigoplus_{i=1}^{k_i-1} J_{\mu_i}, \quad Q(\kappa) \simeq \bigoplus_{i=1}^{k_i} Q_{\mu_i}.
\end{equation}

C.2. Application to representations of the $SU(3)$ quiver. This section consists of some results on Kronecker modules used in Sections 5.1, 5.2, 5.3. Let $\rho$ be a representation of the quiver with potential (5.1). As observed in Section 7, the horizontal rows of $\rho$ determine two Kronecker modules $\rho_1, \rho_2$. Each of them has a filtration

\begin{equation}
C.12 \quad 0 = \rho_{i,0} \subset \rho_{i,1} \subset \rho_{i,2} \subset \rho_{i,3} = \rho_i, \quad i = 1, 2,
\end{equation}

of the form (C.10). Let $\{V_{i,j}\}, \{W_{i,j}\}, i = 1, 2, j = 0, \ldots, 3$ be the induced filtrations on the underlying vector spaces. Then equations (C.4)-(C.7) imply via

straightforward exact sequences

\begin{equation}
C.13 \quad a_1(V_{i,j}) \subseteq V_{i,j}, \quad b_1(W_{i,j}) \subseteq W_{i,j}, \quad r_1(V_{i,j}) \subseteq V_{i,j}, \quad s_1(V_{i,j}) \subseteq V_{i,j}.
\end{equation}

for $j = 1, \ldots, 3$. This shows implies that $\rho$ has a filtration of the form

\begin{equation}
0 = K_0(\rho) \subset K_1(\rho) \subset K_2(\rho) \subset K_3(\rho) = \rho
\end{equation}
in the abelian category of $(Q, W)$-modules such that the two Kronecker modules determined by the horizontal maps of each quotient $K^{j+1}(\rho)/K^j(\rho), 0 \leq j \leq 2$ are isomorphic to $\rho_{j+1}/\rho_{j}, \rho_{j+2}/\rho_{j}$, respectively. In particular, there is a quotient $\rho \rightarrow \rho''$ with $\rho'' = K^1(\rho)/K^0(\rho)$, such that the underlying Kronecker modules of $\rho''$ are modules $(Q(\rho_1), Q(\rho_2))$ and the linear maps $(a''_1, b''_1, r''_1, s''_1)$ are induced by $(a_1, b_1, r_1, s_1)$.

Now suppose $\rho$ is a $(Q, W)$-module of dimension vector $(d_i, e_i)_{1 \leq i \leq 2}$ such that

\begin{equation}
d_i - e_i = m_i,
\end{equation}

with $m_i \geq 0$, $i = 1, 2$. The next goal is to show that there exist King stability parameters $(\theta_i, \eta_i)_{1 \leq i \leq 2}$,

\begin{equation}
\sum_{i=1}^{2} (d_i \theta_i + e_i \eta_i) = 0,
\end{equation}

such that the quotient $\rho \rightarrow \rho''$ destabilizes $\rho$ unless $\rho = \rho''$. Let $(d''_i, e''_i), i = 1, 2$ denote the dimension vector of $\rho''$ and suppose the projection $\rho \rightarrow \rho''$ is not an isomorphism. This implies

\begin{equation}
\sum_{i=1}^{2} ((d_i - d''_i) + (e_i - e''_i)) > 0.
\end{equation}

Note that by construction

\begin{equation}
d''_i - e''_i = m''_i \geq d_i - e_i = m_i, \quad i = 1, 2,
\end{equation}

and at least one of these inequalities is strict under the current assumptions. Suppose

\begin{equation}
\eta_i > 0, \quad \theta_i < 0, \quad |\theta_i| < |\eta_i|, \quad i = 1, 2.
\end{equation}

Then, using inequality (C.13), it follows that

\begin{equation}
e''_i |\eta_i| - d''_i |\theta_i| \leq (e_i - d_i) |\eta_i| + d''_i (|\eta_i| - |\theta_i|).
\end{equation}
The right hand side of this inequality is

\[(e_i - d_i) |\eta_i| + d''_i (|\eta_i| - |\theta_i|) = e_i |\eta_i| - d_i |\theta_i| + (d_i - d''_i)(|\theta_i| - |\eta_i|).\]

Therefore inequalities (C.14) imply

\[e''_i |\eta_i| + d''_i |\theta_i| \leq e_i |\eta_i| + d_i |\theta_i|\]

for \(i = 1, 2\). Since at least one of inequalities (C.13) is strict, this implies

\[
\sum_{i=1}^{2} (e''_i |\eta_i| + d''_i |\theta_i|) < \sum_{i=1}^{2} (e_i |\eta_i| + d_i |\theta_i|) = 0.
\]

Therefore indeed the quotient \(\rho \rightarrow \rho''\) destabilizes \(\rho\) under the current assumptions. In conclusion, if inequalities (C.14) are satisfied, for any \((\theta, \eta)\)-semistable representation \(\rho\), the filtrations (C.12) collapse to

\[0 \subset \rho_{i, 3} = \rho_i.
\]

Therefore the Harder-Narasimhan filtration of each Kronecker module \(\rho_i, i = 1, 2\) with respect to \((\psi, \phi)\) stability reduces to

(C.15) \[0 = \rho^0_i \subset \rho^1_i \subset \cdots \rho^{h_i}_i = \rho_i, \quad h_i \geq 1, \quad i = 1, 2\]

such that the successive quotients are

\[
\rho^j_i / \rho^{j-1}_i \simeq Q^{r_{i,j}}_{k_{i,j}}
\]

for some \(k_{i,j} \in \mathbb{Z}_{\geq 0}, r_{i,j} \in \mathbb{Z}_{\geq 1}, i = 1, 2, j = 1, \ldots, h_i,\) satisfying

\[k_{i,1} > k_{i,2} > \cdots > k_{i,h_i}.
\]

Moreover equations (C.4) imply that the filtrations (C.15) must be split, that is

(C.16) \[\rho_i \simeq \bigoplus_{j=1}^{h_i} Q^{r_{i,j}}_{k_{i,j}}, \quad i = 1, 2\]

This yields strong constraints on the structure of representations \(\rho\) with underlying Kronecker modules \(\rho_1, \rho_2\) as above.

**Appendix D. Background material on extensions**

The purpose of this section is to summarize some background material on extension groups in abelian categories of quiver modules following for example [72, Ch. 2.3, Ch. 2.4]. Here \(Q\) will denote a quiver with finitely many nodes and arrows and \(R\) an ideal of relations in the path algebra. The vertices of \(Q\) will be denoted by \(v\), the arrows by \(a\) and the relations by \(r\). The latter are linear combinations of paths with integral coefficients such that all these paths have the same starting and ending points. Therefore one can naturally define the tail \(t(r)\) and head \(h(r)\).

A \((Q, R)\)-module is a module for the path algebra of the quiver \(Q\) with relations \(R\). These modules form an abelian category. Extension groups in the abelian category of \((Q, R)\)-modules will be denoted by \(\text{Ext}^k_{(Q, R)}(\rho_1, \rho_2), k \in \mathbb{Z}\). They are defined in terms of projective resolutions as follows. \(A(Q, R)\)-module \(\Pi\) is projective if for any surjective morphism \(\rho \rightarrow \rho'\) and any morphism \(\phi'' : \Pi \rightarrow \rho''\) there exists a morphism \(\phi : \Pi \rightarrow \rho\) such that the following diagram commutes
It is a basic fact that to any node \( \nu \) of the quiver diagram \( Q \) one can assign a projective module \( \Pi_\nu \), which is the module consisting of all paths starting at \( \nu \). Moreover, any finite dimensional representation \( \rho \) has a projective resolution

\[
\cdots \Pi^{-1} \xrightarrow{d^{-1}} \Pi^0 \rightarrow \rho \rightarrow 0,
\]

where each term \( \Pi^k \) is a direct sum of modules of the form \( \Pi_\nu \) and the differentials are defined in terms of natural concatenation of paths.

For illustration, suppose \( \rho_\nu \) is the simple module assigned to the node \( \nu \). In this case

\[
\Pi^0 \simeq \Pi_\nu, \quad \Pi^{-1} \simeq \bigoplus_{a, t(a) = \nu} \Pi_{h(a)}, \quad \Pi^{-2} \simeq \bigoplus_{r, t(r) = \nu} \Pi_{h(r)}
\]

and the differentials \( d^{-2}, d^{-1} \) are defined by natural concatenation of paths. Given a collection of paths \( (p_{h(a)})_{t(a) = \nu} \in \Pi^{-1} \),

\[
d^{-1}( (p_{h(a)})_{t(a) = \nu} ) = \sum_{a, t(a) = \nu} p_{h(a)} a.
\]

There is a similar expression for \( d^{-2} \) derived by linearizing the relations in the path algebra. The higher terms \( \Pi^k, k \leq -2 \), are determined by the higher syzygies of the ideal of relations, i.e. relations on relations etc. For a systematic approach see [75, 79, 129] and references therein.

Returning to the general case, the extension groups \( \text{Ext}^k_{(Q,R)}(\rho, \rho') \) are the cohomology groups of the complex of vector spaces

\[
0 \rightarrow \text{Hom}_{(Q,R)}(\Pi^0, \rho') \xrightarrow{d^{-1}} \text{Hom}_{(Q,R)}(\Pi^{-1}, \rho') \xrightarrow{d^{-2}} \cdots
\]

Using projective resolutions, one can prove that the extension groups \( \text{Ext}^k_{(Q,R)}(\rho, \rho') \), \( k = 0, 1 \) are isomorphic to the first two cohomology groups of the complex

\[
0 \rightarrow \bigoplus_\nu \text{Hom}(V_\nu(\rho), V_\nu(\rho')) \xrightarrow{\delta_0} \bigoplus_a \text{Hom}(V_{t(a)}(\rho), V_{h(a)}(\rho')) \xrightarrow{\delta_1} \bigoplus_r \text{Hom}(V_{t(r)}(\rho), V_{h(r)}(\rho'))
\]

where \( V_\nu(\rho) \) is the vector space assigned to the node \( \nu \) in the representation \( \rho \). The differential \( \delta_0 \) is given by

\[
\delta_0(\alpha_\nu) = (\rho'(a) \circ \alpha_{t(a)} - \alpha_{h(a)} \circ \rho(a))
\]

where \( \rho(a) : V_{t(a)} \rightarrow V_{h(a)} \) is the linear map assigned to the arrow \( a \) in the representation \( \rho \). There is a similar expression for \( \delta_1 \) obtained by linearizing the relations. As an application, will give here a proof of the first isomorphism in (5.6), as well as equations (7.8), (7.9).

Recall that representations of the \( SU(3) \) quiver are of the form

\[
\begin{array}{cccccccccc}
W_2 & & & & & & & & & V_2 \\
& & & & & & & & & \\
& & & & & & & & & b_1 \\
& & & & & & & & & \\
W_1 & & & & & & & & & V_1 \\
\end{array}
\]
with relations
\[ r_1a_1 = 0, \quad s_1a_1 = 0, \quad b_1r_1 = 0, \quad b_1s_1 = 0 \]
(D.5)
\[ c_1r_1 + d_1s_1 = 0, \quad r_1c_2 + s_1d_2 = 0 \]
\[ a_1c_1 - c_2b_1 = 0, \quad a_1d_1 - d_2b_1 = 0. \]

Consider two representations of \((Q, W)\) of the form
\[ \rho_i : W_i \xrightarrow{\varphi_i} V_i, \quad i = 1, 2 \]
where only the horizontal maps \((c_1, d_1)\), respectively \((c_2, d_2)\) are nontrivial. Specializing the complex (D.4) to the pair \((\rho_1, \rho_2)\) yields
\[ 0 \to \text{Hom}(V_1, V_2) \oplus \text{Hom}(W_1, W_2) \xrightarrow{\delta_1} \text{Hom}(W_1, V_2)^{\oplus 2}. \]
Note that the degree 0 term in (D.4) is trivial in this case since \(\rho_1, \rho_2\) are supported at disjoint sets of nodes. The differential \(\delta_1\) is obtained by linearizing the relations (D.5),
\[ \delta_1(\beta, \alpha) = (c_2 \circ \beta - \alpha \circ c_1, d_2 \circ \beta - \alpha \circ d_1), \]
(D.7)
where \(\alpha = \hat{a}_1, \quad \beta = \hat{b}_1\). The extension group \(\text{Ext}_1^{(Q,W)}(\rho_1, \rho_2)\) is isomorphic to \(\text{Ker}(\delta_1)\). On the other hand, regarding \((\rho_1, \rho_2)\) as Kronecker modules, the complex (C.1) takes the form
\[ 0 \to \text{Hom}(V_1, V_2) \oplus \text{Hom}(W_1, W_2) \xrightarrow{\delta_0} \text{Hom}(W_1, V_2)^{\oplus 2} \to 0 \]
with
\[ \delta_0(\beta, \alpha) = (c_2 \circ \beta - \alpha \circ c_1, d_2 \circ \beta - \alpha \circ d_1). \]
Comparing (D.7) and (D.8), we deduce \(\text{Ext}_1^{(Q,W)}(\rho_1, \rho_2) \simeq \text{Ker}(\delta_0)\). It follows that there is an isomorphism \(\text{Ext}_1^{(Q,W)}(\rho_1, \rho_2) \simeq \text{Ext}_1^{(Q,W)}(\rho_1, \rho_2)\). Similarly, using \(\text{Ext}_1^{(Q,W)}(\rho_1, \rho_2) \simeq \text{Coker}(\delta_0)\) one can establish the second isomorphism in (5.6).

We now prove equation (7.9). Given an exact sequence
\[ 0 \to \rho_1 \to \rho_2 \to \rho_3 \to 0 \]
there are two long exact sequences,
\[ \cdots \to \text{Ext}_k^{(Q,R)}(\rho_3, \rho) \to \text{Ext}_k^{(Q,R)}(\rho_2, \rho) \to \text{Ext}_k^{(Q,R)}(\rho_1, \rho) \to \text{Ext}_k^{(Q,R)}(\rho_3, \rho) \to \cdots \]
(D.9)
\[ \cdots \to \text{Ext}_k^{(Q,R)}(\rho, \rho_1) \to \text{Ext}_k^{(Q,R)}(\rho, \rho_2) \to \text{Ext}_k^{(Q,R)}(\rho, \rho_3) \to \text{Ext}_k^{(Q,R)}(\rho, \rho_1) \to \cdots \]
(D.10)
for any \((Q, R)\)-module \(\rho\).

Now consider in more detail the case where \((Q, R)\) is the framed (truncated) quiver with potential \((\hat{Q}, W)\) obtained in Section 7.1. Let \(\lambda_0\) the simple module supported at the framing node. Then the following hold.

(P.1) Suppose \(\rho\) is a representation of \((\hat{Q}, W)\) with dimension vector 0 at the framing node. Then a projective resolution of \(\rho\) as a \((\hat{Q}, W)\)-module is identical with the projective resolution of \(\rho\) as an unframed \((Q, W)\)-module. This follows from the fact that \(\hat{Q}\) has only one extra arrow \(f_j\) compared to \(Q\), which joins the
framing node to the fixed node $j$. So any path starting at any node of $Q$ will never contain $f_j$. In particular this implies that
\[(D.11) \quad \text{Ext}^k_{(Q,W)}(\rho_1, \rho_2) \simeq \text{Ext}^k_{(Q,W)}(\rho_1, \rho_2)\]
for any $(Q,W)$-modules $\rho_1, \rho_2$ and all $k \in \mathbb{Z}$, and also
\[(D.12) \quad \text{Ext}^k_{(Q,W)}(\rho, \lambda_0) = 0\]
for any $(Q,W)$-module $\rho$ and all $k \in \mathbb{Z}$.

$(P.2)$ The simple module $\lambda_0$ has a two term projective resolution
\[0 \to \Pi_j \to \Pi_0 \to \lambda_0 \to 0\]
since there are no relations containing $f_j$. Here $\Pi_0$ is the projective module starting at the framing node. Therefore, for any $(Q,W)$-module $\rho$,
\[(D.13) \quad \text{Ext}^k_{(Q,W)}(\lambda_0, \rho) \simeq V_j \delta_{k,1}\]
where $V_j$ is the vector space of $\rho$ at the node $j$ which receives the framing arrow $f_j$.

As stated in the main text, the long exact sequences $(D.9)$, $(D.10)$ and equations $(D.11)$, $(D.12)$, $(D.13)$, imply equation $(7.8)$.

Next we prove equation $(7.9)$. Given two finite dimensional $(Q,W)$-modules $\rho_1, \rho_2$ one can check using projective resolutions that the pairing
\[\chi(\rho_1, \rho_2) = \sum_{k=0}^{1}(-1)^k (\dim \text{Ext}^k_{(Q,W)}(\rho_1, \rho_2) - \dim \text{Ext}^k_{(Q,W)}(\rho_2, \rho_1))\]
is given by equation $(7.9)$. Since this is a fairly long computation, details will be omitted. For the skeptical reader, note that there is a different derivation of equation $(7.9)$ based on the equivalence of derived categories $D^b(Q,W) \simeq D^b(X_N)$ explained in detail in Section 2.1. This equivalence assigns compactly supported objects $E_1, E_2$ in $D^b(X_N)$ to $\rho_1, \rho_2$, with $K$-theory classes
\[[E_l] = \sum_{i=1}^{N-1} (d_i(p_l)[P_i] + e_i(p_l)[Q_i]), \quad l = 1, 2,\]
where $P_i, Q_i$ are the fractional branes defined in Section 2.1. Then, using Serre duality, the above pairing becomes
\[\chi(\rho_1, \rho_2) = \sum_{k=0}^{3}(-1)^k \dim \text{Ext}^k_{X_N}(E_1, E_2)\]
\[= \int_{X_N} (\text{ch}_1(E_2)\text{ch}_2(E_1) - \text{ch}_1(E_1)\text{ch}_2(E_2)).\]
The second identity follows from the Riemann-Roch theorem since $E_1, E_2$ must have at most two dimensional support. Then a straightforward intersection theory computation confirms $(7.9)$.

**Appendix E. Classifications of fixed points**

In this section we classify torus fixed points in moduli spaces of cyclic modules of the $N = 3$ gauge theory framed quiver. The unframed quiver diagram is in (5.1), with the potential $W$ given by
\[W = r_1(a_1c_1 - c_2b_1) + s_1(a_1d_1 - d_2b_1).\]
This gives the following 8 relations:
\[ r_1 : a_1 c_1 c_2 b_1 = 0, \ s_1 : a_1 d_1 - d_2 b_1 = 0, \ a_1 : c_1 r_1 + d_1 s_1 = 0, \ b_1 : r_1 c_2 + s_1 d_2 = 0. \]
\[ c_1 : r_1 a_1 = 0, \ c_2 : b_1 r_1 = 0, \ d_1 : s_1 a_1 = 0, \ d_2 : b_1 s_1 = 0. \]

**Path algebra.** First we consider the case in which the framing map takes values in \( V_2 \) and construct the path algebra. Denote by \( e \) the framing vector and by \( H_n \) the set of vectors obtained by acting with \( n \) arrows on \( e \). We have the decomposition of the path algebra \( \mathbb{C}Q/dW = \oplus H_n \), where

(E.1) \[ H_0 = \{ e \}, \]
\[ H_1 = \{ r_1 e, \ s_1 e \}, \]
\[ H_2 = \{ d_1 r_1 e, \ c_1 r_1 e = d_1 s_1 e, \ c_1 s_1 e \}, \]
\[ H_3 = \{ a_1 d_1 r_1 e = d_2 b_1 r_1 e = 0, \ a_1 c_1 r_1 e = c_2 b_1 r_1 e = 0, \ a_1 c_1 s_1 e = c_2 b_1 s_1 e = 0 \}. \]

The path algebra is finite dimensional and therefore there are only finitely many fixed modules of the path algebra.

Now suppose the framing vector \( e \) is in \( V_1 \). The decomposition of the path algebra is given by

(E.2) \[ H_0 = \{ e \}, \]
\[ H_1 = \{ a_1 e \}, \]
\[ H_2 = \{ 0 \} (\because r_1 a_1 = s_1 a_1 = 0). \]

**\( \mathbb{C}^\times \) torus action.** Let \( T_F = (\mathbb{C}^\times)^S \) be the flavor torus acting on the \( i \)-th arrow by a scaling factor \( \lambda_i \), where \( i \) is in the set of all arrows \( S_a \). Therefore the \( T_F \) action acts on the whole path algebra and has a subtorus \( T_{F,dW} \subset T_F \) which leaves invariant the relations \( dW = 0 \). \( T_{F,dW} \) is isomorphic to \((\mathbb{C}^\times)^4\) and is given by

(E.3) \[ T_{F,dW} = \{ \lambda_i \in \mathbb{C}^\times, \ i \in S_a \mid \lambda_{a_1}, \lambda_{a_2}, \lambda_{b_1}, \lambda_{a_1} \lambda_{d_1} = \lambda_{d_2}, \lambda_{b_2}, \lambda_{c_1}, \lambda_{r_1} = \lambda_{a_1}, \lambda_{a_2}, \lambda_{r_1} = \lambda_{b_2}, \lambda_{c_1}, \lambda_{c_2} = \lambda_{a_1} \lambda_{a_2} \} \simeq (\mathbb{C}^\times)^4. \]

However the subtorus \( T_{F,dW} \) might contain part induced by gauge group action, which we have to mod out.

Let \( (\mu_1, \mu_2, \mu_1, \mu_2) \in (\mathbb{C}^\times)^4 \) be the diagonal torus in the gauge group \( GL(V_1) \times GL(V_2) \times GL(W_1) \times GL(W_2) \). This \((\mathbb{C}^\times)^4\) action will have an induced torus action \( T_{\text{sub}} \) on the arrows, which can be seen to be isomorphic to \((\mathbb{C}^\times)^3\). We can always use this action to make \( \lambda_{a_1} = 1, \lambda_{b_1} = 1, \lambda_{r_1} = 1 \). Note that this is not a unique choice. So we define our torus action \( T_Q \) to be

(E.4) \[ T_Q \equiv T_{F,dW}/T_{\text{sub}} = \{ (\lambda_{c_1}, \lambda_{d_1}, \lambda_{c_2}, \lambda_{d_2}, \lambda_{s_1}) \in (\mathbb{C}^\times)^5 \mid \lambda_{c_1} = \lambda_{c_2}, \lambda_{d_1} = \lambda_{d_2}, \lambda_{c_1} = \lambda_{d_1} \lambda_{s_1} \} \simeq (\mathbb{C}^\times)^2. \]

**Classifications of \( T_Q \)-fixed points.** Recall the fact that there exists a one-to-one correspondence between the framed \( T_Q \)-fixed \( \mathbb{C}Q/dW \)-module and the \( T_Q \)-fixed annihilator \( I \) of the framed vector \( e \). The annihilator \( I \) is a left ideal in the path algebra \( \mathbb{C}Q/dW \).
In the current example the path algebra is finite dimensional, so we could perform the
analysis explicitly. First we list the weights of the path algebra elements in terms
of \((\lambda_{i1}, \lambda_{i2}) = (\lambda_1, \lambda_2)\). In the framed \(V_2\) case we have
\[
\{w(e) = 1\},
\]
\[
\{w(r_i e) = 1, w(s_i e) = \lambda_2\},
\]
\[
\{w(d_i r_i e) = \lambda_1, w(c_i r_i e) = \lambda_1 \lambda_2, w(c_i s_i e) = \lambda_1 \lambda_2^2\}.
\]

The \(T_Q\)-fixed left ideal must be generated by linear combinations of the elements
of the same weight. For example an element \(r \in I\) of weight \(\lambda_1 \lambda_2\) should be of the
form \(r = \xi (c_i r_i e)\). Therefore from the list we conclude the \(T_Q\)-fixed annihilator \(I\)
of framing vector \(e\) is generated by monomials of the path algebra and the class \([I]\)
is an isolated point in the moduli space of cyclic representations.

**Weights of the fixed points.** The deformation complex of the quiver is 4-term
complex,
\[
0 \to T_1 \xrightarrow{\delta_1} T_2 \xrightarrow{\delta_2} T_3 \xrightarrow{\delta_3} T_4 \to 0,
\]
where \(T_1 = \text{End}(V_1) \oplus \text{End}(V_2) \oplus \text{End}(W_1) \oplus \text{End}(W_2)\), \(T_2\) is the space of all arrows
including the framing, \(\delta_1\) the linearized gauge transformation and \(\delta_2\) the linearized
relations of \(\partial W = 0\).

The complex is self-dual and therefore the weight of a fixed point \(p\) with dimension vector \((d_1, d_2, e_1, e_2, 1)\) is \((-1)^{\dim T_p}\), where \(T_p\) is the tangent space at the fixed point \(p\). If the framing map takes values in \(V_i, i = 1, 2\), we have
\[
\dim T_p = d_1 d_2 + e_1 e_2 + 2d_1 e_1 + 2d_2 e_2 + 2d_2 e_1 + d_i - d_1^2 - d_2^2 - e_1^2 - e_2^2
= d_1^2 + d_2^2 + d_i + d_1 d_2 + e_1^2 + e_2^2 + e_1 e_2 \mod 2,
\]

The framed numerical DT invariants for cyclic modules are given by [19]
\[
\text{DT}(\gamma, 1; z, w, +\infty) = \sum_p (-1)^{\dim T_p}.
\]

**Invariants \(F_\infty(\gamma)\).** Here we list all the nonvanishing invariants \(\text{DT}(d_1, d_2, e_1, e_2, 1; z, w, +\infty)\).
Since they are independent of \((z, w)\), it is convenient to simplify the notation omitting
these arguments.

- **Framed \(V_1\) case:**
  \[
  \text{DT}((1, 0, 0, 0), 1; +\infty) = 1, \quad \text{DT}((1, 1, 0, 0), 1; +\infty) = 1.
  \]

- **Framed \(V_2\) case:**
  \[
  \begin{align*}
  \text{DT}((0, 1, 0, 0), 1; +\infty) & = 1, & \text{DT}((0, 1, 1, 0), 1; +\infty) & = -2, \\
  \text{DT}((1, 1, 1, 0), 1; +\infty) & = -2, & \text{DT}((0, 1, 2, 0), 1; +\infty) & = 1, \\
  \text{DT}((1, 1, 2, 0), 1; +\infty) & = 3, & \text{DT}((2, 1, 2, 0), 1; +\infty) & = 3, \\
  \text{DT}((3, 1, 2, 0), 1; +\infty) & = 1.
  \end{align*}
  \]

**\(T_Q\)-fixed loci for \(N \geq 4\).** We now show that the \(T_Q\)-fixed loci are isolated points
for \(N \geq 4\). The superpotential for the truncated framed quiver is
\[
W = \sum_{i=1}^{N-2} [r_i (a_i c_i - c_{i+1} b_i) + s_i (a_i d_i - d_{i+1} b_i)].
\]
This gives the following $\left(6N - 10\right)$ relations.

\[
\begin{align*}
& a_i c_i - c_{i+1} b_i = 0, \quad a_i d_i - d_{i+1} b_i = 0, \quad \forall i = 1, \ldots, N - 2, \\
& c_i r_i + d_i s_i = 0, \quad r_i c_{i+1} + s_i d_{i+1} = 0, \quad \forall i = 1, \ldots, N - 2, \\
& r_1 a_1 = 0, \quad s_1 a_1 = 0, \quad b_{N-2} r_{N-2} = 0, \quad b_{N-2} s_{N-2} = 0, \\
& b_i r_i + r_{i+1} s_{i+1} = 0, \quad b_i s_i + s_{i+1} a_{i+1} = 0, \quad \forall i = 1, \ldots, N - 3.
\end{align*}
\]

(E.8)

Suppose the framing node is in $V_{k+1}$. Consider the subset $P_{k+1} \subset \mathbb{C}Q/dW$, generated by $3$ elements $a_k c_k r_k$, $a_k d_k s_k$, and $a_k c_k s_k$. They are three triangle paths starting from $V_k$. Using (E.8) repeatedly we can show

\[
\begin{align*}
& (a_k c_k r_k)(a_k d_k r_k) = (a_k d_k r_k)(a_k c_k r_k), \\
& (a_k c_k r_k)(a_k c_k s_k) = (a_k c_k s_k)(a_k c_k r_k), \\
& (a_k c_k s_k)(a_k d_k r_k) = (a_k c_k r_k)^2.
\end{align*}
\]

For examples, up to minus signs, we have the following:

\[
\begin{align*}
& (a_k c_k r_k)(a_k d_k r_k) = a_k c_k (b_{k-1} r_{k-1}) d_k r_k = a_k (a_k c_k - c_k r_k - 1) d_k r_k = a_k a_{k-1} (d_k s_{k-1}) d_k r_k = a_k (d_k b_{k-1}) s_{k-1} d_k r_k = a_k a_{k-1} (b_{k-1} r_{k-1}) c_k r_k = a_k d_k (r_k a_k) c_k r_k = (a_k d_k r_k)(a_k c_k r_k).
\end{align*}
\]

Therefore we conclude $P_{k+1}$ can be represented as

\[
P_{k+1} = \{(a_k d_k r_k)^{n_1} (a_k c_k r_k)^{n_2}, (a_k c_k s_k)^{n_3} (a_k c_k r_k)^{n_2} \mid n_1, n_2, n_3 \in \mathbb{Z}_{\geq 0}\}
\]

Now we want to express a general element in the path algebra $\mathbb{C}Q/dW$. Define $P_{k+1} \subset \mathbb{C}Q/dW$ to be the set of paths starting from $V_{k+1}$. Obviously we have $\mathcal{P}_{k+1} \subset P_{k+1}$.

We have the following properties for the paths.

- **P1.** By using the relation $c_k r_k a_k = c_k b_{k-1} r_{k-1} = a_k c_k - c_k r_k - 1$ and the relations of the same type, we can transform the triangles starting from $V_i$ into the forms of $acr$, $adr$ and $acs$. A similar statement holds for the triangles starting from $W_i$.

- **P2.** Triangles of type $\{acr, adr, acs\}$ and the hooks of type $\{cr, dr, cs\}$ commute. For example, $(c_k r_k)(a_k c_k r_k) = (a_k - c_k r_k - 1)(c_k r_k)$.

- **P3.** Triangles starting from $V_i$ commute with $a_i$. Triangles starting from $W_i$ commute with $b_i$. For example, $(c_k r_{k+1} a_{k+1}) a_k = a_k (a_k c_k - c_k r_k - 1)$.

- **P4.** Composition rules for hooks. $(c_k - 1) (c_k s_k) = (c_k - 1) (c_k r_k) - (c_k - 1) (d_k r_k) = (d_k - 1) (c_k r_k)$, $(c_k - 1) (d_k r_k) = (d_k - 1) (c_k r_k)$.

Using **P1**, **P2**, **P3**, **P4** and (E.8) to group together all the triangles for a given path, one can show that any monomial elements in $\mathcal{P}_{k+1}$ can be arranged into an element in $\mathcal{P}_{k+1}$, followed by $r_k$, $s_k$, $c_k r_k$, $c_k s_k$, $d_k r_k$, ··· (i.e. certain power of hooks), $b_k r_k$, $b_k s_k$, $b_{k+1} b_k r_k$, $b_{k+1} b_k s_k$, ··· (i.e. a sequence of $b_i$ times $r$ or $s$), or a
sequence of $a_i$. Namely we have
\begin{equation}
\mathcal{P}_{k+1} = \{ p , r_k p , s_k p , c_k r_k p , c_k s_k p , d_k r_k p ,
\end{equation}
\begin{equation}
\quad c_{k-1} r_{k-1} c_k r_k p , c_{k-1} r_{k-1} c_k s_k p , c_{k-1} r_{k-1} d_k r_k p , \ldots
\end{equation}
\begin{equation}
\quad b_{k+1} b_k r_k p , b_{k+1} b_k s_k p , \ldots , a_k p , a_{k+1} a_k p , \ldots \mid p \in \mathcal{P}_{k+1} \}.
\end{equation}

We associate to each arrow a $\mathbb{C}^\times$ action and obtain the flavor torus $T_F = (\mathbb{C}^\times)^{6N-10}$. And the subtorus $T_{F,W} \subset T_F$ fixing the relations is again isomorphic to $\mathbb{C}^4$.

We now analyze the torus action in $T_{F,W}$ which can be induced by the gauge group action $GL(V_1) \times \cdots \times GL(V_N) \times GL(W_1) \times \cdots \times GL(W_{N-1})$. The induced action is isomorphic to $(\mathbb{C}^\times)^{2N-3}$, which we use to fix the following torus weight,
\begin{equation}
\lambda_{ai} = \lambda_{bi} = \lambda_{ci} = 1 , \forall i = 1, \ldots, N-2 .
\end{equation}

Using (E.10) to scale (E.8) we find all the torus weight of $c_i$, $d_i$, $r_i$, and $s_i$ should be the same.

\begin{align*}
\lambda_{c_1} &= \lambda_{c_2} = \cdots = \lambda_{c_{N-1}} \equiv \lambda_c , \\
\lambda_{d_1} &= \lambda_{d_2} = \cdots = \lambda_{d_{N-1}} \equiv \lambda_d , \\
\lambda_{r_1} &= \lambda_{r_2} = \cdots = \lambda_{r_{N-2}} = 1 , \\
\lambda_{s_1} &= \lambda_{s_2} = \cdots = \lambda_{s_{N-2}} \equiv \lambda_s .
\end{align*}

So we have our final torus action $T_Q$ as,
\begin{equation}
T_Q = \{ (\lambda_c , \lambda_d , \lambda_s) \in (\mathbb{C}^\times)^3 \mid \lambda_c = \lambda_d \lambda_s \} \simeq (\mathbb{C}^\times)^2.
\end{equation}

Similarly define $(\lambda_d , \lambda_s) \equiv (\lambda_1 , \lambda_2)$. Torus weights of the elements in $\mathcal{P}_{k+1}$ are given by
\begin{equation}
\{ w(p) , w(r_k p) = w(p) , w(s_k p) = \lambda_2 w(p) ,
\end{equation}
\begin{equation}
\quad w(c_k r_k p) = \lambda_1 \lambda_2 w(p) , w(c_k s_k p) = \lambda_1 \lambda_2^2 w(p) , w(d_k r_k p) = \lambda_1 w(p) ,
\end{equation}
\begin{equation}
\quad w(c_{k-1} r_{k-1} c_k r_k p) = \lambda_1^2 \lambda_2^2 w(p) , w(c_{k-1} r_{k-1} c_k s_k p) = \lambda_1^2 \lambda_2^3 w(p) ,
\end{equation}
\begin{equation}
\quad w(c_{k-1} r_{k-1} d_k r_k p) = \lambda_1^2 \lambda_2^2 w(p) , \ldots
\end{equation}
\begin{equation}
\quad w(b_{k+1} b_k r_k p) = w(p) , w(b_{k+1} b_k s_k p) = \lambda_2 w(p) , \ldots
\end{equation}
\begin{equation}
\quad w(a_k p) = w(p) , w(a_{k+1} a_k p) = w(p) , \ldots \mid p \in \mathcal{P}_{k+1} \} ,
\end{equation}
and the weight of $p \in \mathcal{P}_{k+1}$ is
\begin{equation}
w(p) = \begin{cases} 
\lambda_c^{n_1} \lambda_d^{n_2} w(p) & \text{if } p = (a_k d_k r_k)^{n_1} (a_k c_k r_k)^{n_2} \\
\lambda_1^{n_1+n_2} \lambda_2^{2n_1+n_2} w(p) & \text{if } p = (a_k c_k s_k)^{n_1} (a_k c_k r_k)^{n_2} .
\end{cases}
\end{equation}

The $T_Q$-fixed annihilator $I$ is generated by linear combinations of the path monomials of the same weights. Given a torus weight $\lambda_1^{n_1} \lambda_2^{n_2}$ we can solve for finitely many monomial paths $p_i \in \mathcal{P}_{k+1}$ from (E.12) . The elements in the $I$ with weight $\lambda_1^{n_1} \lambda_2^{n_2}$ are most generally written as a finite sum $\sum \xi_j p_j$. If $\xi_j$ is not vanishing, $p_j$ should be included as one of the monomial generators of the $T_Q$-fixed annihilator, since each $p_j$ is a linear map from framing vector $e$ to a different vector space. We can exhaust all the monomial generators of $I$ this way. This illustrates that torus fixed $I$ is generated by monomials and corresponds to an isolated point in the moduli space of representations.
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