
Section 3.10 Linear Approximations and Differentials

34. Use a linear approximation (or differentials) to estimate the given number.

√
100.5

Solution:

280 ¤ CHAPTER 3 DIFFERENTIATION RULES

and  = − 1
2 (001) = −0005.

With ∆ = 005, | −∆|  |−0025− (−002438)| = 000038. With ∆ = 001,

| −∆|  |−0005− (−000498)| = 000002. Since | −∆| is smaller for∆ = 001 than for∆ = 005,

yes, the approximation∆   becomes better as∆ gets smaller.

31. To estimate (1999)4, we’ll find the linearization of () = 4 at  = 2. Since  0() = 43, (2) = 16, and

 0(2) = 32, we have () = 16 + 32(− 2). Thus, 4 ≈ 16 + 32(− 2) when  is near 2, so

(1999)4 ≈ 16 + 32(1999− 2) = 16− 0032 = 15968.

32.  = () = 1 ⇒  = −12 . When  = 4 and  = 0002,  = − 1
16
(0002) = − 1

8000
, so

1
4002

≈ (4) +  = 1
4
− 1

8000
= 1999

8000
= 0249875.

33.  = () = 3
√
 ⇒  = 1

3
−23 . When  = 1000 and  = 1,  = 1

3
(1000)−23(1) = 1

300
, so

3
√
1001 = (1001) ≈ (1000) +  = 10 + 1

300
= 10003 ≈ 10003.

34.  = () =
√
 ⇒  = 1

2
−12 . When  = 100 and  = 05,  = 1

2
(100)−12


1
2


= 1

40
, so

√
1005 = (1005) ≈ (100) +  = 10 + 1

40 = 10025.

35.  = () =  ⇒  =  . When  = 0 and  = 01,  = 0(01) = 01, so

01 = (01) ≈ (0) +  = 1 + 01 = 11.

36.  = () = cos ⇒  = −sin. When  = 30◦ [6] and  = −1◦ [−180],

 =
− sin 

6

 − 
180


= − 1

2

− 
180


= 

360
, so cos 29◦ = (29◦) ≈ (30◦) +  = 1

2

√
3 + 

360
≈ 0875.

37.  = () = ln ⇒  0() = 1, so (1) = 0 and  0(1) = 1. The linear approximation of  at 1 is

(1) +  0(1)(− 1) = − 1. Now (104) = ln 104  104− 1 = 004, so the approximation is reasonable.

38.  = () =
√
 ⇒  0() = 1(2

√
 ), so (4) = 2 and  0(4) = 1

4 . The linear approximation of  at 4 is

(4) +  0(4)(− 4) = 2+ 1
4 (− 4). Now (402) =

√
402 ≈ 2+ 1

4 (002) = 2+ 0005 = 2005, so the approximation is

reasonable.

39.  = () = 1 ⇒  0() = −12, so (10) = 01 and  0(10) = −001. The linear approximation of  at 10 is
(10) +  0(10)(− 10) = 01− 001(− 10). Now (998) = 1998 ≈ 01− 001(−002) = 01 + 00002 = 01002,
so the approximation is reasonable.

40. (a) () = ( − 1)2 ⇒  0() = 2( − 1), so (0) = 1 and  0(0) = −2.
Thus, () ≈  () = (0) +  0(0)(− 0) = 1− 2.

() = −2 ⇒ 0() = −2−2, so (0) = 1 and 0(0) = −2.
[continued]
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36. Use a linear approximation (or differentials) to estimate the given number.

cos 29◦

Solution:

280 ¤ CHAPTER 3 DIFFERENTIATION RULES

and  = − 1
2 (001) = −0005.

With ∆ = 005, | −∆|  |−0025− (−002438)| = 000038. With ∆ = 001,

| −∆|  |−0005− (−000498)| = 000002. Since | −∆| is smaller for∆ = 001 than for∆ = 005,

yes, the approximation∆   becomes better as∆ gets smaller.

31. To estimate (1999)4, we’ll find the linearization of () = 4 at  = 2. Since  0() = 43, (2) = 16, and

 0(2) = 32, we have () = 16 + 32(− 2). Thus, 4 ≈ 16 + 32(− 2) when  is near 2, so

(1999)4 ≈ 16 + 32(1999− 2) = 16− 0032 = 15968.

32.  = () = 1 ⇒  = −12 . When  = 4 and  = 0002,  = − 1
16
(0002) = − 1

8000
, so

1
4002

≈ (4) +  = 1
4
− 1

8000
= 1999

8000
= 0249875.

33.  = () = 3
√
 ⇒  = 1

3
−23 . When  = 1000 and  = 1,  = 1

3
(1000)−23(1) = 1

300
, so

3
√
1001 = (1001) ≈ (1000) +  = 10 + 1

300
= 10003 ≈ 10003.

34.  = () =
√
 ⇒  = 1

2
−12 . When  = 100 and  = 05,  = 1

2
(100)−12


1
2


= 1

40
, so

√
1005 = (1005) ≈ (100) +  = 10 + 1

40 = 10025.

35.  = () =  ⇒  =  . When  = 0 and  = 01,  = 0(01) = 01, so

01 = (01) ≈ (0) +  = 1 + 01 = 11.

36.  = () = cos ⇒  = −sin. When  = 30◦ [6] and  = −1◦ [−180],

 =
− sin 

6

 − 
180


= − 1

2

− 
180


= 

360
, so cos 29◦ = (29◦) ≈ (30◦) +  = 1

2

√
3 + 

360
≈ 0875.

37.  = () = ln ⇒  0() = 1, so (1) = 0 and  0(1) = 1. The linear approximation of  at 1 is

(1) +  0(1)(− 1) = − 1. Now (104) = ln 104  104− 1 = 004, so the approximation is reasonable.

38.  = () =
√
 ⇒  0() = 1(2

√
 ), so (4) = 2 and  0(4) = 1

4 . The linear approximation of  at 4 is

(4) +  0(4)(− 4) = 2+ 1
4 (− 4). Now (402) =

√
402 ≈ 2+ 1

4 (002) = 2+ 0005 = 2005, so the approximation is

reasonable.

39.  = () = 1 ⇒  0() = −12, so (10) = 01 and  0(10) = −001. The linear approximation of  at 10 is
(10) +  0(10)(− 10) = 01− 001(− 10). Now (998) = 1998 ≈ 01− 001(−002) = 01 + 00002 = 01002,
so the approximation is reasonable.

40. (a) () = ( − 1)2 ⇒  0() = 2( − 1), so (0) = 1 and  0(0) = −2.
Thus, () ≈  () = (0) +  0(0)(− 0) = 1− 2.

() = −2 ⇒ 0() = −2−2, so (0) = 1 and 0(0) = −2.
[continued]
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48. When blood flows along a blood vessel, the flux F (the volume of blood per unit time that flows past a given point)

is proportional to the fourth power of the radius R of the blood vessel:

F = kR4

(This is known as Poiseuille’s Law; we will show why it is true in Section 8.4.) A partially clogged artery can be

expanded by an operation called angioplasty, in which a balloon-tipped catheter is inflated inside the artery in order

to widen it and restore the normal blood flow.

Show that the relative change in F is about four times the relative change in R. How will a 5% increase in the

radius affect the flow of blood?

Solution:
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38. (a) sin  =
20


⇒  = 20 csc  ⇒

= 20(− csc  cot )  = −20 csc 30◦ cot 30◦ (±1◦)

= −20(2)
√

3
± 

180


= ±2

√
3

9


So the maximum error is about ± 2
9

√
3 ≈ ±121 cm.

(b) The relative error is
∆


≈ 


=
± 2

9

√
3

20(2)
= ±

√
3

180
 ≈ ±003, so the percentage error is approximately±3%.

39.  =  ⇒  =



⇒  = − 

2
. The relative error in calculating  is

∆


≈ 


=
−(2) 


= −


.

Hence, the relative error in calculating  is approximately the same (in magnitude) as the relative error in .

40.  = 4 ⇒  = 43  ⇒ 


=

43 

4
= 4







. Thus, the relative change in  is about 4 times the

relative change in . So a 5% increase in the radius corresponds to a 20% increase in blood flow.

41. (a)  =



 = 0  = 0 (b) () =




()  = 




 =  

(c) (+ ) =



(+ )  =





+






 =




 +




 = + 

(d) () =



()  =






+ 






 = 




+ 




 =  +  

(e) 




=









 =





− 




2

 =




− 






2
=

 − 

2

(f )  () =



()  = −1 

42. (a) () = sin ⇒  0() = cos, so (0) = 0 and  0(0) = 1. Thus, () ≈ (0) +  0(0)(− 0) = 0 + 1(− 0) = .

(b)

[continued]
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52. Suppose that we don’t have a formula for g(x) but we know that g(2) = −4 and g′(x) =
√
x2 + 5 for all x.

(a) Use a linear approximation to estimate g(1.95) and g(2.05).

(b) Are your estimates in part (a) too large or too small? Explain.

Solution:

262 ¤ CHAPTER 3 DIFFERENTIATION RULES

We want to know the values of  for which  =  approximates  = sin with less than a 2% difference; that is, the

values of  for which− sin

sin

  002 ⇔ −002 
− sin

sin
 002 ⇔

−002 sin  − sin  002 sin if sin  0

−002 sin  − sin  002 sin if sin  0
⇔


098 sin    102 sin if sin  0

102 sin    098 sin if sin  0

In the first figure, we see that the graphs are very close to each other near  = 0. Changing the viewing rectangle

and using an intersect feature (see the second figure) we find that  =  intersects  = 102 sin at  ≈ 0344.

By symmetry, they also intersect at  ≈ −0344 (see the third figure). Converting 0344 radians to degrees, we get

0344


180◦



≈ 197◦ ≈ 20◦, which verifies the statement.

43. (a) The graph shows that  0(1) = 2, so () = (1) +  0(1)(− 1) = 5 + 2(− 1) = 2+ 3.

(09) ≈ (09) = 48 and (11) ≈ (11) = 52.

(b) From the graph, we see that  0() is positive and decreasing. This means that the slopes of the tangent lines are positive,

but the tangents are becoming less steep. So the tangent lines lie above the curve. Thus, the estimates in part (a) are too

large.

44. (a) 0() =
√
2 + 5 ⇒ 0(2) =

√
9 = 3. (195) ≈ (2) + 0(2)(195− 2) = −4 + 3(−005) = −415.

(205) ≈ (2) + 0(2)(205− 2) = −4 + 3(005) = −385.

(b) The formula 0() =
√
2 + 5 shows that 0() is positive and increasing. This means that the slopes of the tangent lines

are positive and the tangents are getting steeper. So the tangent lines lie below the graph of . Hence, the estimates in

part (a) are too small.

LABORATORY PROJECT Taylor Polynomials

1. We first write the functions described in conditions (i), (ii), and (iii):

 () = ++ 2 () = cos

 0() =  + 2  0() = − sin

 00() = 2  00() = − cos

So, taking  = 0, our three conditions become

 (0) = (0):  = cos 0 = 1

 0(0) =  0(0):  = − sin 0 = 0

 00(0) =  00(0): 2 = − cos 0 = −1 ⇒  = − 1
2

The desired quadratic function is  () = 1− 1
2
2, so the quadratic approximation is cos ≈ 1− 1

2
2.
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