1092 Calculus4 ME Final Exam

June 19, 2021

3 4 11 [-2 1 1 171 [-1
41 1-2| |3 2 1 =21 11 1
1. Let V =span sl ol 2] 24 and W = span 1=l 1] 2
-1 1 3 1 -1 1 1 0

(a) (5 pts) Find the dimension of the vector subspace V.
(b) (5 pts) Find a basis for W. (Hint: a basis is a linearly independent set of vectors that span W)
(c) (2 pts) Show that V and W are not equal.

Solution:
3 -4 -5 -1
. . : 4 -2 -2 1 .
(a) The dimension is the rank of the matrix . 3 9 3 . We find the rank of the matrix
-2 2 -4 1
via Gaussian elimination.
3 -4 -5 -1 1 3 2 3 1 3 2 3
4 -2 =2 1 R -2 2 -4 1 . 0 8 0 7
1 3 2 3 3 -4 -5 -1 0 -13 -11 -10
-2 2 -4 1 4 -2 -2 1 0 -14 -10 -11
13 2 3] 13 9 37
7
L 7
01 0 3 01 0 <
— 11| — 9
00 -11 — 0 1 2
fh 8
0 0 -10 < [0 0 0
The dimension of V is 3. OJ

Alternative methods for (a):

The determinant can be used to determine whether the matrix is full rank.

Z :;L :g _11 -2 -2 1 4 -2 1 4 -2 1 4 -2 -2
det 1 3 9 3 =3det| 3 2 3|+4det| 1 2 3|-5det|1 3 3|+det|1 3 2
59 a1 2 -4 1 -2 -4 1 -2 2 1 -2 2 -4

= 3(-4-12-12-4-24+6)+4(8+12—-4+4+48+2) =5(12+12+2+6-24+2) + (-48+8—-4-12-16-8)
= 150 +280 - 50 - 80 = 0

The rank of the matrix is 4 minus the dimension of the 0-eigenspace (which is found using
-5

Gaussian elimination). The eigenvectors for A = 0 are t, for all £. So the dimension of V' is

1
8
3. O




They can also find the number of non-zero eigenvalues via the characteristic polynomial, which
is A =423 +34)\? - 11\, So the dimension of V is 3. [

Here we also provide the Gaussian elimination without reordering if graders need to check for
mistakes.

=4 -5 -1
4 -5 -1 4 -5 -1
e I L o I L e I B
bz oo o 7o ra orf 0 b 0T
13 23 0 13 11 10 00 -2 9 0 0 —
-2 2 41 0 -2 -22 1 0 0 -96 12 o 0 o o
O
And transposed.
- ~ 41 -2 7
3 4 1 -2 1 % % ?2 1 % % = s 3 7
‘4‘232_>01013—2_,o11.3—0.2_,01“’—%2
=5 -2 2 0 14 11 -22 0 0 -72 -192 o0 1 -
IR 07 10 1 00 9 24 00 o0 b
O
(b) We find a basis of W via Gaussian elimination.
101 -1 -1]
1 1 -1 -1 1 1 -1 -1 1 2 11‘11 :%
12 =2 1| _ [0 -3 -1 2 T N N IR
11 1 1 00 2 2 00 2 2 00 1 %
-1 1 2 0 0 2 1 -1 0o + 1 00 0 0
! 3 3
11707 [0 11171771
1{]3]]o . o 1| |2 |1
The vectors 11 Iy form a basis of W. Because we didn’t switch the rows, 1221y
SINEIRE 1 1]

also form a basis of W.

Alternative methods for (b):

If we start by checking whether the four vectors are linearly independent by definition, we would
be solving a system of equations.

r+y+z-w=0

20—y +22=0
JZ—2y+Z+UJ=0 W=T+Yy+z T=y+z y+4Z=O
———1r+32=0 —
—r-2y+z2+2w=0 y+4z=0
-r+y+z2=0
-r+y+2=0

Sox =3, y=4, z=-1, w =6 is a nonzero solution. The four vectors are linearly dependent.
We can then check if three of them would be linearly independent.

r+y+z=0
20+22=0
r-2y+z2=0 T=y+z
——{-y+22=0
—r—-2y+z2=0
-3y =0

-r+y+2=0

Page 2 of 13




1 1 1

1 -2

Hence x = 0,y = 0,2 = 0 is the only solution. The three vectors 1]l Za| 1] Ave linearly
-1 1 1

independent and form a basis of W. m

(c) From the results of the Gaussian elimination we can see that the vector (0,0,1,1) is in W
but not in V. [l

Alternative methods for (c):

Since both vector subspaces are 3-dimensional, we can check whether they have the same

-5 1

. =7 . . -1].

eigenvectors for A = 0. The vector |18 an eigenvector for V and the vector | | 1san
8 -1

eigenvector for W, not parallel. O

We can also add a vector from V to W and show that the vector subspace would become
4-dimensional.

1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 -2 -2 1 0 -3 -1 2 0 -3 -1 2 0 -3 -1 2
1 1 1 1|1 oo 2 21 7o o 1 1] 7o o 1 1

[1 3 2 3] [0 2 3 4] o o 7 14] [0 o o 7]

Grading:

(a) No points if the method is wrong. 2 points if they only showed that dim(V') # 4 (by
determinant). 1 point off for each minor mistake (algebra, miscopy). 2 points off for each major
mistake (inventing row operations). Do not take more points off for wrong answer if it is a
result of mistakes.

(b) 3 points for finding a basis. 2 points for whether their work showed linearly independence.
Similar to (a), the work is more important than the answer.

(c) Depends on work shown in (a) and (b). Full credit or no credit.
Note:

For (a) and (b) if a minor mistake does not affect the answers, the grader may choose to take
0.5 off instead.

Because of the follow-through rule, they are allowed to say V and W are not equal due to
dimension if they made a mistake in (a) or (b).
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-1 3 1
2. Let A= 3 -1 1]
1 1 1

(a) (8 pts) Find the eigenvalues of A and corresponding eigenvectors given that det(A — Al3) =
A% =A%+ 120

(b) (4 pts) Diagonalize A. That is, find an orthogonal matrix P (i.e. PTP = I3) and a diagonal
matrix D such that PTAP = D.

(c) (4 pts) Determine whether A + 513 is positive definite, negative definite, or indefinite.
(d) (4 pts) Determine whether A — 513 is positive definite, negative definite, or indefinite.

Solution:
(a) det(A = AI3) ==X = A2+ 12X = = A(A2 + A = 12) = =A\(A - 3)(\ + 4). Eigenvalues are 0, 3, —4.

The eigenvectors corresponding to each:

8y+4z=0

dy+22=0
r+y+2=0 yres 2] [-2

A=0—A-A3=|3 -1 1|—<3z-y+2=0
1 1 1

-1 3 1 —-r+3y+2=0
r=3y+z
{ —lyl=|1]|t

Ty—-"72=0

A=3—A-A=|3 -4 1|—1{3x-4y+2=0
-Ty+72=0

-4 3 1 —Adr+3y+2=0
r=—y+2z
1 1 -2 {

r+y—-22=0

3r+3y+z2=0
z=—3x-3y

x
A=—-4— A-N3= — 313x+3y+2=0 ——>{—2:L’—2y:0 —|yl=|-1]t
z

— W W
— W W
S G —

r+y+52=0

0
0 [, then P is orthogonal and PTAP =
-4

(b) Hence if P = and D =

1
. S-Sl
|l\9 = =)
ST I
ol — [\
l
o O O
O W O

al- sl &l

(c) A+513 = is Positive Definite. The eigenvalues of A+513 are 1,5, 8, all positive. [

— W A~
— s
()R

They can also convert to v? (A +5I3)v = 42 + 4y* + 62% + 62y + 2wz + 2yz and complete the
squares:

4% + 4y* + 622 + 62y + 202 + 2z = 3(w+y)? + (v +2)? + (y+2)2 +422 20




4 3 1
Or use Sylvester’s criterion for the matrix A+5I3=13 4 1]|.
116
detA; =4>0, detA;=16-9=7>0, detA3=96+3+3-4-4-54=40>0. [
-6 3 1
(d) A-5I3=|3 -6 1 |is Negative Definite. The eigenvalues of A —5I3 are -9, -5,-2, all
1 1 -4
negative. O

They can also convert to v (A - 5I3)v = 622 — 6y* — 42% + 62y + 222 + 2yz and complete the
squares:

612 - 6y — 427 + 6oy + 222 +2yz = -3(x +y)? - (v +2)* - (y+ 2)? - 22% - 2y* - 222 <0

O
-6 3 1
Or use Sylvester’s criterion for the matrix A-5I3=13 -6 1 |[.
1 1 -4
detA; =-6<0, detA;=36-9=27>0, detA3=-144+3+3+6+6+36=-90>0. O

Grading:
a) 2 points for eigenvalues. 2 points for each corresponding eigenvector.
g g

(

b)
(c) 1 point for the correct conclusion. 3 points for justifying their result.
d)

(

In general, 1 point off for each minor mistake (algebra, miscopy). 2 points off for each major
mistake (inventing new math).

3 points for P and 1 point for D.

1 point for the correct conclusion. 3 points for justifying their result.

If they get a zero vector as eigenvector, then they get no points for the eigenvector AND lose
points for (b).
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3. Maximize f(z,y,2) = yz subject to x + 2z =1, 2% +3* <6, 2 > 0.
(a) (4 pts) Check whether the NDCQ is satisfied.
(b) (8 pts) Write out the Lagrangian function and the first order conditions.

(c) (8 pts) Solve the constrained optimization problem given that the constraints form a closed and
bounded region.

Solution:

(a) The equality constraint is hA(x,y,z) =z + z = 1. The inequality constraints are
gl(x>yaz) = .’ﬂ2 + y2 < 6 and 92($ay7z) =-z<0. Vh = (17071)7 Vgl(xayaz) = (2x72ya0)a and
Vga(z,y,2) = (0,0,-1) (2 pt)

If both ¢; and g, are binding, then z = 0, z = 1, and y = +V/5. In this case, VA = (1,0,1),
Vai = (2,+2V/5,0) and Vg = (0,0,-1) are linearly independent. (0.5 pt)

If only g; is binding, then 2* +y* = 6 and Vgi(z,y,2) = (22,2y,0) # (0,0,0). In this case,
Vh=(1,0,1) and Vg; = (22,2y,0) are linearly independent. (0.5 pt)

If only g2 is binding, then z = 0, x = 1. In this case, Vh = (1,0,1) and Vgy = (0,0,-1) are
linearly independent. (0.5 pt)

If neither g; nor go are binding, then we just need to check Vh = (1,0,1) which is not (0,0,0).
(0.5 pt)

The above discussion shows that on the constraint set, Vh and gradient(s) of binding inequality
constraint(s) are linearly independent. Hence the NDCQ is satisfied.

(b) Lagrangian function L(x,y, z, i, A1, \2) =yz —p(z+2-1) = A (2® + 4% = 6) + Xpz. (1 pt)

First order conditions:
Ly=-pu-2xX\ =0 (1pt)

L,=2z-2y\ =0 (1pt)
L.=y-p+A=0 (Ipt)
MLy, =M\(6-22-9y*) =0 (1pt)
Aoz =0 (1pt)
1-2-2=0, 22+9y*<6, 220 (1pt)
A >0, \a>0 (1pt)

(c) Since f(z,y,z) = yz is zero when z =0, we can assume z >0 and Ay = 0.
(1 pt for ruling out the case Ay > 0.)

Now we have p+ 22X\ =0, 2y\y =2, y=pu, v+2z=1, \(6-2*-y*) =0.

If A =0, thenz=1,y=0,2=0,4=0and f(1,0,0) =0. (1 pt for the case A\; =0.)
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If \; # 0, then 2% + y?> = 6. Replace p and z to get 22X\ +y = 0, 2y\; = 1 — 2. Hence
22y\; = —y* =2 — 2% So we get 222 —x -6 = (22 +3)(x - 2) = 0.

V15 5
2’ 2/15

-3 )
If x = 2, then z = —1(not valid). If z = > then z = 3" Then we get y = pu =

(If y is negative then A\; <0.) The solution satisfies all our conditions.
(5 pts for the case A\; >0 and the complete solution (z*,y*,z*) and p*, A;. )

9V 15 -3 V15 5
at a0 o a0l (1 pt)
4 2 2 2

The maximum of f(z,y,2) =yz is
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4. Suppose that you keep ¢ hours a day as leisure time and 16 —¢ hours to tutor with wage 400 dollars
per hour. Your daily budget is 200+400(16—¢) and you spend money on food and clothes with prices

250 and 350, respectively, per unit. If you consume z units of food and y units of clothes, then your
oU

utility function U(z,y,t) depends on x, y and hours of leisure time ¢, where e >0, Fm >0, and
T Y
3_U > 0. Now you want to maximize U(z,y,t) under the constraints 250z + 350y < 200 +400(16 -t),
£<16,t>0, >0, y>0.
(a) (8 pts) Write down the Kuhn-Tucker Lagrangian function, L(x,y,t, A1, A2), and the first order
conditions in the Kuhn-Tucker formulation.
(b) (4 pts) Show that if (z*,y*,t*) is a maximizer, then the constraint 250z+350y < 200+400(16-t)
is binding at (z*,y*,t*).
(c) (6 pts) Show that if (z*,y*,t*) is a maximizer satisfying x* >0, y* >0, and 0 < t* < 16, then

ou ot t*)i_a_U(x* * t*)i_ a_U(x* * t*)i
ot Yt a00 T e Y M 950 T ey Y 0 380

Solution:

(a) L(z,y,t, 1, 22) = U(x,y,t) = M\ (2502 + 350y — 200 — 400(16 — 1)) = Ao (t - 16) (1 pt)
At the maximizer (z*,y*,t*), there are A\} and \j s.t.

oL _ou
oxr Oz
oL oU
= * * t* _ A*
oL _ou
ot ot
a:*a—Lzaz*(a—U(x{,xE,t*)—%O)\f)=0
or ox
oL oU
* T (2 * * tx— _ )\x— —
*aL_ * aU * * gk * V) _
E‘t(at(xayat) 400/\1 )\2)—0(2pt8)

oL oL
3. — =-2502" - 350y* +200+400(16 -t*) >0, — =-t"+16>0 (1 pt
L oL
4N AF(=250z* - 350y* + 200 + 400(16 — t*)) = 0, Nooy = As(=t* +16) =0 (1 pt)
1 2

5. A7 >0and A\; >0 (1 pt)

(z*, 4", t") - 250A\F <0

x* Yy, ") =400\ — A5 <0 (2 pts)

(Students get full credits about the FOC with (x,y,t), A1, Ay instead of (z*,y*,t*), A}, A3.)
(b) If 2502 + 350y* < 200 + 400(16 — £*), then A} = 0 (1 pt)

oU U

However, this implies that 8—(x*,y*,t*) <0 and a—(x*,y*,t*) <0. (2 pts)
T Y
oU
This contradicts the assumptions that 2 Dz >0. (1 pt)
T

T
Hence we must have 250x* + 350y* = 200 + 400(16 — t*).

(c) Since t* < 16, we have A\; =0 (1 pt).
* * : aU * * * * aU * * * *
Because z* > 0,y* > 0, we derive 8—(x Ly, 1) = 2507 = 0 and a—(x Ly, ) = 350A] = 0.
T Y
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(2 pts)
Also, 0 < t* implies that %—lt](x*,y*,t*) —400A] = A = aa—[t](x*,y*,t*) - 4007 =0 (1 pt)
o OU 1 0U 1 0U 1

Thus at the maximizer (z*,y*,t"), 97250 - 9y 350 © 0t 100 = A7 (2 pts)
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5. Consider the problem of maximizing f(z,y,z) = xyz subject to 2x +y + 2z = 18, and = + 2y + z = 18.

(a) (1 pts) Write down the Lagrangian function for this problem, L(x,vy, z, i1, tt2), where p; and

[ are the Lagrange multipliers.

Solution:

Grading scheme: 1 pt for the correct answer no partial credit for this part.
Solution: The Lagrangian function is

L(w,y, 2, pur, p2) = 2yz — pun (20 +y + 2 = 18) — pa( + 2y + 2 - 18).

(b) (2 pts) Check whether the NDCQ is satisfied.

(d)

Solution:

Grading scheme: 0.75 pt for computing Vhq, 0.75 pt for computing Vhs, 0.5 pt for stating
the rank is 2.

Solution: We have two constraint equalities hq(x,y,2) = 2z +y + 2z = 18 and hs(z,y,2) =

o [vm] 2 11 2 1 1] .. N
r+2y+2z=18. [Vh2:| = [1 9 1]. The rank of [1 9 1] iis 2. So NDCQ is satisfied.

(4 pts) Write down the first order conditions for this problem.

Solution:

Grading scheme: 0.8 pt for each part
Solution: We have to compute

OL
a—:yz—%_,@:o

T

OL

STz —2p2=0

dy

oL 0

— =Yy - — =

G Y= p1— 2

OL
—=—2r+y+2-18)=0
aul

0L
—=—(r+2y+2-18) =0
o (z+2y )

(7 pts) Show that the solution of the first order conditions are (z,vy, z, pi1, 12) = (4,4,6,8,8) or
(z,y,2, 11, 12) = (0,0,18,0,0). (You have to show your steps to get complete credits).

Solution:

Grading scheme: There are two solution. Each solution 3.5 point. Given partial credit
accordingly.

Solution: We have xyz — (2u1 + p2)x = xyz — (pg + 2p2)y = xyz — (p1 + p2)z = 0.

Using 2z +y + z = 18 and = + 2y + z = 18, we add previous three equations to get

Bryz = (2x +y+2) + po(z + 2y + 2) = 18(puq + pa).

From xyz — (i + p9)z =0 and xyz = 6(pq + o) we have z = 6 if g + o # 0. Now 2z +y = 12
and x +2y =12. Then x =4 and y =4. Then 2u; + o = 24 and py + po = 16. Then pg = 8
and ps = 8. So (x,y, 2, p1, o) = (4,4,6,8,8).
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If 41+ po = 0 then zyz =0. Hence x =0, y =0 or 2 =0. If 2 =0 then puy +2pus =0, pg + po = 0.
This gives p1 = o = 0. If x =0 then y+ 2 =18 and 2y + z = 18. Thus y =0 z = 18 Thus
(z,y, 2, p1, 1) = (0,0,18,0,0).

If y =0 then puy = ue =0, x =0,z =18. Thus (x,y, 2, 1, p2) = (0,0,18,0,0) If 2 = 0 then
= e =0, y=06z=06. But this doesn’t satisty zy = 0.

(e) (7 pts) Check the second order conditions at (x,y, z, i1, po) = (4,4,6,8,8) and (x,y, z, i1, p2) =
(0,0,18,0,0). Show that (4,4,6) a local maximizer and (0,0, 18) is a local minimizer.

Solution:

Grading scheme: There are two solution. Each solution 3.5 point. Given partial credit
accordingly.

Solution:

The constraint equations are hy(x,y.z) = 2x +y + z = 18 and ho(z,y.2) =z + 2y + z = 18

Vhi=(2,1,1) and Vhy = (1,2,1). rank [gzll =rank l2 L 1] =2. So NDCQ holds.
2

1 21
Recall
Z—L=yz—2u1—uz=0
x
a—L:xz—,ul—Q,ug:O
dy
oL
gzwy—ﬂl—lh:()
We have
0’L J’L J’L
— = 0, =z, =y
Ox? Jxdy 0x0z
0*L 0%L 0L
— = 0, =xr, —=0
0y? 0y0z 072
00211
001 21
So the bordered hessian matrix of Lagrangianis H=|2 1 0 z y
1 2 2 0 =z
11y 2 0
00 211
001 21
At (z,y, 2, 1, p2) = (4,4,6,8,8), wehave H=12 1 0 6 4
1 26 0 4
1 1 440
Nown=3k=2.2k+1=5n+k=5.
00 211 0o 0 2 1 1
001 21 0o 0 1 2 1
We just need to compute Hs = det(H) = det|2 1 0 6 4| =det|0 -1 -8 -2 4
1 26 0 4 0O 1 2 -4 4
11440 11 4 4 0
2 1 1 2 1 1
8121 8121 2 b 0 =3 -
= det = det =(-)f1 2 1{=(CDJ1 2 1]-=
-1 -8 -2 4 0 -6 -6 8 6 6 8 0 6 14
1 2 -4 4 1 2 -4 4
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)—INH
Dm

-3 -1
[6 14]——36<0
(-1)% =1 (-1)" = -1. So it is negative definite and it is a local maximizer.
00 2 1 1
00 1 2 1
At (x,y, 2, 1, p2) = (0,0,18,0,0), we have H=[2 1 0 18 0
1 218 0 O
1 1.0 0 O
00 2 1 1 0 0 2 1 1
00 1 2 1 0 0 1 2 1 0 ? L i 8 ?
detH =det]|2 1 0 18 0O|=det|0 -1 0 18 0|=det = det
-1 0 18 0 0 18
12 18 0 O 0 1 18 0 0 1 18 0 0 118
110 0 O 1 1 0 0 O
2 1 1 2 11 0 -1 1
= (-Ddet| 1 2 1|=(-18)det|1 2 1|=(-18)det|0 1 1
18 18 0 110 1 1 0
-1 1
:(—18)det[1 1]=36.
Now k=2. (-=1)* =1>0. So it is positive definite and it is a local minimizer.

(f) (1 pt) Does f(z,y,z) = xyz have a global maximum or global minimum subject to 2x+y+2z = 18,
and x + 2y + 2z =187

Solution:

Grading scheme: 0.3 point for finding the parametric equation of the line. 0.3 pt for finding
f in one variable. 0.4 point to explain f goes to oo as the point goes to oo.

Solution: The constraint set 2z +y + 2z = 18, and = + 2y + z = 18 is a line. First, we have
2r+y+z-2(x+2y+2)=18-36, i.e. -3y—z=-18. Hence z=-3y+18, x =18 -2y -z =
18 = 2y + 3y — 18 = y. Thus the constraint set can be expresses ad = = y,z = -3y + 18.
f(z,y,2) =y-y-(-3y+18) = —3y> + 18y* on the constraint set. lim f = —co and lim f = oco.

Y—>00 Y—>—00

So f doesn’t have a global maximum and a global minimum.

(g) (4 pts) Estimate the value of the local maximum of the following function f(z,y,2) = zyz
subject to 2z +y + 2 =18.1, and = + 2y + z = 18.2.

Solution:

Grading scheme: One point for setting up the right problem.
a * * *
One point for pointing f(z (@1762),3/8(@1,662)% (a1,az)) = 1% (ar, a2)
ai
8][(1'*(0,1, CLQ)? y*(ala a2)7 Z*(ala (12))

3@2

= p3(ay,az). One point for

and one point for pointing

getting the right answer.
Solution: (z*(ay,az2),y* (a1, as2),z*(a1,a2), pui(ar,as), pus(a,az)) be the local maximizer
and the multipliers of the following function.
Let f(x,y,z,a) = zyz subject to hy(x,y,2) =2x+y+2=18+a; and = + 2y + z = 18 + as.
We have

(27(0,0),57(0,0),27(0,0), 11 (0,0), 13(0,0)) = (4,4,6,8,8)
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We have

Of (z*(ay,az2),y* (a1, as2),z*(a1,as))
daq

Of (x*(a1,a2),y*(a1,a2),2*(a1,az))
day

= i (a1, a9) and

=M5(a17a2)-

Thus

(9f(a:*(a1, a2), y*(ah Clz), Z*(al,
8&1

UG o)y (nete) 2 0e)) ) -

az)) - _
|(070) = 117(0,0) =8 and

Thus

£(2°(0.1,0.2), 5*(0.1,0.2), 2*(0.1,0.2))
N f(x*(0,0),y*(0,0), Z*(0,0) + MI((]?O) 0.1+ ,U/;(0,0) -0.2
=96+0.8+1.6=98.4

(h) (4 pts) Estimate the value of the local maximum of the following function f(x,y, 2) = zyz+0.1x
subject to 2z +y + 1.12 =18, and x + 2y + 2z = 18.1.

Solution:

Grading scheme: One point for setting up the right problem. One point for getting the

Lagrangian L(x,y,z, i1, 2, a) = zyz+ax—pu1(2r+y+ (1 +a)z—18) — po(x + 2y + 2 — 18 —a)
: . : L . : :

One points for computing the right Da One point for getting the right answer.

Solution: Let f(x,y, z,a) = xyz+ax, hi(z,y, z,a) = 2x+y+(1+a)z = 18 and z+2y+2z = 18+a.

Let (z*(a),y*(a),z*(a).pui(a), u3) be the local maximizer and the multipliers of the fol-

lowing function Let f(x,y,z,a) = xyz + ax subject to hi(x,y,z,a) =2x+y+ (1 +a)z =18

and r+2y+ 2 =18 +a.

We know that (z*(0),y*(0),2*(0), #7(0), u5(0)) = (4,4,6,8,8).

N (@ 2D D) O 13, (), 2 (@), i @), 13 ) )

We also have
Note that
L(x,y, 2, pa, po,a) =xyz +ax — 1 (2z +y + (1 +a)z = 18) — uo(x + 2y + 2 — 18 — a).

L
Then 8_ =T — 12+ o
da

50 PUa(a), y;i“)’ 9| 2 (0) - 11 (0)2°(0) + 3 (0) = 4- 8648 = ~36.
Then

F(2*(0.1),45*(0.1), 2*(0.1),0.1)
« F(2*(0),57(0), 2 (0).0) + (df((:c*(a),y*(a),Z*(a),a)

da
=96+ (-36) » 0.1 =92.8.

)-0.1

a=0
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