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#### Abstract

In this work, we study the inverse scattering problem of determining an unknown refractive index from the far-field measurements using the Bayesian approach. Our aim is to prove the Bernstein-von Mises theorem for this inverse scattering problem when the unknown coefficient is in a class of piecewise constant functions. We also provide numerical simulations based on the MCMC algorithm combining with a Gibbs-type sampling and MALA to verify the Bernstein-von Mises theorem.


## 1. Introduction

In this paper, we apply the Bayes method to the inverse scattering problem having a piecewise constant coefficient as the unknown refractive index. Our aim is to prove a Bernstein-von Mises theorem and uncertainty quantification of the estimation by the posterior mean. To describe the inverse problem, let $q \in L^{\infty}\left(\mathbb{R}^{n}\right)$ be a complex-valued function satisfying $q \equiv 0$ in $\mathbb{R}^{n} \backslash \bar{B}$, where $B$ is some open ball in $\mathbb{R}^{n}(n=2$ or 3$)$. We consider the propagation of an acoustic wave in $\mathbb{R}^{n}$ scattered by the inhomogeneous medium $q$. Let $u_{q}=u^{\text {inc }}+u_{q}^{\text {sca }}$ satisfy

$$
\begin{equation*}
\Delta u_{q}+k^{2}(1+q) u_{q}=0 \quad \text { in } \quad \mathbb{R}^{n}, \tag{1.1}
\end{equation*}
$$

and the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|x|^{\frac{n-1}{2}}\left(\frac{\partial u_{q}^{\mathrm{sca}}}{\partial|x|}-i k u_{q}^{\mathrm{sca}}\right)=0 . \tag{1.2}
\end{equation*}
$$

Assume that $u^{\mathrm{inc}}$ is the plane incident field, i.e. $u^{\mathrm{inc}}=e^{i k x \cdot d}$ with $d \in \mathbb{S}^{n-1}$. Then the scattered field $u_{q}^{\text {sca }}$ satisfies

$$
\begin{equation*}
u_{q}^{\mathrm{sca}}(x, d)=\frac{e^{i k|x|}}{|x|^{\frac{n-1}{2}}} u_{q}^{\infty}(\hat{x}, d)+O\left(|x|^{-\frac{n+1}{2}}\right) \quad \text { as } \quad|x| \rightarrow \infty, \tag{1.3}
\end{equation*}
$$

where $\hat{x}=x /|x|$, see for example, [Ser17, Page 232]. The inverse scattering problem is to determine the perturbation of the refractive index $q$ from the knowledge of the far-field pattern or scattering amplitude $u_{q}^{\infty}(\hat{x}, d)$ for all $\hat{x}, d \in \mathbb{S}^{n-1}$ at one fixed energy $k^{2}$. The investigation of the inverse scattering problem of identifying the inhomogeneity or the obstacle has been well documented. We refer the reader to [CK19, CC14, CCH22, KG07, NP15] and references therein for the thorough development of the problem. On the other hand, the book [Che18] describes related results from the engineer's viewpoint.

It was known that the far-field pattern $u_{q}^{\infty}(\hat{x}, d)$ uniquely determines the near-field data of (1.1) on $\partial B$, which in turn, determines the Dirichlet-to-Neumann map of (1.1) provided $k^{2}$

[^0]is not an Dirichlet eigenvalue of $\Delta+k^{2}(1+q)$ on $B$, for example, see [Nac88]. Combining this fact and the uniqueness results proved in [SU87, Buk08], one can show that the far-field pattern $u_{q}^{\infty}(\hat{x}, d)$ for all $\hat{x}, d \in \mathbb{S}^{n-1}$ uniquely determines $q$, at least when $q$ is essentially bounded. For the stability, a log-type estimate was derived in [HH01] reflecting the severe ill-posedness of the inverse problem. However, a Lipschitz stability estimate for the inverse scattering problem with a piecewise constant refractive index was proved in [Bou13] or in [AS22] by $u_{q}^{\infty}(\hat{x}, d), \forall \hat{x}, d \in \mathbb{S}^{n-1}$ or by $u_{q}^{\infty}(\hat{x}, d)$ for finite number of $\hat{x}, d$, respectively.

A nonparametric Bayesian approach for estimation of the unknown inhomogeneity of the refractive index $q$ from noisy discrete measurements of the far-field pattern $\left\{u_{q}^{\infty}\left(\hat{x}_{i}, d_{j}\right)\right\}$ for a suitable set of $\hat{x}_{i}, d_{j} \in \mathbb{S}^{n-1}$ was recently studied in [FKW23], where the consistency of the posterior distribution with a contraction rate of $(\ln N)^{-\delta}$ for some $\delta>0$ was established, where $N$ is the number of statistical experiments. We remark that the logarithmic-type contraction rate is due to the severe ill-posedness of the inverse scattering problem. There is a vast of literature investigating the consistency of the nonparametric Bayes method for both linear and nonlinear inverse problems. We refer the reader to [ALS13, ASZ14, GGVDV00, KVDVvZ11, Ray13, Vol13, AN20, GN20, Kek22, MNP21a] and references therein. Furthermore, two nice monographs [GVdV17, Nic23] contain more exhaustive references.

Inspired by the result in [Boh22], where the EIT problem was studied in the case of piecewise constant conductivities, we will study the statistical guarantees for the inverse scattering problem when the inhomogeneity $q$ lies in a fixed finite dimensional space. The goal is to prove the Bernstein-von Mises (BvM) theorem and to establish the estimation of $q$ by posterior means with optimal convergence guarantees. The optimality is understood in the sense of the asymptotic minimax optimal variance for estimators of $q$ with square loss. The BvM theorem implies that credible sets have valid frequentist coverage of true parameter asymptotically. Under the condition that the unknown parameter $q$ is piecewise constant, the main theorem can be regarded as a parametric BvM theorem. For more general description of the parametric BvM theorem, we refer to [VdV00] for further details.

In addition to the theoretical study of the BvM theorem, we also provide a numerical verification of the theorem in this paper. The key is to sample the posterior distribution obtained from the Bayes formula and to compute the posterior mean. Our numerical method is based on the MCMC algorithm combining with a Gibbs-type sampling and MALA (Metropolisadjusted Langevin algorithm). The simulations in Section 6 clearly demonstrate that the posterior mean is an efficient estimator of the unknown piecewise constant inhomogeneity $q$.

This paper is organized as follows. In Section 2, we formulate the inverse scattering problem in the statistical setting and state the main results. We then describe the consequences of the BvM theorem, Theorem 2.4, in Section 3. In Section 4, we prove some analytic aspects of the inverse scattering problem in the case of piecewise constant inhomogeneity $q$. In Section 5, we present the proofs of theorems stated in Section 2. Finally, some numerical simulations are given in Section 6.

## 2. GENERAL FRAMEWORK AND MAIN RESULTS

In this section, we will follow the framework introduced in [MNP21b], [NP21], or [Boh22] to setup the statistical model. Let $(\mathcal{X}, \mathcal{A}, \lambda)$ be a probability space and $V$ be a finitedimensional vector space of fixed dimension $D$ with inner product $\langle\cdot, \cdot\rangle_{V}$ and norm $\|\cdot\|_{V}$. We denote $L^{\infty}(\mathcal{X}):=L^{\infty}(\mathcal{X}, \mathcal{A}, \lambda)$ the bounded measurable functions and $L^{2}(\mathcal{X}):=L^{2}(\mathcal{X}, \mathcal{A}, \lambda)$
the space of $\lambda$-square integrable functions with corresponding inner product $\langle\cdot, \cdot\rangle_{L^{2}(\mathcal{X})}$. On the other hand, let $P$ be a probability measure on the product space $V \times \mathcal{X}$ and $L^{2}(P)=$ $L^{2}(V \times \mathcal{X}, P)$ the square integrable functions on $V \times \mathcal{X}$ with respect to $P$.

Let $\Theta$ be the set of parameters which is a bounded subset of $K$-dimensional space. The inverse problem is encoded in a forward map

$$
G: \Theta \rightarrow L^{2}(\mathcal{X}), \quad \Theta \ni \theta \rightarrow G_{\theta}
$$

We consider the measurement model with Gaussian noise

$$
\begin{equation*}
Y_{i}=G_{\theta}\left(X_{i}\right)+\varepsilon_{i}, \quad i=1, \cdots, N \tag{2.1}
\end{equation*}
$$

where $X_{i} \stackrel{i i d}{\sim} \lambda$ and $\varepsilon_{i} \stackrel{i i d}{\sim} \mathcal{N}_{D}(0, I)$, a $D$-variant normal distribution with mean 0 and covariance $I$. Here $N$ denotes the number of experiments. We also assume that $\left\{X_{i}\right\}_{i=1}^{N}$ and $\left\{\varepsilon_{i}\right\}_{i=1}^{N}$ are drawn independently. Let $P_{\theta}$ be the probability distribution of $\left(Y_{1}, X_{1}\right)$ and $P_{\theta}^{N}=P_{\theta} \otimes \cdots \otimes P_{\theta}$ the law of the random vector $Z_{N}=\left\{\left(Y_{i}, X_{i}\right), i=1, \cdots, N\right\}$. We use $E_{\theta}^{N}$ to represent the corresponding expectation operator. Finally, we denote the sequence of experiments $\mathcal{P}_{N}=\left\{P_{\theta}^{N}: \theta \in \Theta\right\}$. For $N=1$, we write $\mathcal{P}=\mathcal{P}_{1}=\left\{P_{\theta}: \theta \in \Theta\right\}$, which is sometimes called model or experiment.

Next we put the inverse scattering problem with a piecewise constant medium into the framework described above. Assume that $\left\{\hat{x}_{j}: j \in \mathbb{N}\right\} \subset \mathbb{S}^{n-1}$ and $\left\{d_{l}: l \in \mathbb{N}\right\} \subset \mathbb{S}^{n-1}$ are two dense subsets of $\mathbb{S}^{n-1}$ (possibly identical). Let $S \in \mathbb{N}$ be chosen (will be specified later) and set $(\mathcal{S}, U)=\{(1, \cdots, S)$, Uniform $\}$. We consider two kinds of observation data corresponding to (2.1). Let $q=q_{\theta}$ be determined by $\theta \in \Theta$ and define $G_{\theta}$ through the far-field pattern $u_{q}^{\infty}(\hat{x}, d)$.
(I) Consider the iid random samples $X_{i} \in(\mathcal{X}, \lambda)=(\mathcal{S}, U), i=1,2, \cdots, N$. Let us denote

$$
\begin{aligned}
& G_{\theta}\left(X_{i}\right) \\
= & \left(\operatorname{Re}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}}, d_{1}\right)\right), \operatorname{Im}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}}, d_{1}\right)\right), \cdots, \operatorname{Re}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}}, d_{S}\right)\right), \operatorname{Im}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}}, d_{S}\right)\right)\right)^{T} .
\end{aligned}
$$

Note that $G_{\theta}\left(X_{i}\right) \in \mathbb{R}^{2 S}$ and thus $V=\mathbb{R}^{2 S}$, i.e., $D=2 S$.
(II) Next, we consider $X_{i}=\left(X_{i}^{(1)}, X_{i}^{(2)}\right) \in(\mathcal{X}, \lambda)=(\mathcal{S} \otimes \mathcal{S}, U \otimes U), i=1, \cdots, N$, and set

$$
G_{\theta}\left(X_{i}\right)=\left(\operatorname{Re}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}^{(1)}}, d_{X_{i}^{(2)}}\right)\right), \operatorname{Im}\left(u_{q}^{\infty}\left(\hat{x}_{X_{i}^{(1)}}, d_{X_{i}^{(2)}}\right)\right)\right)^{T}
$$

In this case, $G_{\theta}\left(X_{i}\right) \in \mathbb{R}^{2}$ and $V=\mathbb{R}^{2}$, i.e., $D=2$.
Now we describe the parameter space $\Theta$. Let $\left\{B_{i}\right\}_{i=1}^{J}$ be non-empty open subsets of $B$ satisfying $B_{i} \cap B_{j}=\emptyset$ for $i \neq j$ and $\bar{B}=\cup_{i=1}^{J} \bar{B}_{i}$. Let $l, L, m, M$ be real numbers with $m>0$ and $\left\{q_{i}\right\}_{i=1}^{J}$ be complex numbers satisfying

$$
\begin{equation*}
\ell \leq \operatorname{Re}\left(q_{i}\right) \leq L, \quad m \leq \operatorname{Im}\left(q_{i}\right) \leq M, \text { for } i=1, \cdots, J \tag{2.2}
\end{equation*}
$$

We then assume the refractive index $q=\sum_{i=1}^{J} q_{i} \chi_{i}$, where $\chi_{i}$ is the characteristic function of $B_{i}$ and $q_{i}$ satisfies (2.2). In other words, the parameter space is

$$
\begin{equation*}
\Theta=([\ell, L] \times[m, M])^{J} \subset \mathbb{R}^{2 J} \tag{2.3}
\end{equation*}
$$

namely, $K=2 J$, and $\theta=\otimes_{i=1}^{J}\left(\operatorname{Re}\left(q_{i}\right), \operatorname{Im}\left(q_{i}\right)\right) \in \Theta$.
Let us consider a prior $\Pi$ on $\Theta$ with a continuous and positive Lebesgue density $\pi(\theta) \in$ $C(\Theta,(0, \infty))$, i.e.,

$$
\begin{equation*}
d \Pi(\theta)=\pi(\theta) d \theta \tag{2.4}
\end{equation*}
$$

By Bayes' formula, the posterior distribution $\Pi\left(\cdot \mid Z_{N}\right)$ given the observation data $Z_{N} \in$ $(V \times \mathcal{X})^{N}$ is

$$
\Pi\left(A \mid Z_{N}\right)=\frac{\int_{A} e^{\ell_{N}(\theta)} d \Pi(\theta)}{\int_{\Theta} e^{\ell_{N}(\theta)} d \Pi(\theta)}
$$

for any Borel set $A \subseteq \Theta$, where

$$
\ell_{N}(\theta)=\ell_{N}\left(\theta \mid Z_{N}\right)=-\frac{1}{2} \sum_{i=1}^{N}\left\|Y_{i}-G_{\theta}\left(X_{i}\right)\right\|_{V}^{2}
$$

is the joint log-likelihood function.
To state main theorems, we would like to describe "information theoretic" features of the model $\mathcal{P}$.

Definition 2.1. The model $\mathcal{P}=\left\{P_{\theta}: \theta \in \Theta\right\}$ is said to be differentiable in quadratic mean (DQM) if there exists a linear map (score operator of $\mathcal{P}$ at $\theta$ )

$$
\mathbb{A}_{\theta}: \mathbb{R}^{K} \rightarrow L^{2}\left(V \times \mathcal{X}, P_{\theta}\right)
$$

such that

$$
\begin{equation*}
\int_{V \times \mathcal{X}}\left[d P_{\theta+h}^{1 / 2}-d P_{\theta}^{1 / 2}-\frac{1}{2} \mathbb{A}_{\theta}[h] d P_{\theta}^{1 / 2}\right]^{2}=o\left(\|h\|^{2}\right) \quad \text { as } \quad\|h\| \rightarrow 0 \tag{2.5}
\end{equation*}
$$

where $\|h\|$ is any equivalent norm of $\mathbb{R}^{K}$. The information matrix/operator of $\mathcal{P}$ at $\theta$ is defined by

$$
\begin{equation*}
\mathbb{N}_{\theta}=E^{P_{\theta}}\left[\mathbb{A}_{\theta}^{T} \mathbb{A}_{\theta}\right]: \mathbb{R}^{K} \rightarrow \mathbb{R}^{K} \text {, i.e., } \mathbb{N}_{\theta} \in \mathbb{R}^{K \times K} \tag{2.6}
\end{equation*}
$$

Remark 2.2. As explained in [Boh22, Remark 4.3], $\mathbb{A}_{\theta}^{T}(Y, X)=\dot{\ell}_{\theta}(Y, X)$ and $\mathbb{N}_{\theta}=$ $E^{P_{\theta}}\left[\dot{\ell}_{\theta}(Y, X) \dot{\ell}_{\theta}^{T}(Y, X)\right]$. We refer to $[V d V 00,(5.38)]$ for the definition of $\dot{\ell}_{\theta}(Y, X)$.

The first theorem is to prove the invertibility of the information matrix $\mathbb{N}_{\theta}$ in our inverse scattering problem.

Theorem 2.3. Let the model $\mathcal{P}$ arise from the statistical scattering experiment (2.1) with finite dimensional parameters (piecewise constant coefficient described in (2.2)). Then the information matrix $\mathbb{N}_{\theta}$ is invertible.

Next theorem is the main result of the paper, a Bernstein-von Mises theorem for the inverse scattering problem with the piecewise constant coefficient. Denote $\mathcal{L}(\cdot)$ the law of a random variable in $\mathbb{R}^{K}$ and $\|\cdot\|_{\mathrm{TV}}$ the total variation of probability measures on $\mathbb{R}^{K}$. Furthermore, $|\cdot|$ denotes any Euclidean norm in $\mathbb{R}^{K}$.

Theorem 2.4. Let the experiments $\mathcal{P}_{N}, N \in \mathbb{N}$, arise from the statistical scattering experiment (2.1) with the inhomogeneity $q$ defined by (2.3). Assume that the prior $\Pi$ on $\Theta$ is given by (2.4) and $\theta_{0} \in \Theta \backslash \partial \Theta$. Let the observation data $Z_{N}=\left\{\left(Y_{i}, X_{i}\right)\right\}_{i=1}^{N}$ be described in either (I) or (II) above with a sufficiently large $S$ given in Lemma 4.1. Then, if $\theta \sim \Pi\left(\cdot \mid Z_{N}\right)$, then

$$
\begin{equation*}
\left\|\mathcal{L}\left(\sqrt{N}\left(\theta-\Psi_{\theta_{0}, N}\right) \mid Z_{N}\right)-\mathcal{N}_{K}\left(0, \mathbb{N}_{\theta_{0}}^{-1}\right)\right\|_{\mathrm{TV}} \xrightarrow{P_{\theta_{0}}^{N}} 0, \quad \text { as } N \rightarrow \infty \tag{2.7}
\end{equation*}
$$

where $\mathcal{N}_{K}\left(0, \mathbb{N}_{\theta_{0}}^{-1}\right)$ is a $K$-variate normal distribution with mean 0 and variance $\mathbb{N}_{\theta_{0}}^{-1}$, and the re-centering

$$
\Psi_{\theta_{0}, N}=\theta_{0}+\frac{1}{N} \sum_{i=1}^{N} \mathbb{N}_{\theta_{0}}^{-1} \mathbb{A}_{\theta_{0}}\left(Y_{i}, X_{i}\right)
$$

## 3. Consequences of Theorem 2.4

We will postpone the proofs of Theorem 2.3 and 2.4 to Section 5. Here we would like to discuss some interesting consequences of Theorem 2.4. In order to apply Theorem 2.4 to obtain an uncertainty quantification for estimation of $\theta$, we need to choose a more tractable centering instead of $\Psi_{\theta_{0}, N}$. A natural choice is the posterior mean $\bar{\theta}_{N}=E^{\Pi}\left[\theta \mid Z_{N}\right]$, which is computable, for example, via MCMC. In other words, the following holds true:

$$
\begin{equation*}
\left\|\mathcal{L}\left(\sqrt{N}\left(\theta-\bar{\theta}_{N}\right) \mid Z_{N}\right)-\mathcal{N}_{K}\left(0, \mathbb{N}_{\theta_{0}}^{-1}\right)\right\|_{\mathrm{TV}} \xrightarrow{P_{\theta_{0}}^{N}} 0, \quad \text { as } N \rightarrow \infty \tag{3.1}
\end{equation*}
$$

where, as above, $\theta \sim \Pi\left(\cdot \mid Z_{N}\right)$. To prove (3.1), it suffices to show that

$$
\begin{equation*}
\sqrt{N}\left(E^{\Pi}\left[\theta \mid Z_{N}\right]-\Psi_{\theta_{0}, N}\right) \xrightarrow{P_{\theta_{0}}^{N}} 0, \quad \text { as } N \rightarrow \infty \tag{3.2}
\end{equation*}
$$

which can be achieved by following the argument in the proof of [MNP21b, Lemma 4.6] or in Step VII of the proof of [Nic20, Theorem 8]. In carrying out the proof, we need a consistency theorem with explicit contraction rate for the posterior distribution $\Pi\left(\cdot \mid Z_{N}\right)$. This consistency result can be established by using the method in [FKW23]. On the other hand, since $\sqrt{N} \Psi_{\theta_{0}, N} \xrightarrow{d} W$, where $W:=\mathcal{N}_{K}\left(0, \mathbb{N}_{\theta_{0}}^{-1}\right)$, it follows from (3.2) that

$$
\begin{equation*}
\sqrt{N}\left(\bar{\theta}_{N}-\theta_{0}\right) \xrightarrow{d} W . \tag{3.3}
\end{equation*}
$$

On the other hand, from (2.7), we can also derive a consistency theorem for the posterior distribution $\Pi\left(\cdot \mid Z_{N}\right)$ with the optimal contraction rate $1 / \sqrt{N}$. Precisely, for every sequence $\left\{M_{N}\right\}$ with $M_{N} \rightarrow \infty$ such that

$$
\begin{equation*}
\Pi\left(\left|\theta-\theta_{0}\right|>M_{N} / \sqrt{N} \mid Z_{N}\right) \xrightarrow{P_{\theta_{0}}^{N}} 0 . \tag{3.4}
\end{equation*}
$$

Indeed, (3.4) can be proved by using (2.7), Prohorov's theorem, and the CLT applied to $\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \mathbb{N}_{\theta_{0}}^{-1} \mathbb{A}_{\theta_{0}}\left(Y_{i}, X_{i}\right)$.

Another useful application of Theorem 2.4 is the Bayesian uncertainty quantification for $\theta$ and its implication to the frequentist probability coverage of the true parameter. Let $0<\alpha<1$ be a given confidence level. Define Bayesian credible sets $C_{N}$ and the quantiles $R_{N}$ by

$$
C_{N}=\left\{\theta \in \Theta:\left|\theta-\bar{\theta}_{N}\right| \leq R_{N} / \sqrt{N}\right\}, \quad \Pi\left(C_{N} \mid Z_{N}\right)=1-\alpha .
$$

Observe that the determination of credible sets $C_{N}$ requires only the computation of the posterior mean $\bar{\theta}_{N}$ and the quantiles $R_{N}$, which can be calculated numerically by an MCMC method. Following the argument in [Nic23, Sec 4.1.3], let us compute the frequentist coverage of $C_{N}$ as $N \rightarrow \infty$. Denote $\Phi(t)=\operatorname{Pr}(|W| \leq t)$. Consequently, $\Phi$ is continuous and strictly increasing. In view of (3.1), we have

$$
\Phi\left(R_{N}\right)=\Phi\left(R_{N}\right)-\Pi\left(C_{N} \mid Z_{N}\right)+(1-\alpha) \xrightarrow{P_{\theta_{0}}^{N}}(1-\alpha) .
$$

The continuity of the inverse $\Phi^{-1}$ yields

$$
R_{N} \xrightarrow{P_{\theta_{0}}^{N}} \Phi^{-1}(1-\alpha) .
$$

By Slutsky's lemma and (3.3), we obtain

$$
\begin{equation*}
\frac{\Phi^{-1}(1-\alpha)}{R_{N}} \sqrt{N}\left(\bar{\theta}_{N}-\theta_{0}\right) \xrightarrow{d} W . \tag{3.5}
\end{equation*}
$$

Consequently, from (3.5) and the continuity of $|\cdot|$, it yields

$$
\begin{aligned}
P_{\theta_{0}}^{N}\left(\theta_{0} \in C_{N}\right) & =P_{\theta_{0}}^{N}\left(\sqrt{N}\left|\theta_{0}-\bar{\theta}_{N}\right| \leq R_{N}\right) \\
& =P_{\theta_{0}}^{N}\left(\frac{\Phi^{-1}(1-\alpha)}{R_{N}} \sqrt{N}\left|\theta_{0}-\bar{\theta}_{N}\right| \leq \Phi^{-1}(1-\alpha)\right) \\
& \rightarrow \Phi\left(\phi^{-1}(1-\alpha)\right)=1-\alpha
\end{aligned}
$$

In other words, the posterior credible sets $C_{N}$ are efficient frequentist confidence sets for the parameter $\theta_{0}$.

## 4. Some analytic aspects of the inverse scattering problem

In this section, we will review some theoretical aspects of the inverse scattering problem before proving the theorems stated in Section 3. One of the main goal is to very the DQM property for the statistical experiment arising from the inverse scattering problem. Let $u_{q}(x, d)$ be the total field satisfying (1.1) and (1.2). Equivalently, $u_{q}$ can be expressed by the Lippmann-Schwinger integral equation

$$
\begin{equation*}
u_{q}(x, d)=u^{\mathrm{inc}}(x, d)+k^{2} \int_{B} q(y) u_{q}(y, d) \Psi(x-y) d y \tag{4.1}
\end{equation*}
$$

where $u^{\text {inc }}(x, d)=e^{i k x \cdot d}$ and $\Psi(x)$ is the fundamental solution of the Helmholtz operator in $\mathbb{R}^{n}$, i.e.,

$$
\Psi(x)=\left\{\begin{array}{l}
\frac{i}{4} H_{0}^{(1)}(k|x|) \quad(n=2) \\
\frac{e^{i k|x|}}{4 \pi|x|} \quad(n=3)
\end{array}\right.
$$

where $H_{0}^{(1)}(z)$ is the Hankel function of order 0 . The far-field pattern can be explicitly written as

$$
\begin{equation*}
u_{q}^{\infty}(\hat{x}, d)=C_{n} \int_{B} e^{-i k \hat{x} \cdot y} q(y) u_{q}(y, d) d y \tag{4.2}
\end{equation*}
$$

where $u_{q}(x, d)$ is the solution to (4.1), and the constant $C_{n}$ depending on only $n$ is given by

$$
C_{n}=\left\{\begin{array}{l}
\frac{k^{2} \mathrm{e}^{\frac{i \pi}{4}}}{\sqrt{8 \pi k}} \quad(n=2) \\
\frac{k^{2}}{4 \pi} \quad(n=3)
\end{array}\right.
$$

It is not hard to show that for any $\hat{x}, d \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\left|u_{q}^{\infty}(\hat{x}, d)\right| \leq C\|q\|_{L^{\infty}(B)}\left(1+\|q\|_{L^{\infty}(B)}\right) \tag{4.3}
\end{equation*}
$$

where $C>0$ is an absolute constant. Define the forward map

$$
T: L^{\infty}(B) \rightarrow L^{2}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)
$$

by $T q:=u_{q}^{\infty}(\hat{x}, d)$. As mentioned in the Introduction, from [Nac88] and [SU87], we see that

$$
\begin{equation*}
T \text { is injective, } \tag{4.4}
\end{equation*}
$$

i.e., if $q_{1}, q_{2} \in L^{\infty}(B)$ and $T q_{1}=T q_{2}$, then $q_{1}=q_{2}$.

Define $L_{+}^{\infty}(B)=\left\{q \in L^{\infty}(B): \operatorname{Im}(q) \geq m>0\right.$ a.e. $\}$ and $E_{J}=\left\{q \in L^{\infty}(B): q=q_{\theta}=\right.$ $\left.\sum_{l=1}^{J}\left(\theta_{l}+i \tilde{\theta}_{l}\right) \chi_{l},\left(\theta_{1}, \tilde{\theta}_{1}, \cdots, \theta_{J}, \tilde{\theta}_{J}\right) \in \mathbb{R}^{2 J}\right\}$, where $\chi_{l}$ is the characteristic function of $B_{l}$ and $\left\{B_{l}\right\}_{l=1}^{J}$ are domains defined in Section 2. From (4.4), it follows that

$$
\begin{equation*}
\left.T\right|_{E_{J} \cap L_{+}^{\infty}(B)} \text { is injective. } \tag{4.5}
\end{equation*}
$$

Recall from [Bou13, Lemma 3.3, Lemma 3.4] that the mapping $T: L_{+}^{\infty}(B) \rightarrow L^{2}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ is differentiable and its Fréchet derivative at $q \in L_{+}^{\infty}(B), T^{\prime}(q): L^{\infty}(B) \rightarrow L^{2}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$, is bounded and injective. In fact, from [CK19, Theorem 11.6], the Fréchet derivative $T^{\prime}(q)$ can be expressed explicitly by

$$
T^{\prime}(q) h=v_{q, h}^{\infty}(\hat{x}, d) \quad \text { for all } \quad h \in L^{\infty}(B)
$$

where $v_{q, h}^{\infty}$ is the far field pattern of the radiating solution $v=v_{q, h}$ to

$$
\Delta v+k^{2}(1+q) v=-k^{2} h u_{q}(\cdot, d) \quad \text { in } \quad \mathbb{R}^{n}
$$

From [BL05, Lemmas 2.2, 2.3, 2.4, 2.6] (or some related results in [FP21]), we can see that for all $\hat{x}, d \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\left|u_{q+h}^{\infty}(\hat{x}, d)-u_{q}^{\infty}(\hat{x}, d)-\left(T^{\prime}(q) h\right)(\hat{x}, d)\right| \leq C_{0}\left(1+\|q\|_{L^{\infty}(B)}\right)\|h\|_{L^{\infty}(B)}^{2} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{q+h}^{\infty}(\hat{x}, d)-u_{q}^{\infty}(\hat{x}, d)\right| \leq C_{0}^{\prime}\left(1+\|q\|_{L^{\infty}(B)}\right)^{2}\|h\|_{L^{\infty}(B)}, \tag{4.7}
\end{equation*}
$$

for some general constants $C_{0}, C_{0}^{\prime}>0$.
We also prove a (Lipschitz) stability of determining a piecewise constant coefficient $q$ by some finite measurements of the far-field pattern.

Lemma 4.1. Assume that $\left\{\hat{x}_{i}, i \in \mathbb{N}\right\}$ and $\left\{d_{l}: l \in \mathbb{N}\right\}$ are two dense subsets of $\mathbb{S}^{n-1}$ (possibly identical). Let $W$ be a finite-dimensional subspace of $L^{\infty}(B)$ and $\mathcal{K} \subset W \cap L_{+}^{\infty}(B)$ a convex and compact set. Then, there exists a large enough $S_{0} \in \mathbb{N}$ such that if $S \geq S_{0}$

$$
\begin{equation*}
\left\|q_{1}-q_{2}\right\|_{L^{\infty}(B)} \leq C_{1}\left\|\left(u_{q_{1}}^{\infty}\left(\hat{x}_{i}, d_{l}\right)-u_{q_{2}}^{\infty}\left(\hat{x}_{i}, d_{l}\right)\right)_{i, l=1}^{S}\right\|_{2}, \quad q_{1}, q_{2} \in \mathcal{K} \tag{4.8}
\end{equation*}
$$

for some constant $C_{1}>0$. Moreover, for any $q \in \mathcal{K} \subset E_{J} \cap L_{+}^{\infty}(B)$, then for all $S \geq S_{0}$, there exists a constant $C_{2}=C_{2}(S)>0$ such that

$$
\begin{equation*}
\|h\|_{L^{\infty}(B)} \leq C_{2}\left\|\left(v_{q, h}^{\infty}\left(\hat{x}_{i}, d_{l}\right)\right)_{i, l=1}^{S}\right\|_{2}, \quad \text { for all } \quad h \in L^{\infty}(B) \tag{4.9}
\end{equation*}
$$

Proof. Estimate (4.8) is proved in [AS22, Theorem 5]. We will prove (4.9) using the idea in [AS22]. Recall that the far-field pattern is analytic on $\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}$. Since $\operatorname{dim}\left(\mathbb{S}^{n-1} \times\right.$ $\left.\mathbb{S}^{n-1}\right)=2(n-1)$, and $3>\frac{2(n-1)}{2}($ if $n=2,3), H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ is continuously embedded into $C\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$, and so it is a reproducing kernel Hilbert space (RKHS) consisting of continuous functions. Let $Q_{S}: H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right) \rightarrow H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ be the projection onto $Z_{S}$ defined by

$$
Z_{S}:=\operatorname{span}\left\{k_{\left(\hat{x}_{i}, d_{l}\right)}: i, l=1, \ldots, S\right\},
$$

where $k_{\left(\hat{x}_{i}, d_{l}\right)} \in H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ is a reproducing kernel for RKHS $H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ satisfying

$$
f\left(\hat{x}_{i}, d_{l}\right)=\left\langle f, k_{\left(\hat{x}_{i}, d_{l}\right)}\right\rangle_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)}, \quad f \in H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)
$$

By the argument in [AS22, Example 2 and Theorem 7], we have

$$
\begin{equation*}
Q_{S} \rightarrow I_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \quad \text { (in norm topology) }, \text { as } S \rightarrow \infty, \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|Q_{S} f\right\|_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \leq C_{S}\left\|\left(f\left(x_{i}, d_{l}\right)\right)_{i, l=1}^{S}\right\|_{2}, f \in H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right) \tag{4.11}
\end{equation*}
$$

for some constant $C_{S}>0$. In view of (4.10), we can choose a large enough $S_{0} \in \mathbb{N}$ such that for all $S \geq S_{0},\left(I-\left\|I-Q_{S}\right\|\right)>0$. By the injectivity of $T^{\prime}(q): L^{\infty}(B) \rightarrow L^{2}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)$ ([Bou13, Lemma 3.4]), there is a constant $C>0$ such that

$$
\left\|T^{\prime}(q) h\right\|_{L^{2}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \geq C\|h\|_{L^{\infty}(B)}, \quad h \in L^{\infty}(B)
$$

which combining with (4.11) implies

$$
\begin{aligned}
C_{S}\left\|\left(v_{q, h}^{\infty}\left(\hat{x}_{i}, d_{l}\right)\right)_{i, l=1}^{S}\right\|_{2} & \geq\left\|Q_{S} T^{\prime}(q) h\right\|_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \\
& \geq\left\|T^{\prime}(q) h\right\|_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)}-\left\|\left(I-Q_{S}\right) T^{\prime}(q) h\right\|_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \\
& \geq\left(I-\left\|I-Q_{S}\right\|\right)\left\|T^{\prime}(q) h\right\|_{H^{3}\left(\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}\right)} \\
& \geq C\left(I-\left\|I-Q_{S}\right\|\right)\|h\|_{L^{\infty}(B)},
\end{aligned}
$$

and thus (4.9) with $C_{2}=C_{S}\left[C\left(I-\left\|I-Q_{S}\right\|\right)\right]^{-1}$.
Remark 4.2. In the case of piecewise constant refractive index described above, we simply take $W=E_{J}$ in Lemma 4.1.

## 5. Proofs of Theorems

Let the parameter space $\Theta$ be defined as in (2.3) and consider $q=q_{\theta} \in E_{J}$ with $\theta \in \Theta$. The statistical forward map $G_{\theta}(X)$ with $X \in(\mathcal{X}, \lambda)$ is defined in either (I) or (II) in Section 2. It follows directly from (4.3) that $\mathcal{G}=\sup _{\theta \in \Theta}\left\|G_{\theta}\right\|_{\infty}<\infty$. For $\theta$ in the interior of $\Theta$, the Fréchet derivative $T^{\prime}(q)$ is written by

$$
T^{\prime}(q)=\mathbb{I}_{\theta},
$$

where $\mathbb{I}_{\theta}: \mathbb{R}^{K} \rightarrow L^{2}(\mathcal{X})$ is defined in Proposition A.1. In view of (4.6), we see that (A.1) holds true, i.e., for any $x \in \mathcal{X}$ and $h \in \mathbb{R}^{K}$,

$$
\left\|G_{\theta+h}(x)-G_{\theta}(x)-\mathbb{I}_{\theta}[h](x)\right\|_{V}=o(\|h\|) \text { as }\|h\| \rightarrow 0
$$

Moreover, it can be deduce from (4.7) that (A.2) is satisfied as well. Combining all discussions above, we can conclude that the statistical model $\mathcal{P}=\left\{P_{\theta}: \theta \in \Theta\right\}$ satisfies DQM with the help of Proposition A.1.

Proof of Theorem 2.3. It is readily seen from (4.9) that $\mathbb{I}_{\theta}$ is injective. Therefore, in view of (A.4), the information matrix $\mathbb{N}_{\theta}$ is invertible.

Proof of Theorem 2.4. Theorem 2.4 can be seen as a parametric Bernstein-von Mises theorem. In view of Remark 2.2, Theorem 2.4 is equal to [VdV00, Theorem 10.1]. The invertibility of the information matrix $\mathbb{N}_{\theta}$ is already proved in Theorem 2.3. As explained above, the statistical experiment $\mathcal{P}$ has the DQM property. The prior given in (2.4) is clearly absolutely continuous at any interior point of $\Theta$. To verify the separation condition [VdV00, (10.2)], by noting the paragraph before [VdV00, Theorem 10.1], it suffices to use the fact that $\Theta$ is compact, $\theta \rightarrow P_{\theta}$ is continuous, and check the identifiability $P_{\theta}$, which is satisfied due to (4.8).

## 6. NumERICAL SIMULATIONS

In this section, we provide numerical simulations to demonstrate the reconstruction of the piecewise constant inhomogeneous medium $q$ by the Bayes method and to justify the BvM theorem.
6.1. Set up. We simply consider the case when $n=2$. The data in the inverse scattering problem is the far-field pattern $u_{q}^{\infty}$ which can be explicitly written as

$$
u_{q}^{\infty}(\hat{x}, d)=\frac{k^{2} \mathrm{e}^{\frac{i \pi}{4}}}{\sqrt{8 \pi k}} \int_{B} e^{-i k \hat{x} \cdot y} q(y) u_{q}(y, d) d y, \quad(\hat{x}, d) \in \mathbb{S}^{1} \times \mathbb{S}^{1}
$$

We approximately compute the above integral by the Monte Carlo method, where the total field $u_{q}$ in the integral is the solution to the Lippmann-Schwinger integral equation (4.1). This integral equation is numerically calculated based on Vainikko's method [SV01, Vai00, Kre13]. Let $S \in \mathbb{N}$ and set

$$
\hat{x}_{j}:=(\cos (2 \pi j / S), \sin (2 \pi j / S)), \quad j=1, \ldots, S
$$

and

$$
d_{l}:=(\cos (2 \pi l / S), \sin (2 \pi l / S)), \quad l=1, \ldots, S
$$

Then, our statistical experiments is given by

$$
Y_{i}=G_{\theta^{(t r u e)}}\left(X_{i}\right)+\epsilon_{i},
$$

and

$$
X_{i}=\left(X_{i}^{(1)}, X_{i}^{(2)}\right) \stackrel{i i d}{\sim}(\mathcal{S} \otimes \mathcal{S}, U \otimes U)
$$

where $(\mathcal{S}, U)=\{(1, \cdots, S)$, Uniform $\}$, and

$$
\varepsilon_{i} \stackrel{i i d}{\sim} N\left(0, \sigma I_{2}\right),
$$

and $\theta^{(\text {true })} \in \mathbb{R}^{2 J}$ is the true parameter. Here, $G_{\theta}: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}^{2}$ is given by

$$
G_{\theta}\left(X_{i}\right)=\left(\operatorname { R e } \left(u_{\theta}^{\infty}\left(\hat{x}_{X_{i}^{(1)}}, d_{X_{i}^{(2)}}\right), \operatorname{Im}\left(u_{\theta}^{\infty}\left(\hat{x}_{X_{i}^{(1)}}, d_{X_{i}^{(2)}}\right)\right) .\right.\right.
$$

In other words, in this simulation, we only consider the collection of observation data described in (II) in Section 2. We believe that the results for this case is enough to justify our method. Let the prior $\Pi$ be the uniform distribution on $\Theta$ and the observation data $Z_{N}=\left(X_{i}, Y_{i}\right)_{i=1, \ldots, N}$, then the posterior distribution $\Pi\left(\theta \mid Z_{N}\right)$ is given by

$$
\begin{equation*}
\Pi\left(\theta \mid Z_{N}\right) \propto e^{\ell_{N}(\theta)} \tag{6.1}
\end{equation*}
$$

where $\ell_{N}(\theta)$ is the log-likelihood function given by

$$
\ell_{N}(\theta)=-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{N}\left\|Y_{i}-G_{\theta}\left(X_{i}\right)\right\|_{2}^{2}
$$

We want to point out that the posterior (6.1) should be multiplied by the characteristic function of $\Theta$. Fortunately, in the numerical computation, ignoring this term is harmless.

```
Algorithm 1 Metropolis-Hastings
Require: Initial guess \(\theta^{(0)}\), Proposal ( \(2 J\)-dimensional) distribution \(P\), Log-likelihood func-
    tion \(\ell_{N}\).
    for \(t=0, \ldots, T^{\prime}\) do
        Sample \(\theta^{(*)}\) from \(P\left(\cdot \mid \theta^{(t)}\right)\).
        Compute \(A=A\left(\theta^{(*)} \mid \theta^{(t)}\right)\).
        Generate a uniform random number \(u \in[0,1]\).
        if \(u<A\) then
                \(\theta^{(t+1)}=\theta^{(*)}\left(\operatorname{Accept} \theta^{(*)}\right)\)
        else
            \(\theta^{(t+1)}=\theta^{(t)}\left(\operatorname{Reject} \theta^{(*)}\right)\)
        end if
    end for
    Correct accepted states, re-named as \(\left\{\theta^{(t)}\right\}_{t \leq T}\).
    return A sequence \(\left\{\theta^{(t)}\right\}_{t \leq T}\).
```

6.2. Sampling algorithm. Here, we adopt the Metropolis-Hastings algorithm [MRR ${ }^{+} 53$, Has70, Tie98], which is a popular MCMC method to obtain samples of the posterior distribution $\Pi\left(\theta \mid Z_{N}\right)$. For completeness, we give the details of this scheme in Algorithm 1.

When parameter space is high-dimensional, it is known that finding a suitable proposal distribution is difficult as the individual dimension may behave differently. As an alternative approach, we also use the Gibbs sampling, in which one chooses the candidate for each dimension iteratively, rather than the one for all dimensions at once [GG84, GS90]. Denoting $\theta \in \mathbb{R}^{2 J}$ by

$$
\theta=\left(\theta_{1}, \ldots, \theta_{2 J}\right), \quad \theta_{j} \in \mathbb{R}
$$

we write the details of this scheme in Algorithm 2. The proposal distribution $P\left(\cdot \mid \theta^{t}\right)$ and the acceptance probability $A$ in Algorithm 1 and 2 will be specified below.

Here, we consider two cases of $P$ and $A$ :

- Normal distribution, that is,

$$
P(\cdot \mid \theta)=\mathcal{N}(\theta, h I)
$$

In this case, we employ the acceptance probability $A$ as

$$
A(\cdot \mid \theta)=\min \left\{1, e^{\ell_{N}(\cdot)-\ell_{N}(\theta)}\right\} .
$$

- MALA [Bes94, RT96, RR98], that is,

$$
P(\cdot \mid \theta)=\mathcal{N}\left(\theta+\frac{h}{2} \nabla \ell_{N}(\theta), h I\right)
$$

In this case, we employ the acceptance probability $A$ as

$$
A(\cdot \mid \theta)=\min \left\{1, e^{\ell_{N}(\cdot)-\ell_{N}(\theta)+\frac{1}{2 h^{2}}\left\|\cdot-\theta+\frac{h^{2}}{2} \nabla_{\theta} \ell_{N}(\theta)\right\|_{2}^{2}-\frac{1}{2 h^{2}}\left\|\theta-\cdot+\frac{h^{2}}{2} \nabla \cdot \ell_{N}(\cdot)\right\|_{2}^{2}}\right\} .
$$

As above, $\mathcal{N}(\theta, \Sigma)$ denotes the multivariate normal distribution with mean $\theta$ and covariance matrix $\Sigma$.

```
Algorithm 2 Gibbs sampling
Require: Initial guess \(\theta^{(0)}\), Proposal (one-dimensional) distribution \(P\), Log-likelihood func-
    tion \(\ell_{N}\).
    \(\theta^{(0,0)}=\theta^{(0)}\)
    for \(t=0, \ldots, T^{\prime}\) do
        for \(\mathrm{j}=1, \ldots, 2 \mathrm{~J}\) do
            Sample \(\theta_{j}^{(*)}\) from \(P\left(\cdot \mid \theta^{(t, j-1)}\right)\).
            Denote by \(\theta^{(*)}=\left(\theta_{1}^{(t, j-1)}, \ldots, \theta_{j-1}^{(t, j-1)}, \theta_{j}^{(*)}, \theta_{j+1}^{(t, j-1)}, \ldots, \theta_{2 J}^{(t, j-1)}\right)\).
            Compute \(A=A\left(\theta^{(*)} \mid \theta^{(t, j-1)}\right)\).
            Generate a uniform random number \(u \in[0,1]\).
            if \(u<A\) then
                \(\theta^{(t, j)}=\theta^{(*)}\left(\right.\) Accept \(\left.\theta^{(*)}\right)\)
            else
                \(\theta^{(t, j)}=\theta^{(t, j-1)}\left(\operatorname{Reject} \theta^{(*)}\right)\)
            end if
        end for
        \(\theta^{(t+1,0)}=\theta^{(t, 2 J)}\)
    end for
    Correct accepted states, re-named as \(\left\{\theta^{(t)}\right\}_{t \leq T}\).
    return A sequence \(\left\{\theta^{(t)}\right\}_{t \leq T}\).
```

6.3. Visualization. In what follows, we always employ the following parameters:

- Wave number $k=2.5$.
- Noise level $\sigma=0.1$.
- Initial guess $\theta^{(0)} \equiv 0$ (both real and imaginary parts are 0 ).

By using sampling methods described in the previous subsection, we collect a sequence of samplings form the posterior distribution $\Pi\left(\theta \mid Z_{N}\right)$, denoting its sequence by $\left\{\theta^{(t)}\right\}_{0 \leq t \leq T}$ where $T$ is the number of acceptances.

Figure 1 shows two inhomogeneous refractive indices with four and eight pieces, which are our ground truths. The dimensions of their parameter space are $2 J=2 \times 4=8$ and $2 J=2 \times 8=16$, respectively.

Figures 2, 3, 4, and 5 are the visualizations of sample means given by

$$
\bar{\theta}^{(T)}=\frac{1}{T+1} \sum_{t=0}^{T} \theta^{(t)}
$$

In our simulations, we use following four combinations of sampling algorithms and proposal distributions:

$$
(\text { Algorithm, Proposal })=\left\{\begin{array}{l}
\text { (Metropolis-Hastings, Normal distribution) } \\
\text { (Metropolis-Hastings, MALA) } \\
\text { (Gibbs sampling, Normal distribution) } \\
\text { (Gibbs sampling, MALA) }
\end{array} .\right.
$$

For Metropolis-Hastings sampling and Gibbs sampling, we choose $h=0.05$ and $h=0.1$, respectively. In the case of four pieces, we take $S=10$ and $N=10$, while in the case of eight


Figure 1. Two ground truth $q$ 's. The first and second columns correspond to the real and imaginary parts, respectively.
pieces, we take $S=30$ and $N=30$. The first and second columns in Figures 2, 3, 4, and 5 correspond to the real and imaginary parts of sample means, respectively. The third column in Figures 2, 3, 4, and 5 represent the mean square error (MSE) between the true parameter $\theta^{(t r u e)}$ and the sample mean up to the current state $\theta^{(t)}$ defined by

$$
\bar{\theta}^{(t)}=\frac{1}{t+1} \sum_{i=0}^{t} \theta^{(t)},
$$

i.e., $\operatorname{MSE} e_{t}$ is given by

$$
e_{t}:=\left\|\theta^{(t r u e)}-\bar{\theta}^{(t)}\right\|_{2}^{2},
$$

for $t=0, \ldots, T$. From these figures, we can see that the combination of (Algorithm, Proposal) $=$ (Gibbs sampling, MALA) provides the best reconstruction among other pairs.

The verification of the BvM theorem is shown in Figure 6. Precisely, Figure 6 shows the histogram of the samples obtained from the law $\mathcal{L}\left(\sqrt{N}\left(\theta-\bar{\theta}_{N}\right) \mid Z_{N}\right)$, where $\theta \sim \Pi\left(\cdot \mid Z_{N}\right)$, in the increasing order of $N=5,15,25,35$ and fixed $S=100$. From the numerical results above, we demonstrate the BvM theorem using the combination of Gibbs sampling and MALA and the case of four pieces $(J=4)$ for the true parameter $q$. Each histogram is a one-dimensional plot showing the projection of the samples onto a certain eigenvector of $\mathbb{N}_{\theta^{\text {(true) }}}^{-1} \in \mathbb{R}^{8 \times 8}$, which can be computed by (A.4). Here, we only plot three histograms corresponding to three largest eigenvalues. The blue curve in each figure is the one-dimensional normal with zero mean whose variance is the eigenvalue of the associated eigenvector for $\mathbb{N}_{\theta^{(\text {true })}}^{-1}$.

(A) Four pieces



(в) Eight pieces

Figure 2. (Metropolis-Hastings, Normal distribution)

(в) Eight pieces

Figure 3. (Metropolis-Hastings, MALA)


Figure 4. (Gibbs sampling, Normal distribution)


Figure 5. (Gibbs sampling, MALA)


Figure 6. Demonstration of BvM theorem. Samples are obtained by using Gibbs sampling and MALA.

Figure 6 indicates that as $N$ increases, the shape of the histogram is getting closer to the blue curve, which clearly justifies the BvM theorem for the inverse scattering problem considered in this paper.

## Appendix A. DQM and Information operator

As described above, let $\mathcal{P}=\left\{P_{\theta}: \theta \in \Theta\right\}$ be a statistical experiment polluted by Gaussian noise, arising from the forward map

$$
G: \Theta \subset \mathbb{R}^{K} \rightarrow L^{2}(\mathcal{X}), \quad \theta \mapsto G_{\theta}
$$

The purpose of the section is to show that the differentiability of $G$ implies the DQM property of $\mathcal{P}$.

Proposition A.1. Let $\mathcal{G}:=\sup _{\theta \in \Theta}\left\|G_{\theta}\right\|_{\infty}<\infty$ and $\theta$ be in the interior of $\Theta$. Assume that there exists a bounded linear operator $\mathbb{I}_{\theta}: \mathbb{R}^{K} \rightarrow L^{2}(\mathcal{X})$ such that for all $x \in \mathcal{X}$

$$
\begin{equation*}
\left\|G_{\theta+h}(x)-G_{\theta}(x)-\mathbb{I}_{\theta}[h](x)\right\|_{V}=o(\|h\|) \text { as }\|h\| \rightarrow 0 \tag{A.1}
\end{equation*}
$$

Furthermore, suppose that there exist $\epsilon, B>0$ such that

$$
\begin{equation*}
\left\|G_{\theta+h}-G_{\theta}\right\|_{\infty} \leq B\|h\| \text { for }\|h\|<\epsilon \tag{A.2}
\end{equation*}
$$

Then $\mathcal{P}$ satisfies the $D Q M$ property at $\theta$ defined in Definition 2.1 with the score operator $\mathbb{A}_{\theta}$ given by

$$
\begin{equation*}
\mathbb{A}_{\theta}: \mathbb{R}^{K} \rightarrow L^{2}\left(V \times \mathcal{X}, P_{\theta}\right), \quad \mathbb{A}_{\theta}[h](y, x)=\left\langle y-G_{\theta}(x), \mathbb{I}_{\theta}[h](x)\right\rangle_{V} \tag{A.3}
\end{equation*}
$$

The information operator $\mathbb{N}_{\theta}$ defined by (2.6) can be described explicitly as

$$
\mathbb{N}_{\theta}=E\left[\mathbb{A}_{\theta}^{T}(Y, X) \mathbb{A}_{\theta}(Y, X)\right] \quad \text { where }(Y, X) \sim P_{\theta}
$$

On the other hand, according to [NP21, Proposition 1], we can see that the information operator can be expressed by

$$
\begin{equation*}
\mathbb{N}_{\theta}=\mathbb{I}_{\theta}^{*} \mathbb{I}_{\theta} \tag{A.4}
\end{equation*}
$$

Proof of Proposition A.1. Denote

$$
\begin{aligned}
f_{h}(y, x) & :=\log \left(d P_{\theta+h}^{1 / 2} / d P_{\theta}^{1 / 2}(y, x)\right) \\
& =\frac{1}{2}\left\langle y, G_{\theta+h}(x)-G_{\theta}(x)\right\rangle_{V}-\frac{1}{4}\left(\left\|G_{\theta+h}(x)\right\|_{V}^{2}-\left\|G_{\theta}(x)\right\|_{V}^{2}\right)
\end{aligned}
$$

This proposition is an immediate consequence of the following limit

$$
\begin{equation*}
\int_{V \times \mathcal{X}}\left[\frac{e^{f_{h}}-1-\frac{1}{2} \mathbb{A}_{\theta}[h]}{\|h\|}\right]^{2} d P_{\theta} \rightarrow 0 \text { as }\|h\| \rightarrow 0 \tag{A.5}
\end{equation*}
$$

For any $(y, x) \in V \times \mathcal{X}$, by (A.1) and the chain rule, the integrand in the above integral vanishes as $\|h\| \rightarrow 0$. Note that

$$
\frac{\left|e^{f_{h}(y, x)}-1\right|}{\|h\|} \leq e^{\left|f_{h}(y, x)\right|} \frac{\left|f_{h}(y, x)\right|}{\|h\|}
$$

It is readily seen that

$$
\left|f_{h}(y, x)\right| \leq \frac{1}{2}\|y\|_{V}\left\|G_{\theta+h}(x)-G_{\theta}(x)\right\|_{V}+\frac{\mathcal{G}^{2}}{2}\left\|G_{\theta+h}(x)-G_{\theta}(x)\right\|_{V}
$$

and thus

$$
\frac{\left|f_{h}(y, x)\right|}{\|h\|} \leq \frac{1}{2}\|y\|_{V} \frac{\left\|G_{\theta+h}(x)-G_{\theta}(x)\right\|_{V}}{\|h\|}+\frac{\mathcal{G}^{2}}{2} \frac{\left\|G_{\theta+h}(x)-G_{\theta}(x)\right\|_{V}}{\|h\|}
$$

By (A.1), (A.2), (A.3), and Fernique's theorem, for any $\|h\|$ small,

$$
\left[\frac{e^{f_{h}}-1-\frac{1}{2} \mathbb{A}_{\theta}[h]}{\|h\|}\right] \in L^{2}\left(P_{\theta}\right)
$$

which implies (A.5) by the dominated convergence theorem.
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