STRONG UNIQUE CONTINUATION FOR THE LAMÉ SYSTEM WITH LESS REGULAR COEFFICIENTS

BLAIR DAVEY, CHING-LUNG LIN, AND JENN-NAN WANG

Abstract. We study the strong unique continuation property (SUCP) for the Lamé system in the plane. The main contribution of our work is to prove that the SUCP holds when Lamé coefficients $(\mu, \lambda) \in W^{2,s}(\Omega) \times L^\infty(\Omega)$ for some $s > 4/3$. In other words, we establish the SUCP for the Lamé system in the plane when $\lambda$ is bounded and $\mu$ belongs to certain Hörder classes.

1. Introduction

In this paper, we are interested in the strong unique continuation property (SUCP) for the Lamé system in the plane. We begin with a short description of the system. Let $\Omega \subset \mathbb{R}^2$ be an open, connected set that contains the origin. Assume that $\mu \in W^{2,s}(\Omega)$ and $\lambda \in L^\infty(\Omega)$, where

$$\mu(x) \geq \delta_0, \quad \lambda(x) + 2\mu(x) \geq \delta_0, \quad \forall \ x \in \Omega,$$

for some positive constants $\delta_0, M_0$. Recall that

$$\|f\|_{W^{2,s}(\Omega)} = \sum_{|\alpha| \leq 2} \|\partial_x^\alpha f\|_{L^s(\Omega)}.$$

The Lamé system or isotropic elasticity equation, which represents the displacement of equilibrium, is given by

$$\text{div} \left( \mu \left( \nabla u + (\nabla u)^t \right) \right) + \nabla(\lambda \text{div} u) = 0 \quad \text{in} \quad \Omega,$$

where $u = (u_1, u_2)^t$ is the real-valued displacement vector and $(\nabla u)_{jk} = \partial_k u_j$ for $j, k = 1, 2$.

Without loss of generality, assume that $0 \in \Omega$. In the sequel, $B_r$ denotes an open ball of radius $r > 0$ centered at the origin, while $B_r(x_0)$ denotes an open ball of radius $r$ centered at $x_0$.

We now state the main results of the paper. Our first result is an optimal three-ball inequality for solutions to (1.2).
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Theorem 1.1. Assume that for some $s > \frac{4}{3}$, the estimates in (1.1) are satisfied. Then there exists an $R_0 > 0$, depending on $s, M_0, \delta_0$, such that $B_{R_0} \subset \Omega$ and for any $u \in H^1_{\text{loc}}(B_{R_0})$ satisfying (1.2) in $B_{R_0}$, if $0 < R_1 < R_2 < R_3 \leq R_0$ and $R_2/R_3 < 1/4$, then

\begin{equation}
\|u\|_{L^2(B_{R_2})} \leq C \|u\|_{L^2(B_{R_1})}^{\tau} \|u\|_{L^2(B_{R_3})}^{1-\tau},
\end{equation}

where $C = C(s, M_0, \delta_0, R_2, R_3)$ and $\tau = \tau(R_1/R_2, R_2/R_3, R_0) \in (0, 1)$. Moreover, for fixed $R_2$ and $R_3$, the exponent $\tau$ behaves like $1/(-\log R_1)$ whenever $R_1$ is sufficiently small.

We emphasize that $C$ is independent of $R_1$ and $\tau$ has the asymptotic behavior like $(-\log R_1)^{-1}$. These facts are crucial to the derivation of the vanishing order for nontrivial solutions $u$ to (1.2). Due to the behavior of $\tau$, the three-ball inequality is called optimal [7].

Our next result establishes the rate of vanishing for solutions to (1.2), thereby proving the strong unique continuation property (SUCP) in our setting.

Theorem 1.2. Assume that for some $s > \frac{4}{3}$, (1.1) holds. Let $R > 0$ be such that $3R \leq R_0$, where $R_0$ is defined in Theorem 1.1. There exist positive constants $K$ and $m$, depending on $s, M_0, \delta_0$ and $u$, such that for all $R$ sufficiently small

\begin{equation}
\|u\|_{L^2(B_R)} \geq KR^m.
\end{equation}

In Theorems 1.1 and 1.2, our main interest is in the case where $s \in (4/3, 2]$. If $s > 2$, then by the Sobolev embedding theorem, $\mu$ is at least Lipschitz, so the SUCP for (1.2) has already been proved (see below). Moreover, when $s \in (4/3, 2]$, we have

$\mu \in \begin{cases} C^{0,\gamma} & \text{with } \gamma = 2 - (2/s), \text{ if } s < 2 \\ C^{0,\gamma} & \text{for any } \gamma \in (0, 1), \text{ if } s = 2. \end{cases}$

On the other hand, if $\mu(x) = |x|^\alpha + 1$ for some $\alpha \in (0, 1)$, then $\mu \in W^{2,s}$ for $s < \frac{2}{2-\alpha}$, but $\mu$ is clearly not a Lipschitz function. In other words, we establish the quantitative SUCP for (1.2) when $\lambda \in L^\infty$ and $\mu$ is Hölder continuous.

Note that by the results of [10], [13], the unique continuation property fails for elliptic equations in $d \geq 3$ when the coefficients are only assumed to be Hölder continuous. Therefore, our results are special to the planar setting.

Theorems 1.1 and 1.2 will be proved together. Estimates (1.3) and (1.4) are quantitative forms of the SUCP for the Lamé system (1.2). Taking advantage of the isotropy of the coefficients in (1.2), the unique continuation property for (1.2) has been studied rather thoroughly. Here we list some of the known results on the SUCP for (1.2):

- $\lambda, \mu \in C^{1,1}, n \geq 2$ (quantitative): Alessandrini and Morassi [1].
• \( \lambda, \mu \in C^{0,1}, n = 2 \) (qualitative): Lin and Wang [11].
• \( \lambda \in L^\infty, \mu \in C^{0,1}, n = 2 \) (qualitative): Escauriaza [6].
• \( \lambda, \mu \in C^{0,1}, n \geq 2 \) (quantitative): Lin, Nakamura, and Wang [12].
• \( \mu \in C^{0,1}, \lambda \in L^\infty, n \geq 2 \) (quantitative): Lin, Nakamura, Uhlmann, and Wang [9].
• \( \mu \in C^{0,1}, \lambda \in L^\infty, n \geq 2 \) (doubling inequality): Koch, Lin, and Wang [8].

We also mention a recent article by the authors [3] where we proved that a Liouville-type theorem holds for the Lamé system in the plane when \( \mu \in W^{1,2} \) and \( \| \nabla u \|_{L^2} \) is small. From this result, we proved a weak unique continuation property and the uniqueness of the Cauchy problem for such Lamé system (see Corollaries 1.3, 1.4 in [3]).

This article is organized as follows. In the next section, Section 2, we introduce the reduced system. That is, we show that (1.2) is equivalent to a system of second-order elliptic systems, and since we are working with real-valued solutions in the plane, it can also be realized as a \( \bar{\partial} \)-equation. The main Carleman estimates appear in Section 3. The first such theorem applies to first-order operators, while the second applies to second-order operators; thereby pairing with the equations derived in Section 2. The proof the latter Carleman estimate also appears in Section 3. Section 4 is devoted to the proofs of the main theorems, Theorems 1.1 and 1.2. The technical proof of the \( \bar{\partial} \)-Carleman estimate is provided in Section 5. Finally, Section 6 states and proves the interior estimate associated to (1.2) that finds applications in the proofs of the main theorems.
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2. Reduced systems

Within this section, we derive reduced systems associated to (1.2). There are two new systems that we produce. First, we show that (1.2) may be written as a systems of second-order elliptic equations. Then we show that a complex-valued first-order elliptic equation may be derived from the system. These two representations will be instrumental to the Carleman estimate arguments that are used to prove our main unique continuation theorems.

With

\[
\begin{align*}
\lambda + 2\mu &\quad \nabla u = \frac{\lambda + 2\mu}{\mu} (\partial_1 u_1 + \partial_2 u_2), \\
\mu &\quad \text{curl } u = \partial_2 u_1 - \partial_1 u_2,
\end{align*}
\]

(2.1)
Substituting (2.6) and (2.7) into (2.5) then gives a straightforward computation shows that
\[ \Delta u_1 = \partial_1 \left( \frac{\mu}{\lambda + 2\mu} v \right) + \partial_2 w, \]
(2.2)
\[ \Delta u_2 = \partial_2 \left( \frac{\mu}{\lambda + 2\mu} v \right) - \partial_1 w. \]

Expanding (2.2) gives
\[
\text{div} \left[ \begin{array}{c}
2 \mu \partial_1 u_1 \\
\mu (\partial_1 u_2 + \partial_2 u_1) \\
2 \mu \partial_2 u_2 \\
\end{array} \right]
+ \left[ \begin{array}{c}
\partial_1 \{ \lambda (\partial_1 u_1 + \partial_2 u_2) \} \\
\partial_2 \{ \lambda (\partial_1 u_1 + \partial_2 u_2) \} \\
\end{array} \right]
= \left[ \begin{array}{c}
\partial_1 (2 \mu \partial_1 u_1 ) + \partial_2 \{ \mu (\partial_1 u_2 + \partial_2 u_1) \} \\
\partial_1 (\mu (\partial_1 u_2 + \partial_2 u_1) ) + \partial_2 (2 \mu \partial_2 u_2) \\
\end{array} \right]
+ \left[ \begin{array}{c}
\partial_1 (\lambda \partial_1 u_1 + \lambda \partial_2 u_2) \\
\partial_2 (\lambda \partial_1 u_1 + \lambda \partial_2 u_2) \\
\end{array} \right]
= 0.
\]

Simplifying each row shows that
\[
\partial_1 [(2 \mu + \lambda) \partial_1 u_1 + \lambda \partial_2 u_2] + \partial_2 [\mu (\partial_1 u_2 + \partial_2 u_1)] = 0
\]
(2.3)
\[- \partial_2 [\lambda \partial_1 u_1 + (2 \mu + \lambda) \partial_2 u_2] = \partial_1 [\mu (\partial_1 u_2 + \partial_2 u_1)].
\]

For brevity, we define the operator \( \bar{\partial} = \partial_1 + i \partial_2. \) By the definition of \( v \) and \( w, \) we have
\[
\bar{\partial} (\mu v - i \mu w)
= \partial_1 (\mu v) + \partial_2 (\mu w) - i \partial_1 (\mu w) + i \partial_2 (\mu v)
= \partial_1 [(\lambda + 2 \mu) (\partial_1 u_1 + \partial_2 u_2)] + \partial_2 [\mu (\partial_2 u_1 - \partial_1 u_2)]
- i \partial_1 [\mu (\partial_2 u_1 - \partial_1 u_2)] + i \partial_2 [(\lambda + 2 \mu) (\partial_1 u_1 + \partial_2 u_2)].
\]
(2.5)

From the real part of (2.5), we get
\[
\partial_1 [(\lambda + 2 \mu) (\partial_1 u_1 + \partial_2 u_2)] + \partial_2 [\mu (\partial_2 u_1 - \partial_1 u_2)]
= \partial_1 [(\lambda + 2 \mu) \partial_1 u_1 + \lambda \partial_2 u_2] + \partial_1 [2 \mu \partial_2 u_2]
+ \partial_2 [\mu (\partial_2 u_1 + \partial_1 u_2)] + \partial_2 [-2 \mu \partial_1 u_2]
= 2 \partial_1 [\mu \partial_2 u_2] - 2 \partial_2 [\mu \partial_1 u_2]
= 2 \partial_1 \mu \partial_2 u_2 - 2 \partial_2 \mu \partial_1 u_2,
\]
(2.6)
where we have used (2.3) to eliminate terms. For the imaginary part of (2.5), using (2.4) shows that
\[
\partial_1 [\mu (\partial_2 u_1 - \partial_1 u_2)] - \partial_2 [(\lambda + 2 \mu) (\partial_1 u_1 + \partial_2 u_2)]
= \partial_1 [\mu (\partial_2 u_1 - \partial_1 u_2)] - \partial_2 [\lambda \partial_1 u_1 + (\lambda + 2 \mu) \partial_2 u_2] - \partial_2 (2 \mu \partial_1 u_1)
= \partial_1 [\mu (\partial_2 u_1 - \partial_1 u_2)] + \partial_1 [\mu (\partial_1 u_2 + \partial_2 u_1)] - \partial_2 (2 \mu \partial_1 u_1)
= \partial_1 (2 \mu \partial_2 u_1) - \partial_2 (2 \mu \partial_1 u_1)
= 2 \partial_1 \mu \partial_2 u_1 - 2 \partial_2 \mu \partial_1 u_1.
\]
(2.7)

Substituting (2.6) and (2.7) into (2.5) then gives
\[
\bar{\partial} (\mu v - i \mu w) = g_1 - i g_2,
\]
(2.8)
where
\[
g_1 = 2\partial_1 \mu \partial_2 u_2 - 2\partial_2 \mu \partial_1 u_2, \quad g_2 = 2\partial_1 \mu \partial_2 u_1 - 2\partial_2 \mu \partial_1 u_1.
\]

Using the observation that \(\partial_2 u_1 = w + \partial_1 u_2\), we rewrite \(g_1 - ig_2\) as
\[
g_1 - ig_2 = 2\partial_1 \mu \partial_2 u_2 - i2\partial_1 \mu \partial_2 u_1 - 2\partial_2 \mu \partial_1 u_2 + i2\partial_2 \mu \partial_1 u_1
\]
\[
= 2\partial_1 \mu (\partial_2 u_2 - iw - i\partial_1 u_2) - 2\partial_2 \mu (\partial_2 u_1 - w - i\partial_1 u_1)
\]
\[
= -2i\partial_1 \mu \partial_2 u_2 + 2i\partial_2 \mu \partial_1 u_1 - 2iw\partial \mu
\]
\[
= \bar{\partial} (-2i\partial_1 \mu u_2) + \bar{\partial} (2i\partial_2 \mu u_1) - 2iw\partial \mu + \bar{\partial} (2i\partial_1 \mu) u_2 - \bar{\partial} (2i\partial_2 \mu) u_1.
\]

Combining (2.8) and (2.9) then gives
\[
(2.10) \quad \bar{\partial} (\mu v - iw + 2i\partial_1 \mu u_2 - 2i\partial_2 \mu u_1) = g_3 + g_4,
\]
where
\[
(2.11) \quad g_3 = -2i\bar{\partial} \mu w, \quad g_4 = \bar{\partial} (2i\partial_1 \mu) u_2 - \bar{\partial} (2i\partial_2 \mu) u_1.
\]

The equations described by (2.2) and (2.10) will be used in the proofs of the main theorems.

3. Carleman estimates

Here we present the main Carleman estimates that will be used in the proofs of our main theorems. These Carleman estimates apply to first- and second-order elliptic operators, corresponding to the reduced systems that were derived in the previous section. Our first estimate applies to the operator \(\bar{\partial}\). The proof of this theorem appears in a subsequent section. The second main estimate is for second-order operators and its proof relies on a similar estimate that appeared previously in [8]. The arguments that connect this theorem from [8] to our new estimate are included within this section.

With the notation \(t = \log |x|\), define the weight function
\[
h(\log |x|) = h(t) = -\beta t + \beta e^{t/4}.
\]

We often abuse notation and write \(h\) as a shorthand for \(h(\log |x|)\). The prime notation denotes differentiation with respect to the \(t\)-variable. That is, \(h' = \partial h / \partial t\), and we again interpret the function \(h'\) as \(h'(\log |x|)\). At times, we will use the notation \(h = h_\beta\) to remind ourselves of the dependence on the constant \(\beta\).

Recall that we use the notation \(\bar{\partial} = \partial_1 + i\partial_2\). From now on, the notation \(X \lesssim Y\) or \(X \gtrsim Y\) means that \(X \leq CY\) or \(X \geq CY\) with some constant \(C\). We first state the following Carleman estimate for first order operators.

**Theorem 3.1.** Let \(1 < p < 2\) and \(\tilde{R}_0 \in (0, 1)\). Then if \(\beta\) is sufficiently large, then for all \(z \in C_0^\infty \left( B_{\tilde{R}_0} \setminus \{0\} \right)\), it holds that
\[
(3.1) \quad \beta^{1-p} \left\| |x| e^h z \right\|_2 \leq C \left\| |x|^{\tau_0} e^h \bar{\partial} z \right\|_p,
\]
where \( \tau_0 = \frac{11}{4} - \frac{2}{p} \) and \( C = C \left( p, \bar{R}_0 \right) \).

The proof of this theorem appears in Section 5. The next theorem gives a Carleman estimate for second order elliptic operators.

**Theorem 3.2.** Let \( 2 < q < q' < \infty \). If \( \beta \in \mathbb{N} + \frac{1}{2} \) is sufficiently large, then for all \( z \in C_0^\infty (B_1 \setminus \{0\}) \) and all \( f = (f_1, f_2) \) with \( f_1, f_2 \in C_0^\infty (B_1 \setminus \{0\}) \),

\[
\beta \left\| (1 + h'')^{1/2} e^{h} z \right\|_2 + \beta \gamma_1 \left\| x^{\gamma_1} e^{h} z \right\|_q \\
\leq C \left( \left\| e^{h} |x|^2 (\Delta z + \nabla f) \right\|_2 + \beta \left\| e^{h} |x| f \right\|_2 \right),
\]

(3.2)

where \( C = C (q, q') \), \( \gamma_1 = \frac{2}{q} \left( 1 - \frac{q}{q' - 2} \right) + \frac{1}{2} \) and \( \tau_1 = \frac{1}{8} + \left( 1 - \frac{3}{q} \right) \left( \frac{q'}{q' - 2} \right) \).

To prove Theorem 3.2, we first recall the following Carleman estimate derived in [8].

**Lemma 3.3** (Corollary to Theorem 3.1 in [8]). If \( \beta \in \mathbb{N} + \frac{1}{2} \) is sufficiently large, then for all \( z \in C_0^\infty (B_1 \setminus \{0\}) \) and all \( f = (f_1, f_2) \) with \( f_1, f_2 \in C_0^\infty (B_1 \setminus \{0\}) \),

\[
\beta \left\| (1 + h'')^{1/2} e^{h} z \right\|_2 + \left\| x \right\| \left( 1 + h'' \right)^{1/2} e^{h} \nabla z \right\|_2 \\
\leq C \left( \left\| e^{h} |x|^2 (\Delta z + \nabla f) \right\|_2 + \beta \left\| e^{h} |x| f \right\|_2 \right),
\]

(3.3)

where \( C \) is a universal constant.

The proof follows from Theorem 3.1 in [8] by replacing \( h \) with \( \tilde{h}(\log |x|) = \tilde{h}_\beta(t) = -\beta t + 2t + \beta e^{t/4} \).

**Remark 3.4.** The notation \( \nabla f \) used in [8] is interpreted as any (constant) linear combination of first order derivatives of the entries of \( f \), as long as the resulting function takes the same algebraic structure as \( \Delta z \) (so that adding these quantities is meaningful).

The next lemma is a straightforward consequence of Lemma 3.3.

**Lemma 3.5.** Let \( 2 < q' < \infty \). If \( \beta \in \mathbb{N} + \frac{1}{4} \) is sufficiently large, then for all \( z \in C_0^\infty (B_1 \setminus \{0\}) \) and all \( f = (f_1, f_2) \) with \( f_1, f_2 \in C_0^\infty (B_1 \setminus \{0\}) \),

\[
\beta^{3/2} \left\| x^{1/8} e^{h} z \right\|_2 + \beta^{1/2} \left\| x^{9/8} e^{h} \nabla z \right\|_2 + \beta^{1/2} \left\| x^{9/8} e^{h} z \right\|_q' \\
\leq C \left( \left\| e^{h} |x|^2 (\Delta z + \nabla f) \right\|_2 + \beta \left\| e^{h} |x| f \right\|_2 \right),
\]

where \( C = C (q') \).
Proof. For any $q' \in (2, \infty)$, the Sobolev inequality shows that
\[
\| |x|^{9/8} e^{h z} \|_{q'} \leq C_{q'} \left\| \nabla \left( |x|^{9/8} e^{h z} \right) \right\|_2
\leq C_{q'} \left\| \nabla \left( |x|^{9/8} e^{h z} \right) \right\|_2 + C_{q'} \left\| |x|^{9/8} e^{h \nabla z} \right\|_2
\leq C_{q'} \beta \left\| |x|^{1/8} e^{h z} \right\|_2 + C_{q'} \left\| |x|^{9/8} e^{h \nabla z} \right\|_2.
\]
Since $h'' \sim \beta |x|^{1/4}$, an application of Lemma 3.3 shows that
\[
\beta^{3/2} \left\| |x|^{1/8} e^{h z} \right\|_2 + \beta^{1/2} \left\| |x|^{9/8} e^{h \nabla z} \right\|_2
\lesssim \beta \left\| (1 + h'')^{1/2} e^{h z} \right\|_2 + \left\| |x| (1 + h'')^{1/2} e^{h \nabla z} \right\|_2
\lesssim \left\| e^{h} |x|^2 (\Delta z + \nabla f) \right\|_2 + \beta \left\| e^{h} |x| f \right\|_2.
\]
Adding these two inequalities completes the proof of the lemma. \qed

Lemma 3.5 in combination with the H"older inequality leads to the proof of Theorem 3.2.

Proof of Theorem 3.2. Define $\theta = \frac{q' - q}{q'} - \frac{2}{q'}$ so that $q = 2 \theta + (1 - \theta)q'$. By Hölder’s inequality combined with Lemma 3.5, we have
\[
\left\| |x|^{\tau_1} e^{h z} \right\|_q \leq C_{q,q'} \left\| |x|^{1/8} e^{h z} \right\|_2 \cdot \left\| |x|^{9/8} e^{h z} \right\|_2^{\frac{	heta}{q'}} \cdot \left\| |x|^{9/8} e^{h \nabla z} \right\|_2^{\frac{(1-\theta)}{q'}}
\lesssim \beta^{-\tau_1} \left( \left\| e^{h} |x|^2 (\Delta z + \nabla f) \right\|_2 + \beta \left\| e^{h} |x| f \right\|_2 \right)
\]
Adding this estimate to (3.3) leads to the conclusion. \qed

4. The proofs of Theorem 1.1 and Theorem 1.2

With the reduced systems and associated Carleman estimates, we are now prepared to prove Theorems 1.1 and 1.2. An additional tool that we make use of is the interior estimate presented in Section 6.

We first choose $R_0 \leq \tilde{R}_0$ such that $B_{R_0} \subset \Omega$. Let $\chi \in C_0^\infty (B_{R_0} \setminus \{0\})$ be a cutoff function with the property that $\text{supp} \chi \subset A_s \cup A_m \cup A_l$, where $\chi \equiv 1$ on $A_m$ and $\text{supp} \nabla \chi = A_s \cup A_l$. Moreover, for all $x, y \in A_s, |x|/|y| \sim 1$, and similarly for $A_l$. The exact definitions of these sets will be given below.

For $\mu, \lambda$ as in (1.1), $u_1, u_2$ from (1.2), and $v, w$ from (2.1), define the compactly supported function
\[
z = \chi (\mu v - i\mu w + 2i\partial_1 \mu u_2 - 2i\partial_2 \mu u_1).
\]
Applying estimate (3.1) from Theorem 3.1 to \( z \) with some \( p \in (1, 2) \) to be determined below, then using (2.2) and (2.1), shows that if (see Remark 3.4) and the values for \( 2 \) the right of the inequality may be absorbed into the left.

\[
\begin{align*}
\beta^{1 - \frac{1}{p}} \left\| x |e^h \chi (|v| + |w|) \right\|_2 & - \beta^{1 - \frac{1}{p}} \left\| x |e^h \chi |\nabla \mu| u \right\|_2 \\
\leq C \beta^{1 - \frac{1}{p}} \left\| x |e^h \chi (\mu v - i \mu w + 2i \partial_1 \mu u_2 - 2i \partial_2 \mu u_1) \right\|_2 \\
\leq C \left\| x |\tau_0 e^h \chi (g_3 + g_4) \right\|_p \\
+ C \left\| x |\tau_0 e^h \partial \chi (\mu v - i \mu w + 2i \partial_1 \mu u_2 - 2i \partial_2 \mu u_1) \right\|_p \\
\leq C_1 \left\| x |\tau_0 e^h |\nabla \mu| w \right\|_p + C_1 \left\| x |\tau_0 e^h |D^2 \mu| u \right\|_p \\
+ C_1 \left\| x |\tau_0 e^h |\nabla \chi| \nabla u \right\|_p + C_1 \left\| x |\tau_0 e^h |\nabla \chi| |\nabla \mu| u \right\|_p,
\end{align*}
\]  

(4.1)

where \( \tau_0 = \frac{11}{4} - \frac{2}{p} \) and we have used the structures of \( g_3 \) and \( g_4 \) as defined in (2.11) in the last line.

An application of (3.2) from Theorem 3.2 to the functions \( z = \chi u \) and \( f = \chi \left( \frac{\mu}{\lambda + 2 \mu} v, w \right) \), where we interpret \( \nabla f = (-\partial_1 f_1 - \partial_2 f_2, -\partial_2 f_1 + \partial_1 f_2) \) (see Remark 3.4) and the values for \( 2 < q < q' < \infty \) will be specified below, then using (2.2) and (2.1), shows that if \( \beta \in \mathbb{N} + \frac{1}{2} \) is sufficiently large, then

\[
\begin{align*}
\beta \left\| (1 + h^n)^{1/2} e^h \chi u \right\|_2 & + \beta \tau_1 \left\| x |\tau_1 e^h \chi u \right\|_q \\
\leq C_2 \left\| x^2 e^h (|\nabla \chi| |\nabla u| + |D^2 \chi| u) \right\|_2 + C_2 \beta \left\| x e^h \chi (|v| + |w|) \right\|_2.
\end{align*}
\]  

(4.2)

Recall that \( \tau_1 = \frac{2}{q} \left( \frac{q'-q}{q-2} \right) + \frac{1}{2} \) and \( \tau_1 = \frac{1}{8} + \left( 1 - \frac{2}{q} \right) \left( \frac{q'}{q-2} \right) \).

Adding \( 2C_2 \beta \cdot \frac{1}{12} \) to (4.1) then gives

\[
\begin{align*}
\beta \left\| (1 + h^n)^{1/2} e^h \chi u \right\|_2 & + \beta \tau_1 \left\| x |\tau_1 e^h \chi u \right\|_q + \beta \left\| x e^h \chi (|v| + |w|) \right\|_2 \\
\leq 2C_2 \beta \left\| x e^h \chi |\nabla \mu| u \right\|_2 + 2C_1 C_2 \beta \left\| x |\tau_0 e^h \chi |\nabla \mu| w \right\|_p \\
+ 2C_1 C_2 \beta \left\| x |\tau_0 e^h |\nabla \chi| |\nabla \mu| u \right\|_p + 2C_1 C_2 \beta \left\| x |\tau_0 e^h |\nabla \chi| \nabla u \right\|_p \\
+ C_2 \left\| x^2 e^h (|\nabla \chi| |\nabla u| + |D^2 \chi| u) \right\|_2.
\end{align*}
\]  

(4.3)

With an appropriate choice of indices \( p, q \) and \( q' \), the first three terms on the right of the inequality may be absorbed into the left.

First, we consider the term \( \beta \left\| x e^h \chi |\nabla \mu| u \right\|_2 \). From the Hölder inequality, we have that

\[
\left\| x e^h \chi |\nabla \mu| u \right\|_2 \leq C \left\| x |\tau_1 e^h \chi u \right\|_q \left\| x |1-\tau_1| \right\|_\infty \left\| \nabla \mu \right\|_{\frac{2q}{q-2}}.
\]
To handle this term, we need that
\[(4.4) \quad \gamma_1 > 1, \quad \tau_1 \leq 1, \quad \frac{2q}{q-2} \leq s^*,\]
where \(s^*\) denotes the Sobolev conjugate with \(s^* = \frac{2s}{2-s}\) for \(s < 2\), \(s^* \in (2, \infty)\) arbitrary for \(s = 2\), and \(s^* = \infty\) otherwise. Notice that \(s^* > 4\) when \(s > 4/3\).

Next, we consider the term \(\beta \frac{1}{2^*} \left\| |x|^{\gamma_0} e^h |\nabla \chi| \nabla u| w \right\|_p\). If we restrict \(p \in (1, 4/3)\), then from the Hölder inequality, we have that
\[
\left\| |x|^{\gamma_0} e^h |\nabla \chi| \nabla u| w \right\|_p \leq C \left\| |x| e^h \chi u \right\|_2 \left\| |x|^{\frac{2}{3} - \frac{2}{p}} \right\|_{2^{*}\frac{s^*}{p}} \left\| \nabla \mu \right\|_{s^*}.
\]

Observe that \(\left(\frac{7}{4} - \frac{2}{p}\right)\frac{2ps^*}{2s^* - ps^* - 2p} > -2\) whenever \(s^* > \frac{8}{3}\), independent of the choice of \(p\). Thus we may absorb this term into the left if \(s^* > \frac{8}{3}\).

Finally, using similar techniques, we have
\[
\left\| |x|^{\gamma_0} e^h |D^2 \mu| u \right\|_p \leq C \left\| |x| e^h \chi u \right\|_q \left\| |x|^{\frac{11}{2} - \frac{7}{p}} \right\|_\infty \left\| D^2 \mu \right\|_{p_q}.
\]

To handle this term, we need that
\[(4.5) \quad \tau_1 + \frac{2}{p} \leq \frac{11}{4}, \quad \frac{pq}{q-p} \leq s.
\]

From the condition that \(\gamma_1 > 1\), we require that \(q \in (2, 4)\). This reduction to the range of \(q\) in combination with the condition \[(4.5)\] explains why we can only handle \(s > \frac{4}{3}\). Since \(s^* > 4\), the second term may be absorbed into the left. Moreover, since
\[
\lim_{q \rightarrow 4} \frac{2q}{q-2} = 4 < s^* \quad \lim_{q \rightarrow 4, p \rightarrow 1} \frac{pq}{q-p} = \frac{4}{3} < s
\]
\[
\lim_{(q,q') \rightarrow (4,\infty)} \gamma_1 = 1 \quad \lim_{(p,q,q') \rightarrow (1,4,\infty)} \left(\tau_1 + \frac{2}{p}\right) = \frac{21}{8},
\]
then we can choose \(p \in (1, 4/3)\), \(q \in (2, 4)\) and \(q' \in (q, \infty)\) so that \[(4.4)\] and \[(4.5)\] hold.

From now on, we fix \(p, q, q'\) as described above to satisfy \[(4.4)\] and \[(4.5)\]. That is, if \(\beta\) is sufficiently large then the first three terms on the righthand side of \[(4.3)\] are absorbed by the lefthand side of \[(4.3)\] to get
\[
\left\| e^h \chi u \right\|_2
\]
\[
\leq C_3 \left\| |x|^{\gamma_0} e^h |\nabla \chi| \nabla u \right\|_p + C_3 \left\| |x|^{\gamma_0} e^h |\nabla \chi| \nabla \mu \right\|_p + C_3 \left\| |x| e^h (|\nabla \chi| |\nabla u| + |D^2 \chi| u) \right\|_2
\]
\[
\leq C_4 \left\| |x|^2 e^h \left(|x|^{-1/4} |\nabla \chi| |\nabla u| + |D^2 \chi| |u| + |x|^{-1} |\nabla \chi| |u| \right) \right\|_2,
\]
where we have used the Hölder inequality and the structure of $\text{supp } \nabla \chi$ to show that
\[
\left\| |x|^{\tau_0} e^h |\nabla \chi| \nabla u \right\|_{p} \leq C \left\| |x|^\frac{\tau}{2} e^h |\nabla \chi| \nabla u \right\|_{2} \left\| \text{supp } \nabla \chi |x|^{-\frac{\tau}{2}} \right\|_{2-\frac{p}{2}} \leq C \left\| |x|^\frac{\tau}{2} e^h |\nabla \chi| \nabla u \right\|_{2}
\]
and
\[
\left\| |x|^{\tau_0} e^h |\nabla \chi| \nabla \mu |u \right\|_{p} \leq C \left\| |x|^\frac{\tau}{2} e^h |\nabla \chi| u \right\|_{2} \left\| |x|^\frac{\tau-2}{2} \right\|_{2-\frac{p}{2}} \left\| \nabla \mu \right\|_{s},
\]
in the last inequality.

Define the sets $A_s = \{ R_1 / 3 \leq |x| \leq 2R_1 / 3 \}$, $A_m = \{ 2R_1 / 3 \leq |x| \leq R_3 / 3 \}$, and $A_l = \{ R_3 / 3 \leq |x| \leq 2R_3 / 3 \}$. As stated above, $\chi$ is a smooth cut-off function supported in $A_s \cup A_m \cup A_l$ with $\chi \equiv 1$ in $A_m$. Since $\text{supp } D^\alpha \chi \subset A_s \cup A_l$, then for any multi-index $\alpha$

\[(4.7) \quad \begin{cases} |D^\alpha \chi| = O \left( R_1^{-|\alpha|} \right) & \text{for all } x \in A_s \\ |D^\alpha \chi| = O \left( R_3^{-|\alpha|} \right) & \text{for all } x \in A_l. \end{cases} \]

We replace $h(t)$ by $h(t) + t$ in (4.6), then apply (4.7) and (6.1) with $A_s \subset \tilde{A}_s := \{ R_1 / 4 \leq |x| \leq R_1 \}$ and $A_l \subset \tilde{A}_l := \{ R_3 / 4 \leq |x| \leq R_3 \}$ to get

\[
R_2^2 e^{2\tilde{h}(R_2)} \int_{\{2R_1 / 3 < |x| < R_2\}} |u|^2 dx \leq \int_{\{2R_1 / 3 < |x| < R_2\}} |x|^2 e^{2h}|u|^2 dx \
\leq C_5 R_1^{3/2} e^{2\tilde{h}(R_1 / 3)} \int_{\tilde{A}_s} |u|^2 dx + C_6 R_3^{3/2} e^{2\tilde{h}(R_3 / 3)} \int_{\tilde{A}_l} |u|^2 dx,
\]

where we set $\tilde{h}(a) = h(\ln a)$ and used that $R_2 \leq R_3 / 4 < R_3 / 3$. In the use of (6.1), we choose $R_0$ to be smaller if necessary. Dividing through by $R_2^2 e^{2\tilde{h}(R_2)}$ shows that

\[
\int_{\{2R_1 / 3 < |x| < R_2\}} |u|^2 dx \leq C_5 R_1^{3/2} e^{2\tilde{h}(R_1 / 3) - 2\tilde{h}(R_2)} \int_{\tilde{A}_s} |u|^2 + R_3^{3/2} e^{2\tilde{h}(R_3 / 3) - 2\tilde{h}(R_2)} \int_{\tilde{A}_l} |u|^2 \\
\leq C_6 R_2^{1/2} \left[ e^{2(\beta - 3/4) \log \left( \frac{3R_2}{R_1} \right)} \int_{\tilde{A}_s} |u|^2 + e^{-(3/2)(\beta - 1) \log \left( \frac{R_3}{R_2} \right)} \int_{\tilde{A}_l} |u|^2 \right] \\
\leq C_6 R_2^{1/2} \left[ e^{2(\beta - 3/4) \log \left( \frac{3R_2}{R_1} \right)} \int_{\tilde{A}_s} |u|^2 + e^{- (1/2)(\beta - 3/4) \log \left( \frac{R_3}{R_2} \right)} \int_{\tilde{A}_l} |u|^2 \right],
\]
since
\[ 2\tilde{h}(R_1/3) - 2\tilde{h}(R_2) = 2\beta \log \left( \frac{3R_2}{R_1} \right) - \beta \left( \sqrt{R_2} - \sqrt{R_1/3} \right) \leq 2\beta \log \left( \frac{3R_2}{R_1} \right), \]
\[ 2\tilde{h}(R_3/3) - 2\tilde{h}(R_2) = 2h'(\log \hat{R}) \log \left( \frac{R_3}{3R_2} \right) \leq -\frac{3}{2} \beta \log \left( \frac{R_3}{3R_2} \right), \]
for some \( R_2 < \hat{R} < R_3/3 < 1. \)

Adding \( \int_{B_{2R_1/3}} |u|^2 \) to both sides of the previous inequality and replacing \( \beta \) by \( \beta + 1 \) shows that for any sufficiently large \( \beta \in \mathbb{N} + \frac{1}{2}, \) it holds that

\[ \int_{B_{R_1}} |u|^2 \leq C_7 R_2^{-1/2} \left( e^{\beta E} \int_{B_{R_1}} |u|^2 + e^{-\beta B} \int_{B_{R_3}} |u|^2 \right), \]

where we set \( E = 2 \log \left( \frac{3R_2}{R_3} \right) \) and \( B = \frac{1}{2} \log \left( \frac{R_3}{3R_2} \right). \) Note that both \( E \) and \( B \) are positive.

Let \( \tilde{\beta} \) denote the smallest \( \beta \in \mathbb{N} + \frac{1}{2} \) for which (4.8) holds. To further simplify the terms on the right hand side of (4.8), we consider two cases. If \( \int_{B_{R_1}} |u|^2 \neq 0 \) and

\[ e^{\beta E} \int_{B_{R_1}} |u|^2 \leq e^{-\beta B} \int_{B_{R_3}} |u|^2, \]

then we find \( \beta_1 \in \mathbb{N} + \frac{1}{2} \) satisfying \( \beta_1 \geq \tilde{\beta} + 1 \) and \( \beta_2 \in (\beta_1 - 1, \beta_1] \) such that

\[ e^{\beta_2 E} \int_{B_{R_1}} |u|^2 = e^{-\beta_2 B} \int_{B_{R_3}} |u|^2 \]

and
\[ e^{(\beta_1 - 1)E} \int_{B_{R_1}} |u|^2 \leq e^{-(\beta_1 - 1)B} \int_{B_{R_3}} |u|^2. \]

With these choices of \( \beta_1 \) and \( \beta_2, \) we derive from (4.8) that

\[ \int_{B_{R_2}} |u|^2 \leq C_7 R_2^{-1/2} \left( e^{(\beta_1 - 1)E} \int_{B_{R_1}} |u|^2 + e^{-(\beta_1 - 1)B} \int_{B_{R_3}} |u|^2 \right) \]
\[ \leq C_7 R_2^{-1/2} \left( e^{\beta_2 E} \int_{B_{R_1}} |u|^2 + e^{(\beta_2 + 1 - \beta_1)B - \beta_2 B} \int_{B_{R_3}} |u|^2 \right) \]
\[ \leq C_7 \left( 1 + e^B \right) R_2^{-1/2} e^{\beta_2 E} \int_{B_{R_1}} |u|^2 \]
\[ = C_7 \left( 1 + e^B \right) R_2^{-1/2} \left( \int_{B_{R_1}} |u|^2 \right) \frac{e^B}{s + E} \left( \int_{B_{R_3}} |u|^2 \right) \frac{s + E}{e^B}, \]

since
where we have used $0 < \beta_2 + 1 - \beta_1 \leq 1$ and the value of $\beta_2$ obtained from (4.9). If $\int_{B_{R_1}} |u|^2 = 0$, then letting $\beta \to \infty$ in (4.8) shows that $\int_{B_{R_2}} |u|^2 = 0$ as well, and then the three-ball inequality obviously holds.

On the other hand, if $\int_{B_{R_1}} |u|^2 = 0$, then letting $\beta \to \infty$ in (4.8) shows that $\int_{B_{R_2}} |u|^2 = 0$ as well, and then the three-ball inequality obviously holds.

Putting together (4.10), (4.11), we arrive at

$$\int_{B_{R_2}} |u|^2 \leq C_8 \left( \int_{B_{R_1}} |u|^2 \right)^{\tau} \left( \int_{B_{R_3}} |u|^2 \right)^{1-\tau},$$

where we have set $C_8 = \max \left\{ C_7 (1 + e^{B}) R_2^{-1/2}, e^{\beta B} \right\}$ and $\tau = \frac{B}{E+B}$. It is readily seen that $\frac{B}{E+B} \approx (\log(1/R_1))^{-1}$ when $R_1$ tends to 0. The proof of Theorem 1.1 is complete.

We now turn to the proof of Theorem 1.2. Fix $R_2, R_3 \leq R_0$ so that Theorem 1.1 is applicable, and assume that $R_1 \ll R_2, R_3$. Applying (1.3) to $u$, then raising both sides to $1/\tau$ yields

$$||u||_{L^2(B_{R_2})} \leq C^{1/\tau} ||u||_{L^2(B_{R_1})} ||u||_{L^2(B_{R_3})}^{-1/\tau}.$$

Since $\frac{1}{\tau} = c_1 \log (1/R_1) + c_2$ for some $c_1 > 0$ and $c_2 \in \mathbb{R}$ depending on $R_2, R_3$ and $R_0$, then,

$$||u||_{L^2(B_{R_1})} \geq C^{-c_2} ||u||_{L^2(B_{R_2})} ||u||_{L^2(B_{R_3})}^{1-c_2} R_1^{c_1 \log \left( C ||u||_{L^2(B_{R_3})} / ||u||_{L^2(B_{R_2})} \right)}.$$

This completes the proof of Theorem 1.2

5. The proof of Theorem 3.1

Here we prove the crucial $L^p - L^2$ Carleman estimate for $\bar{\partial}$ that is stated in Theorem 3.1. We rewrite the operator in polar coordinates then use an eigenvalue decomposition to establish our stated bounds. The techniques used here are very similar to those that appeared in [4], [5], [2], and the references therein.
We use standard polar coordinates in $\mathbb{R}^2 \setminus \{0\}$ by setting $x_1 = |x| \cos \theta$ and $x_2 = |x| \sin \theta$, where $|x| = \sqrt{x_1^2 + x_2^2}$ and $\theta = \arctan(x_2/x_1)$. With the new coordinate $t = \log |x|$, we see that

$$
\partial_1 = e^{-t} \left( \cos \theta \frac{\partial}{\partial t} - \sin \theta \frac{\partial}{\partial \theta} \right), \quad \partial_2 = e^{-t} \left( \sin \theta \frac{\partial}{\partial t} + \cos \theta \frac{\partial}{\partial \theta} \right)
$$

so that

$$
(5.1) \quad \mathcal{L} := e^{t - i\theta} \bar{\partial} = \partial_t + i\partial_\theta.
$$

The eigenvalues of $\partial_\theta$ are $ik$, $k \in \mathbb{Z}$, with corresponding eigenspace $E_k = \text{span} \{e_k\}$, where $e_k = \frac{1}{\sqrt{2\pi}} e^{ik\theta}$ so that $\|e_k\|_{L^2(S^1)} = 1$. For any $v \in L^2(S^1)$, let $P_k v = v_k$ denote the projection of $v$ onto $E_k$. We remark that the projection operator, $P_k$, acts only on the angular variables. In particular, $P_k v(t, \omega) = P_k v(t, \cdot)(\omega)$. We may then rewrite the operator $\mathcal{L}$ as

$$
(5.2) \quad \mathcal{L} = \partial_t - \sum_{k \in \mathbb{Z}} kP_k.
$$

Recall that we introduced the radial weight function $h$ above. With $|x| = e^t$, the weight function is given in terms of $t$ as

$$
h(t) = h_\beta(t) = -\beta t + \beta e^{t/4}.
$$

Since our result applies to functions that are supported in $B_{R_0} \setminus \{0\}$, then in terms of the new coordinate $t$, we study the case when $t$ is sufficiently close to $-\infty$.

By a slight modification to the result described by [5, Lemma 2], we get the following lemma.

**Lemma 5.1.** Let $M$, $N \in \mathbb{N}$ and let $\{c_k\}$ be a sequence of numbers such that $|c_k| \leq 1$ for all $k$. For any $v \in L^2(S^1)$ and every $p \in [1, 2]$, we have that

$$
(5.3) \quad \left\| \sum_{k=N}^{M} c_k P_k v \right\|_{L^2(S^1)} \leq C \left( \sum_{k=N}^{M} |c_k|^2 \right)^{\frac{1}{2}} \|v\|_{L^p(S^1)},
$$

where $C = C(p)$.

**Proof.** Recall that $P_k v = v_k$ is the projection of $v$ onto $E_k$. Thus, for every $k \in \mathbb{Z}$, $P_k v = \langle v, e_k \rangle e_k$, where we use the notation $\langle \cdot, \cdot \rangle$ to denote a pairing of elements in dual spaces. By Parseval’s identity,

$$
\sum_{k=-\infty}^{\infty} |\langle e_k, v \rangle|^2 = \|v\|^2_{L^2(S^1)}.
$$

Since $\|e_k\|_{L^\infty(S^1)} = \frac{1}{\sqrt{2\pi}}$ for all $k \in \mathbb{Z}$, then

$$
\|P_k v\|^2_{L^\infty(S^1)} = \|\langle v, e_k \rangle e_k\|^2_{L^\infty(S^1)} = \frac{1}{2\pi} |\langle e_k, v \rangle|^2 \leq \frac{1}{2\pi} \|v\|^2_{L^2(S^1)}.
$$
It follows that for any $u \in L^2(S^1)$
$$
\langle u, P_k v \rangle = (P_k u, v) \leq \|P_k u\|_{L^\infty(S^1)}\|v\|_{L^1(S^1)} \leq c\|u\|_{L^2(S^1)}\|v\|_{L^1(S^1)}.
$$
By duality, we conclude that
$$
\|P_k v\|_{L^2(S^1)} \leq c\|v\|_{L^1(S^1)}.
$$
It follows from the normalization condition in combination with Parseval’s identity that
$$
\|P_k v\|_{L^2(S^1)} \leq \|v\|_{L^2(S^1)}.
$$
Interpolating (5.4) and (5.5) gives that
$$
\|P_k v\|_{L^p(S^1)} \leq C(p)\|v\|_{L^p(S^1)}
$$
for all $1 \leq p \leq 2$.

Now we consider a more general setting. Let $\{c_k\}$ be a sequence of numbers with $|c_k| \leq 1$. For all $N \leq M$, it follows from orthogonality and Hölder’s inequality that
$$
\left\| \sum_{k=N}^{M} c_k P_k v \right\|_{L^2(S^1)}^2 = \sum_{k=N}^{M} |c_k|^2 \langle P_k v, v \rangle \leq \sum_{k=N}^{M} |c_k|^2 \|P_k v\|_{L^\infty(S^1)}\|v\|_{L^1(S^1)}.
$$
Since each $e_k$ is normalized in $L^2(S^1)$, then $\sqrt{2\pi} \|e_k\|_{L^\infty(S^1)} = 1 = \|e_k\|_{L^2(S^1)}$ and then $\|P_k v\|_{L^\infty(S^1)} = \frac{1}{\sqrt{2\pi}} \|P_k v\|_{L^2(S^1)} \leq c\|v\|_{L^1(S^1)}$, where we have used observation (5.4). It follows that
$$
\left\| \sum_{k=N}^{M} c_k P_k v \right\|_{L^2(S^1)} \leq C \left( \sum_{k=N}^{M} |c_k|^2 \right)^{\frac{1}{2}} \|v\|_{L^1(S^1)}.
$$
Clearly, as long as $|c_k| \leq 1$, then
$$
\left\| \sum_{k=N}^{M} c_k P_k v \right\|_{L^2(S^1)} \leq \|v\|_{L^2(S^1)}.
$$
As before, we interpolate the last two inequalities to reach (5.3). \hfill \square

The following proposition is crucial to the proof of Theorem 3.1

**Proposition 5.2.** Let $1 < p < 2$. There exists a $\beta_0 > 0$ such that we have for $\beta > \beta_0$ and $z \in C^\infty_0((-\infty,0) \times S^1)$ that
$$
\left\| e^{h_\beta(t)+t/8} z \right\|_{L^2(\mathbb{R}^2)} \leq C \beta^{-1+\frac{1}{p}} \left\| e^{h_\beta(t)-t/8} \mathcal{L}^\prime \right\|_{L^p(\mathbb{R}^2)},
$$
where $C = C(p)$.

**Proof.** To prove this lemma, we introduce the conjugated operator $\mathcal{L}_\beta$ of $\mathcal{L}$, defined by
$$
\mathcal{L}_\beta z = e^{h_\beta(t)} \mathcal{L}(e^{-h_\beta(t)} z).
$$
Replacing \( z \) with \( e^{-h_\beta(t)}z \) in inequality (5.7) shows that it suffices to prove that
\[
\left\| e^{t/8}z \right\|_{L^2(dt,d\theta)} \leq C\beta^{-1+\frac{1}{p}} \left\| e^{-t/8}L_\beta z \right\|_{L^p(dt,d\theta)}.
\]

From (5.1) and (5.2), the operator \( L_\beta \) takes the form
\[
L_\beta = \sum_{k \in \mathbb{Z}} \left( \partial_t - h_\beta'(t) - k \right) P_k = \sum_{k \in \mathbb{Z}} \left( \partial_t + \beta - \frac{\beta}{4} e^{t/4} - k \right) P_k.
\]

Since \( \sum_{k \in \mathbb{Z}} P_k z = z \), we split the sum into three parts. Let \( M = [2\beta] \) and define
\[
P^h_\beta = \sum_{k > M} P_k, \quad P^l_\beta = \sum_{k = 0}^{M} P_k, \quad P^n_\beta = \sum_{k < 0} P_k.
\]

In order to prove (5.8), it suffices to show that
\[
\left\| e^{t/8} P^n_\beta z \right\|_{L^2(dt,d\theta)} \leq C\beta^{-1+\frac{1}{p}} \left\| e^{-t/8}L_\beta z \right\|_{L^p(dt,d\theta)}
\]
for \( \Box = h, l, n, z \in C_0^\infty((-\infty,0) \times S^1) \), and \( 1 < p < 2 \). The sum of all three inequalities will yield (5.8), which implies (5.7).

From (5.9), we have the first order differential equation
\[
P_k L_\beta z = \left( \partial_t - h_\beta'(t) - k \right) P_k z.
\]

For \( z \in C_0^\infty((-\infty,0) \times S^1) \), solving the first order differential equation gives that
\[
P_k z(t,\omega) = -\int_t^\infty e^{k(t-s)+h_\beta(t)-h_\beta(s)} P_k L_\beta z(s,\omega) \, ds
\]
\[
= \int_{-\infty}^t e^{k(t-s)+h_\beta(t)-h_\beta(s)} P_k L_\beta z(s,\omega) \, ds.
\]

We first establish (5.10) with \( \Box = h \). For \( k > M \geq 2\beta \), if \(-\infty < t \leq s \leq 0\), then
\[
k(t-s) + h_\beta(t) - h_\beta(s) = -(k-\beta) |t-s| + \beta \left( e^{t/4} - e^{s/4} \right) \leq -\frac{k}{2} |t-s|.
\]

Taking the \( L^2(S^1) \)-norm in (5.12) and using this bound gives that
\[
\| P_k z(t,\cdot) \|_{L^2(S^1)} \leq \int_{-\infty}^\infty e^{-\frac{1}{2} k|t-s|} \| P_k L_\beta z(s,\cdot) \|_{L^2(S^1)} \, ds.
\]

With the aid of (5.6), we get
\[
\| P_k z(t,\cdot) \|_{L^2(S^1)} \leq C \int_{-\infty}^\infty e^{-\frac{1}{2} k|t-s|} \| L_\beta z(s,\cdot) \|_{L^p(S^1)} \, ds
\]
for any \( 1 \leq p \leq 2 \). Applying Young’s inequality for convolution then yields
\[
\| P_k z \|_{L^2(dt,d\theta)} \leq C \left( \int_{-\infty}^\infty e^{-\frac{1}{2} k|z|} \, dz \right)^{\frac{1}{p}} \| L_\beta z \|_{L^p(dt,d\theta)} \leq Ck^{\frac{1}{p} - \frac{3}{2}} \| L_\beta z \|_{L^p(dt,d\theta)},
\]
where $\frac{1}{\sigma} = \frac{3}{2} - \frac{1}{p}$. Squaring and summing up $k > M$ gives that
\[
\sum_{k>M} \|P_k z\|_{L^2(dt, \theta)}^2 \leq C \sum_{k>M} k^{-3+\frac{2}{p}} \|\mathcal{L} z\|_{L^p(dt, \theta)}^2 = C \beta^{-2+\frac{2}{p}} \|\mathcal{L} z\|_{L^p(dt, \theta)}^2,
\]
where we have used that $p > 1$ to conclude that the series converges. An application of orthogonality shows that
\[
\|P_k z\|_{L^2(dt, \theta)} \leq C \beta^{-1+\frac{1}{p}} \|\mathcal{L} z\|_{L^p(dt, \theta)}
\]
which implies (5.10) with $\Box = h$.

Now we prove (5.10) for $\Box = n$. For $k < 0$, if $-\infty < s \leq t \leq 0$, then
\[
k(t-s) + h_{\beta}(t) - h_{\beta}(s) = -(\beta - k) |t-s| + \beta e^{t/4} \left(1 - e^{-|t-s|/4}\right)
\]
\[
\leq -\left(\frac{\beta}{2} - k\right) |t-s|,
\]
where we have performed a Taylor expansion. Repeating the arguments from above shows that for $k < 0$,
\[
\|P_k z\|_{L^2(dt, \theta)} \leq C \left(\frac{\beta}{2} - k\right)^{\frac{1}{p} - \frac{3}{2}} \|\mathcal{L} z\|_{L^p(dt, \theta)}.
\]
Squaring and summing up $k < 0$ gives that
\[
\sum_{k<0} \|P_k z\|_{L^2(dt, \theta)}^2 \leq C \beta^{-2+\frac{2}{p}} \|\mathcal{L} z\|_{L^p(dt, \theta)}^2,
\]
where we have again used that $p > 1$ to conclude that the series converges. As in the previous setting, (5.10) holds with $\Box = n$.

Fix $t \in (-\infty, 0)$ and set $N = \lceil -h'_{\beta}(t) \rceil$. Recalling that $h_{\beta}(t) = -t + \beta e^{t/4}$, an application Taylor’s theorem shows that for all $s,t \in (-\infty, 0)$
\[
h_{\beta}(s) - h_{\beta}(t) = h'_{\beta}(t)(s-t) + \frac{1}{2} h''_{\beta}(s_0)(s-t)^2,
\]
where $s_0$ is some number between $s$ and $t$. If $s > t$, then
\[
(5.13) \quad k(t-s) + h_{\beta}(t) - h_{\beta}(s) \leq -(k-N) |t-s| - \frac{\beta}{32} e^{t/4}(s-t)^2.
\]
Alternatively, if $s \leq t$, then
\[
(5.14) \quad k(t-s) + h_{\beta}(t) - h_{\beta}(s) \leq -(N-1-k) |t-s| - \frac{\beta}{32} e^{s/4}(s-t)^2.
\]
For this reason, we split the sum corresponding to $\Box = l$ and use both representations from (5.12).

First we consider the values $N \leq k \leq M$. From the first line of (5.12), we sum over $k$ and use the bound from (5.13) to get
\[
\left\| \sum_{k=N}^{M} P_k z(t, \cdot) \right\|_{L^2(S^1)} \leq \int_{-\infty}^{\infty} \left\| \sum_{k=N}^{M} e^{-\beta(k-N)(t-s)} \frac{\beta}{32} e^{t/4}(s-t)^2 P_k h_{\beta}(z(s, \cdot)) \right\|_{L^2(S^1)} ds.
\]
With \( c_k = e^{-(k-N)|t-s| - \beta o^{1/4} (s-t)^2} \), it is clear that \( |c_k| \leq 1 \). Therefore, Lemma 5.1 is applicable, so we may apply estimate (5.3) to obtain

\[
\left\| \sum_{k=N}^{M} e^{-(k-N)|t-s| - \beta o^{1/4} (s-t)^2} P_k \mathcal{L}_\beta z(s, \cdot) \right\|_{L^2(S^1)} \leq C \left( \sum_{k=N}^{M} e^{-2(k-N)|t-s| - \beta o^{1/4} (s-t)^2} \right)^{\frac{1}{2} - \frac{1}{2}} \| \mathcal{L}_\beta z(s, \cdot) \|_{L^p(S^1)}
\]

for all \( 1 \leq p \leq 2 \). Since

\[
\sum_{k=N}^{M} e^{-2(k-N)|t-s|} \leq \sum_{k=0}^{\infty} e^{-2k|t-s|} \leq C |t - s|^{-1},
\]

then

\[
\left\| \sum_{k=N}^{M} P_k z(t, \cdot) \right\|_{L^2(S^1)} \leq C \int_{-\infty}^{\infty} e^{-\beta o^{1/4} t^2} |t - s|^{-\alpha} \| \mathcal{L}_\beta z(s, \cdot) \|_{L^p(S^1)} ds,
\]

where \( \alpha = \frac{2-p}{2p} \). Given that if \( t \in (-\infty, 0) \)

\[
e^{-\beta o^{1/4} t^2} \geq \sqrt{1 + \frac{\alpha \beta}{16} e^{1/2} (s-t)^2} \geq C e^{t/8} (1 + \beta^{1/2} |s - t|),
\]

then it follows that

\[
e^{-\beta o^{1/4} t^2} \leq C e^{-t/8} (1 + \beta^{1/2} |s - t|)^{-1}.
\]

We see that

\[
\left\| \sum_{k=N}^{M} P_k z(t, \cdot) \right\|_{L^2(S^1)} \leq C \int_{-\infty}^{\infty} e^{-t/8} \| \mathcal{L}_\beta z(s, \cdot) \|_{L^p(S^1)} ds.
\]

For \( 0 \leq k \leq N - 1 \), we use the second line of (5.12), then sum over \( k \) and use the bound from (5.14) to get

\[
\left\| \sum_{k=0}^{N-1} P_k z(t, \cdot) \right\|_{L^2(S^1)} \leq \int_{-\infty}^{\infty} \left\| \sum_{k=0}^{N-1} e^{-(N-1-k)|t-s| - \beta o^{1/4} (s-t)^2} P_k \mathcal{L}_\beta z(s, \cdot) \right\|_{L^2(S^1)} ds.
\]

Arguing as before, we similarly conclude that

\[
\left\| \sum_{k=0}^{N-1} P_k z(t, \cdot) \right\|_{L^2(S^1)} \leq C \int_{-\infty}^{\infty} e^{-s/8} \| \mathcal{L}_\beta z(s, \cdot) \|_{L^p(S^1)} ds.
\]

Combining (5.17) and (5.18) shows that

\[
\left\| e^{t/8} \mathcal{L}_\beta z(t, \cdot) \right\|_{L^2(S^1)} \leq C \int_{-\infty}^{\infty} \left\| e^{-s/8} \mathcal{L}_\beta z(s, \cdot) \right\|_{L^p(S^1)} ds.
\]
Applying Young’s inequality for convolution, we get
\[ \left\| e^{t/8} P^\beta z \right\|_{L^2(dt\,d\theta)} \leq C \left[ \int_{-\infty}^{\infty} \left( \frac{|z|^{-\alpha}}{1 + \beta^{1/2}|z|} \right)^{\sigma} \, dz \right]^{\frac{1}{\sigma}} \left\| e^{-t/8} L_\beta z \right\|_{L^p(dt\,d\theta)}, \]
where \( \frac{1}{\sigma} = \frac{3}{2} - \frac{1}{p} \). A direct calculation then shows that
\[ \left[ \int_{-\infty}^{\infty} \left( \frac{|z|^{-\alpha}}{1 + \beta^{1/2}|z|} \right)^{\sigma} \, dz \right]^{\frac{1}{\sigma}} \leq C \beta^{-\frac{1}{2p} + \frac{\alpha}{2}} \]
with \( C = C(p) \) for \( 1 < p < 2 \). Since \( -\frac{1}{2p} + \frac{\alpha}{2} = \frac{1}{2p} - \frac{3}{4} + \frac{1}{2p} - \frac{1}{4} = -1 + \frac{1}{p} \), then we have shown (5.10) with \( \square = l \), thereby completing the proof of the proposition.

We now present the proof of Theorem 3.1.

**Proof of Theorem 3.1.** Note that for any \( \alpha' < \beta \), if we replace \( h_\beta(t) \) with \( \hat{h}_\beta(t) = -(\beta - \alpha') t + \beta e^{t/4} = h_\beta(t) + \alpha' t \), then the results of Proposition 5.2 still hold with a possibly modified constant. That is,
\[ \left\| e^{\hat{h}_\beta(t)+t/8} z \right\|_{L^2(dt\,d\theta)} \leq C \beta^{-1+\frac{1}{p}} \left\| e^{\hat{h}_\beta(t)-t/8} L_\beta z \right\|_{L^p(dt\,d\theta)}. \]
Since \( e^{2t\,dt\,d\theta} = dx \), then
\[ \left\| e^{\hat{h}_\beta(t)+t/8} z \right\|_{L^2(dt\,d\theta)} = \left\| e^{h_\beta(t)+(\alpha'-7/8)t} ze^{t} \right\|_{L^2(dt\,d\theta)} = \left\| |x|^{\alpha'-7/8} e^{h} z \right\|_{L^2(dx)} \]
and
\[ \left\| e^{\hat{h}_\beta(t)-t/8} L_\beta z \right\|_{L^p(dt\,d\theta)} = \left\| e^{h_\beta(t)+(\alpha'+7/8-2/p)t-\tilde{\theta}z} e^{2t/p} \right\|_{L^p(dt\,d\theta)} = \left\| |x|^{\alpha'+7/8-2/p} e^{h} \tilde{\theta} z \right\|_{L^p(dx)}, \]
so we reach the conclusion of the theorem by setting \( \alpha' = \frac{15}{8} \).

6. **An interior estimate**

In this final section, we present the statement and proof of the interior estimate that was used in the proof of our main theorems.

**Lemma 6.1.** Assume that for some \( s > \frac{3}{5} \), (1.1) holds. Let \( u \in H^s_{loc}(\Omega) \) be a solution of (1.2). For any \( 0 < a_3 < a_1 < a_2 < a_4 \) such that \( B_{a_4} \subset \Omega \) and \( a_4 r < 1 \) is sufficiently small with respect to \( s \), \( M_0 \) and \( \delta_0 \), we have
\[ \int_{\{a_1 r < |x| < a_2 r\}} |x|^2 |\nabla u|^2 \, dx \leq C \int_{\{a_3 r < |x| < a_4 r\}} |u|^2 \, dx, \]
where the constant \( C \) is independent of \( r \) and \( u \).
Proof. Let $\xi \in C_0^\infty(\mathbb{R}^n)$ satisfy $0 \leq \xi(x) \leq 1$ and

$$
\xi(x) = \begin{cases} 
0, & |x| \leq a_3 r, \\
1, & a_1 r < |x| < a_2 r, \\
0, & |x| \geq a_4 r.
\end{cases}
$$

(6.2)

From (1.2), we obtain via integration by parts that

$$
0 = -\int \left[ \text{div}(\mu(\nabla u + (\nabla u)^t)) + \nabla(\lambda \text{div} u) \right] \cdot \xi^2 u \, dx
= \int \sum_{i,j,k,l=1}^2 \left[ \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{il} \delta_{jk} + \delta_{ik} \delta_{jl}) \right] \partial_i u_k \partial_j (\xi^2 u_i) \, dx
= I_1 + I_2,
$$

where

$$
I_1 = \int \xi^2 \left[ \sum_{i,j=1}^2 \lambda \partial_j u_j \partial_i u_i + \sum_{i,j=1}^2 \mu (\partial_i u_j \partial_j u_i + \partial_j u_i \partial_j u_i) \right] \, dx
$$

and

$$
I_2 = \int \sum_{i,j,k,l=1}^2 \partial_j (\xi^2) \left[ \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{il} \delta_{jk} + \delta_{ik} \delta_{jl}) \right] \partial_i u_k \partial_i u_i \, dx.
$$

Another integration by parts shows that

$$
\int \xi^2 (2\mu - \delta_0) \partial_i u_j \partial_j u_i \, dx
= -\int \partial_j [\xi^2 (2\mu - \delta_0)] \partial_i u_j u_i \, dx - \int \xi^2 (2\mu - \delta_0) \partial_j^2 u_i u_i \, dx
= -\int \partial_j [\xi^2 (2\mu - \delta_0)] \partial_i u_i \, dx
+ \int \partial_i [\xi^2 (2\mu - \delta_0)] \partial_j u_j u_i \, dx + \int \xi^2 (2\mu - \delta_0) \partial_j u_j \partial_i u_i \, dx.
$$

Substituting this equality into $I_1$ shows that

$$
I_1 = \int \xi^2 \left[ \sum_{i,j=1}^2 \lambda \partial_j u_j \partial_i u_i + \sum_{i,j=1}^2 (2\mu - \delta_0) \partial_i u_j \partial_j u_i \right] \, dx
+ \int \xi^2 \sum_{i,j=1}^2 (\mu - \delta_0) (\partial_i u_j \partial_j u_i - \partial_i u_j \partial_j u_i) \, dx + \delta_0 \int \xi^2 \sum_{i,j=1}^2 \partial_j u_i \partial_j u_i \, dx
= \int \xi^2 (2\mu + \lambda - \delta_0) \left( \sum_{i=1}^2 \partial_i u_i \right)^2 \, dx + \delta_0 \int \xi^2 \sum_{i,j=1}^2 (\partial_j u_i)^2 \, dx
+ \int \xi^2 (\mu - \delta_0) \sum_{i,j=1}^2 (\partial_j u_i \partial_j u_i - \partial_i u_j \partial_j u_i) \, dx - I_3 - I_4,
$$
where
\[
I_3 = \int (2 \mu - \delta_0) \sum_{i,j=1}^{2} \left[ \partial_j (\xi^2) \partial_i u_j u_i - \partial_i (\xi^2) \partial_j u_j u_i \right] dx
\]
\[
I_4 = \int 2 \xi^2 \sum_{i,j=1}^{2} (\partial_j \mu \partial_i u_j u_i - \partial_i \mu \partial_j u_j u_i) dx.
\]

Since
\[
\sum_{i,j=1}^{2} (\partial_j u_i \partial_j u_i - \partial_i u_j \partial_j u_i) = \frac{1}{2} \sum_{i,j=1}^{2} (\partial_j u_i \partial_j u_i - 2 \partial_i u_j \partial_j u_i + \partial_i u_j \partial_i u_j)
\]
\[
= \frac{1}{2} \sum_{i,j=1}^{2} (\partial_j u_i - \partial_i u_j)^2,
\]
then we conclude from the lower bounds of (1.1) that
\[
I_1 \geq \delta_0 \int \xi^2 |\nabla u|^2 dx - I_3 - I_4.
\]

As \( I_1 + I_2 = 0 \), then
\[
(6.3) \quad \delta_0 \int \xi^2 |\nabla u|^2 dx \leq I_4 + I_5,
\]
where with \( I_5 := -I_2 + I_3 \), i.e.,
\[
I_5 = \int (\mu - \delta_0) \sum_{i,j=1}^{2} \partial_j (\xi^2) \partial_i u_j u_i dx - \int \mu \sum_{i,j=1}^{2} \partial_j (\xi^2) \partial_j u_j u_i dx
\]
\[
- \int (\lambda + 2 \mu - \delta_0) \sum_{i,j=1}^{2} \partial_i (\xi^2) \partial_j u_j u_i dx
\]
\[
\leq C \int \xi |\nabla \xi| |\nabla u||u| \leq \frac{\delta_0}{4} \int \xi^2 |\nabla u|^2 + \frac{C}{\delta_0} \int |\nabla \xi|^2 |u|^2,
\]
where we have used the upper bounds from (1.1) in combination with a Sobolev embedding. For \( I_4 \), observe that
\[
|I_4| \leq C \int \xi^2 |\nabla \mu| |\nabla u||u| \leq \frac{\delta_0}{4} \int \xi^2 |\nabla u|^2 + \frac{C}{\delta_0} \int \xi^2 |\nabla \mu|^2 |u|^2.
\]
Define \( X = B_{a r} \setminus \bar{B}_{a/2 r} \) and \( Y = B_{a r} \setminus \bar{B}_{a/2 r} \) so that \( \text{supp} \xi \subset X \) and \( \xi \equiv 1 \) on \( Y \). Since \( s > 4/3 \), then \( s^* > 4 \), where \( s^* \) denotes the Sobolev conjugate of \( s \). With \( \alpha = 1 - \frac{2}{s^*} - \frac{2}{s^*} \), applications of Hölder and Sobolev inequalities...
show that
\[
\int \xi^2 |\nabla \mu|^2 |u|^2 \leq \left( \int_X 1 \right)^{1 - \frac{2}{s^*}} \left( \int_X |\nabla \mu|^s \right)^{2/s^*} \left( \int_X |\xi u|^{2s^*} \right)^{2/s^*} \\
\leq C (a_4 r)^{2\alpha} \|\mu\|^2_{W^{2,s}} \int |\nabla (\xi u)|^2 \\
\leq C (a_4 r)^{2\alpha} \left( \int \xi^2 |\nabla u|^2 + \int |\nabla \xi|^2 |u|^2 \right),
\]
where the last line uses [1.1]. Since we can always choose $2^* \in (2, \infty)$ so that $\alpha \geq \frac{1}{2}$, then by substituting these estimates into [6.3] and simplifying, we see that
\[
\int \xi^2 |\nabla u|^2 \, dx \leq \frac{C}{\delta_0^2} \left( a_4 r \int \xi^2 |\nabla u|^2 + \int |\nabla \xi|^2 |u|^2 \right).
\]
Assuming that $a_4 r \leq \frac{\delta_0^2}{2C}$, we may absorb the first term on the left into the right to obtain
\[
\int_Y |x|^2 |\nabla u|^2 \, dx \leq (a_2 r)^2 \int_Y |\nabla u|^2 \, dx \leq (a_2 r)^2 \int \xi^2 |\nabla u|^2 \, dx \\
\leq C \left( \frac{a_2 r}{\delta_0} \right)^2 \int |\nabla \xi|^2 |u|^2 \leq C \int_X |u|^2,
\]
as required. \hfill \Box
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