
Large Sample Theory
Homework 4: Methods of Estimation, Asymptotic Distribution, Probability and Conditioning

Due Date: December 1st

1. The Weibull distribution (after the Swedish physicist Waloddi Weibull, who proposed
the distribution in1939 for the breaking strength of materials), has density function

f(x) = λxλ−1 exp
(
−xλ

)
for x, λ > 0.

[As an aside, note that the Weibull arises by assumingy = xλMfollows an exponential
distribution].

a. What is the resulting likelihood functioǹ(λ|x1, . . . , xn), for λ?
b. What is the resulting log-likelihood function?
c. What is the score function?
d. What is the second derivative of the log-likelihood function?
e. Suppose5 values,0.10, 0.25, 0.5, 1, and2 are observed. Plot the resulting log-

likelhood function
f. What is the approximate sample variance?
g. What is an approximate95% confidence interval forλ?

2. LetX beN(0, θ), 0 < θ < ∞.

a. Find the Fisher informationI(θ).
b. If X1, X2, . . . , Xn is a random sample from this distribution, show that the MLE of

θ is an efficient estimator ofθ.

3. For Type II censoring, the data consist of therth smallest lifetimesX(1) ≤ X(2) ≤
· · · ≤ X(r) out of a random sample ofn lifetimes X1, . . . , Xn from the assumed life
distribution. AssumingX1, . . . , Xn are i.i.d. and have a continuous distribution with
p.d.f.f(x) and survival functionS(x).

a. Show that the joint p.d.f. ofX(1), X(2), · · ·X(r) is

LII,1 =
n!

(n− r)!

[
r∏

i=1

f(x(i))

]
[S(x(r)]

n−r.

b. Suppose thatXi is an exponentially distributed random variable with meanθ. De-
rive the MLE ofθ, θ̂, and state the condition onr to guarantee consistency ofθ̂.

c. Use EM algorithm to derive the MLE ofθ.

4. The normally distributed random variablesX1, . . . , Xn are said to be serially correlated
or to follow an autoregressive model if we can write

Xi = θXi−1 + εi, i = 1, . . . , n,

whereX0 = 0 andε1, . . . , εn are independentN(0, σ2) random variables.

a. Show that the density of(X1, . . . , Xn) is

1

(2πσ2)n/2
exp

{
−
∑n

i=1(xi − θxi−1)
2

2σ2

}

for −∞ < xi < ∞, i = 1, . . . , n, x0 = 0.
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b. Derive MLE ofθ andσ2. Give a condition onθ so that they are consistent estimates.

5. LetYi denote the response of a subject at timei, i = 1, . . . , n. Suppose thatYi satisfies
the following model

Yi = θ + εi, i = 1, . . . , n

whereεi can be written asεi = cei−1 + ei for a given constantc satisfying0 ≤ c ≤ 1,
and theei are independent and identically distributed with mean zero and varianceσ2,
i = 1, . . . , n; ε0 = 0. Let

Ȳ =
1

n

n∑
i=1

Yi, θ̂ =
n∑

j=1

ajYj

where

aj =
n−j∑
i=0

(−c)j

(
1− (−c)j+1

1 + c

)
/

n∑
i=1

(
1− (−c)i

1 + c

)2

.

a. Show that ifei ∼ N(0, σ2), thenθ̂ is the MLE ofθ.

b. Show that̄Y andθ̂ are unbiased.

c. Show thatV ar(Ȳ ) ≥ V ar(θ̂).

d. Show that̄Y andθ̂ are consistent estimates ofθ.

6. Suppose thatX1, . . . , Xn are independent and identically distributed according to a lo-
cation family with cdfF (x − θ), with F known and with0 < F (x) < 1 for all x, but
that it is only observed whether eachXi falls belowa, betweena andb, or aboveb where
a < b are two given constants.

a. Describe the joint distribution of the observed three outcomes.

b. Let V denote the number of observations less thana. Describe the asymptotic
distribution of

√
n(V/n− p1) wherep1 = F (a− θ).

c. Show that̃Vn = a− F−1(V/n) is a consistent estimate ofθ. Derive the asymptotic
distribution of

√
n(Ṽn − θ)

7. LetX1, . . . , Xn be iid with distributionPθ depending on a real-valued parameterθ, and
suppose thatEθ(X) = g(θ) and V arθ(X) = τ(θ) < ∞, whereg is continuously
differentiable function with derivativeg

′
(θ) > 0 for all θ. Denote the estimator obtained

by the method of moments bŷθ. ( i.e., θ̂ is the solution of the equationg(θ) = X̄.)

a. Show that̂θ is consistent.

b. Derive its asymptotic distribution.

8. Suppose thatvi andui, 1 ≤ i ≤ n, are associated with a linear relationshipvi = a+ bui.
Due to data collection error, we can only observe(xi, yi) whereyi = vi + δi andxi =
ui + εi. It is known thatE(δi) = E(εi) = 0 andδi andεi are to be independent. Note
thatyi = a + bxi + (δi − bεi) andE(δi − bεi) = 0.

a. WhenV ar(εi) = V ar(δi) = σ2, show that the least squares estimate ofb (based on
(xi, yi)) is not consistent whenn−1∑n

i=1(ui − ū)2 goes to a nonzero constantc.

b. Propose a consistent estimate ofb whenV ar(δi) = 2V ar(εi).
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9. Let X1, . . . , Xn be iid according to the normal distributionN(θ, 1). Consider the se-
quence of estimators

δn =

{
X̄ if |X̄| ≥ n−1/4

aX̄ if |X̄| < n−1/4

Find the asymptotic distribution of
√

n(δn − θ).
Hint: You may need to derive your answer forθ = 0 andθ 6= 0 separately.

10. Show the following properties of the multivariate normal distributionNk(µ, Σ) where
µ ∈ Rk andΣ is a positive definitek × k matrix. Note that, ifX ∼ Nk(µ, Σ), its pdf is

f(x) = (2π)−k/2[Det(Σ)]−1/2 exp(−(x− µ)T Σ−1(x− µ)).

(a) The mgf ofNk(µ, Σ) is exp(µT t + tT Σt/2).
Fact: The mgf ofX is defined asE exp(XT t).
(b) Let X be a randomk-vector having theNk(µ, Σ) distribution andY = AX + c,
whereA is ak× ` matrix of rank` ≤ k andc ∈ R`. ThenY has theN`(Aµ+ c, AT ΣA)
Distribution.
Fact: IfX andY are randomk-vectors and their mgf are identical for allt ∈ Nε = {t ∈
Rk : ‖t‖ ≤ ε}, then the distribution ofX is identical to that ofY.
(c) A randomk-vectorX has ak-dimensional normal distribution if and only if for any
c ∈ Rk, XTc has a univariate normal distribution.
(d) LetX be a randomk-vector having theNk(µ, Σ) distribution. LetA be ak×` matrix
andB be ak × m matric. ThenXA andXB are independent if and only if they are
uncorrelated.
(e) Let(XT

1 ,XT
2 )T be a randomk-vector having theNk(µ, Σ) distribution with

Σ =

(
Σ11 Σ12

Σ21 Σ22

)
,

whereX1 is a random̀ -vector andΣ11 is an` × ` matrix. Then the conditional pdf of
X2 givenX1 is

Nk−`(µ2 + (x1 − µ1)Σ
−1
11 Σ12, Σ22 − Σ21Σ

−1
11 Σ12),

whereµi = E(Xi), i = 1, 2.
Hint: ConsiderX2 − µ2 − (X1 − µ1)Σ

−1
11 Σ12 andX1 − µ1.)

11. SupposeX1, X2, andX3 are multivariate normally distributed with means 1µ1 = 1,
µ2 = 0, µ3 = −2 and covariance structure

σ2(X1) = 3, σ2(X2) = 4, σ2(X3) = 6, σ(X1, X2) = 1, σ(X1, X3) = −1, σ(X2, X3) = 2.

a. What is the distribution of(X1, X2) givenX3?

b. What is the regression ofX1 onX2 andX3?

c. What is the conditional variance ofX1 givenX2 andX3?
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