Large Sample Theory
Homework 4: Methods of Estimation, Asymptotic Distribution, Probability and Conditioning
Due Date: December 1st

1. The Weibull distribution (after the Swedish physicist Waloddi Weibull, who proposed
the distribution in1939 for the breaking strength of materials), has density function

f(z) = Xa*Lexp (—x)‘) for z, A > 0.

[As an aside, note that the Weibull arises by assunjirg z*Mfollows an exponential
distribution].
a. What is the resulting likelihood functidig\ |z, . .., z,,), for A?
b. What is the resulting log-likelihood function?
c. What is the score function?
d. What is the second derivative of the log-likelihood function?
e. Supposé values,0.10,0.25,0.5,1, and2 are observed. Plot the resulting log-
likelhood function
f. What is the approximate sample variance?
g. What is an approximat® % confidence interval fon?
2. LetX beN(0,0),0 < 0 < .

a. Find the Fisher informatiof(#).
b. If X;, X,,..., X, isarandom sample from this distribution, show that the MLE of
6 is an efficient estimator df.

3. For Type Il censoring, the data consist of tite smallest lifetimesX(;) < X5 <
- < X,y out of a random sample of lifetimes X, ..., X, from the assumed life
distribution. AssumingXy, ..., X,, are i.i.d. and have a continuous distribution with
p.d.f. f(z) and survival functiorS(x).

a. Show that the joint p.d.f. oX(;), X(o), - - X IS

L= g TG oo

b. Suppose thak; is an exponentially distributed random variable with méae-
rive the MLE of#, 6, and state the condition onto guarantee consistency f

c. Use EM algorithm to derive the MLE of
4. The normally distributed random variabl&s, . . ., X,, are said to be serially correlated
or to follow an autoregressive model if we can write
XZ‘ZQXi_l—FEZ', ’L.Zl,...,n,

whereX, = 0 ande, . . ., ¢, are independenv¥ (0, o) random variables.
a. Show that the density 0%, ..., X,,)is
1 n Q. )2
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for —co<x; <o0,i=1,...,n,29=0.
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b. Derive MLE off ando?. Give a condition o so that they are consistent estimates.

5. LetY; denote the response of a subject at time= 1, ..., n. Suppose that; satisfies
the following model
Y%IG—FQ, izl,...,n
wheree; can be written as; = ce;_; + ¢; for a given constant satisfying0 < ¢ < 1,
and thee; are independent and identically distributed with mean zero and varignce
1=1,...,n;¢ = 0. Let

where
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a. Show thatiz; ~ N (0, 02), thend is the MLE of6.
b. Show that” andd are unbiased.
c. Show that/ar(Y) > Var(f).
d. Show thal” andé are consistent estimatesthf

6. Suppose thak, ..., X, are independent and identically distributed according to a lo-
cation family with cdfF'(x — 6), with £ known and with0 < F(x) < 1 for all z, but
that it is only observed whether eagh falls belowa, betweern: andb, or aboveh where
a < b are two given constants.

a. Describe the joint distribution of the observed three outcomes.

b. Let VV denote the number of observations less thanDescribe the asymptotic
distribution of\/n(V/n — p,) wherep, = F(a — 0).

c. Showthat/, = a — F~1(V/n) is a consistent estimate 6f Derive the asymptotic
distribution of\/n(V,, — 6)

7. LetXy,..., X, beiid with distributionP, depending on a real-valued parameteand
suppose thaty(X) = ¢(f) andVare(X) = 7(0) < oo, whereg is continuously
differentiable function with dgrivativgj(@) > 0 for all 6. Denote the estimator obtained
by the method of moments lsy (i.e.,d is the solution of the equatiof(d) = X.)

a. Show that is consistent.
b. Derive its asymptotic distribution.
8. Suppose that; andu;, 1 < i < n, are associated with a linear relationship= a + bu;.

Due to data collection error, we can only obsefyg y;) wherey; = v; + §; andx; =
u; + €. Itis known thatE(9;) = E(e;) = 0 andd; ande; are to be independent. Note

a. WhenVar(e;) = Var(d;) = o2, show that the least squares estimaté (@fased on
(z,y;)) is not consistent when™! 3", (u; — u)? goes to a nonzero constant
b. Propose a consistent estimateé @fhenVar(d;) = 2Var(e;).



9.

10.

11.

Let Xy, ..., X, be iid according to the normal distributia¥ (¢, 1). Consider the se-
guence of estimators

5 _{ X if|X|>n4

" aX if | X| <4

Find the asymptotic distribution qf'n(d,, — 0).
Hint: You may need to derive your answer fore= 0 andd # 0 separately.

Show the following properties of the multivariate normal distributdri, ) where
p € R* andY is a positive definité: x k& matrix. Note that, ifX ~ Ny (u, ), its pdf is

f(x) = (2m) "2 [Det(2)] 2 exp(—(x — p)" 7 (x — ).

(@) The mgf of Ny (1, X) is exp(u't + t73t/2).

Fact: The mgf ofX is defined af exp(X't).

(b) Let X be a randomnk-vector having theV (i, X) distribution andY = AX + ¢,
whereA is ak x ¢ matrix of rank/ < k andc € R. ThenY has theN,(Au+c, ATS A)
Distribution.

Fact: If X andY are randonk-vectors and their mgf are identical for ale N, = {t €
R* - ||t|| < €}, then the distribution oK is identical to that ofY.

(c) A randomk-vectorX has ak-dimensional normal distribution if and only if for any
c € R¥, X" ¢ has a univariate normal distribution.

(d) LetX be a randonk-vector having theV;,(u, X2) distribution. LetA be ak x ¢ matrix
and B be ak x m matric. ThenXA andX B are independent if and only if they are
uncorrelated.

(e) Let(X?, XI)T be a randoni-vector having theV,. (1, 32) distribution with

Z]11 E12
N =
( Yo1 Yoo ) ’
whereX; is a randonY-vector and*;; is an/ x ¢ matrix. Then the conditional pdf of
X, givenX; is

Ni_o(pto + (X1 — 1) S11 212, Loz — o1 871 S1a),

wherey; = E(X;),i=1,2.

Hint: ConSiderX2 — M2 — (X1 - ,ul)Zl_llElg anXm - ,ul)

SupposeX;, X5, and X3 are multivariate normally distributed with means:l = 1,
1o = 0, u3 = —2 and covariance structure

0*(X1) =3, 0*(X2) =4, 0%(X3) =6, o(X1,Xy) =1, 0(X1,X3) =1, 0(Xg, X3) =2.

a. What is the distribution dfX;, X5) given X3?
b. What is the regression df; on X, and X3?
c. What is the conditional variance &f, given X, and X3?



