Large Sample Theory
Homework 3: Probability and Conditioning
Due Date: November 10th

. LetX be arandom variable with rangé, 1, 2, ...}. Show that if£(X) < oo, then

B(X) = fj P(X >n).

n=1

. LetX be arandom variable having a c.dif(x). Show that ifX > 0, then
E(X) = / [l — Fx(x)]dz;

in general, ifE(X) exists, then

B(X) = [0 - Fx()lde - /0 [Py (2)]da.

—0o0

. Let X; and X, be independent random variables having the standard normal distribu-
tion. Obtain the joint p.d.f. ofYy, Y3), whereY; = /X7 + X7 andY; = X;/Xo.

(a). Are they; independent?

(b). Box-Muller transformation is often used to transform a two-dimensional contin-
uous uniform distribution to a two-dimensional bivariate normal distribution. In this
algorithm, it generateXx; and X, which are independent and uniformly distributed
and1. Then convertX; and X, to Z; andZ; by

7, = mcos(QﬂXg), Zy = \/mSin(QWX2)-

Use (a) to show tha¥; and Z, are independent and normally distributed with méan
andl.

. A medianof a random variablé&” (or its distribution) is any value: such thatP(Y >
m)>1/2, P(Y <m)>1/2.

(a) Show that the set of medians is a closed intemgl m |.

(b) Let R(c) = E(]Y — ¢|). Show that eithe?(c) = oo for all ¢ or R(c) > R(m) for
any medianm of Y.

(c) Give a condition in terms of the density function ¥fat m to ensure thafz(c) is
continuous atn.

. Let(Xy,...,X,) be a sample from a Poiss@h(\) distribution and letS,,, = >, X;,

m <n.

(a) Show that the conditional distribution¥fgiven.S,, = k is multinomial M (k,1/n,...,1/n).
(b) Show that®(S,,|S,,) = (m/n)S,.

. Suppose thak has a normalV(u, 02) distribution and that” = X + Z, where” is
independent o and has a normaV (v, 72) distribution.

(a) What is the conditional distribution &f given X = x?

(b) Using Bayes rule find the conditional distributionofgivenY = y,.

. Suppose that” has the Poisson distributiaR(#) and Px|y—, has the binomial distri-
bution Bin(y, p). Show that the marginal distribution of is the Poisson distribution
P(ph).



10.

11.

12.

13.
14.

15.

LetX,,..., X, be a sample from the exponential distribution with density (v > 0).
Find the distribution op-" , X;, and the conditional distribution of;, given> " ; X;.

For any set of numbers, . . ., =, and a monotone function(-), show that the value of
that minimizes"", [h(z;) — h(a)]? is given bya = h=* (37", h(z;)/n). Find functions
h that will yield the arithmetic, geometric, and harmonic means as minimizes.
Recall that the geometric mean of non-negative numbe(ii is)'/" and the harmonic
mean isin ' > (1/x;)] %

Let Xy,..., X, be iid. from P with unknown P with unknown mean: € R and
variances? > 0, and letg() = 0 if u # 0 andg(0) = 1. Find a consistent estimator of

9(w).

LetXy,..., X, beiid.N(0,1) with & > 0.

(a) Show that the MLE o#, 6,,, is X if X > 0 and0 otherwise.

(b) If 6 > 0, show that/n(6,, — 6) = N(0,1).

(c) If & = 0, the probability isl /2 thatd,, = 0 and1/2 that\/n(6, — 6) = N(0,1).
Suppose thaX, ..., X, be i.i.d. random variables from and thatF’ is unknown but

has a Lebesgue p.d.f. A simple estimator off(¢), ¢t € R, is defined as the difference

quotient
O E(t ) = Fu(t— M)
Ja(8) = 2\ '
HereF,, is the empirical cdf.
(@) Is f,, a density function?
(b) Suppose thaf is continuously differentiable at \, — 0, andn\,, — oco. Show

that . .
B0 - 107 = 25 0 () + 000,

(c) Undern)\? — 0 and the conditions of (b), show that

Vanalfa®) - £ 4 N (0.570))

(d) Suppose thaf is continuous ofja, b|, —co < a < b < oo, A, — 0, andn),, — oo.
Show thatf” f,,(t)dt 5 [° f(t)dt.

If a, (Y, — ¢) & H anda, — oo, thenY,, % ¢ whereH is a continuous distribution.

LetX,,..., X, beiid. withE(X;) = 0, Var(X;) = 0? < oo, and letd, = X with
probability1 — ¢, andd,, = A,, with probabilitye,,. If ¢, andA,, are constants satisfying

e, — 0 and ¢,A4, — oo,

thend,, is consistent for estimatingy but £(4,, — #)* does not tend to zero.

SupposeX, ..., X,, have common mea# and variances?, and thatcov(X;, X;) =
pi—;. For estimating), show that:

(a) X,, is not consistent iy, ; = p # 0 for all i # j; (For this problem, you can only
consider the case thak, ..., X,,) are multivariate normal.)

(b) X, is consistent ifp;_;| < M~ =" with |y] < 1.



16. Suppose that, is a random variable having the binomial distributi8in.(n, p), where
O<p<l,n=1,2,.... Define

y — § log(Xn/n) X, =1
"T1 X, =0.

Show thaty,, % log p and/n(Y, — logp) > N(0, (1 — p)/p).



