Large Sample Theory
Homework 2: Order Statistics
Due Date: October 27th

. Show that if X has a beta §(r, s) distribution,then
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. Let Xy,..., X, be a sample from a uniform U(0, 1) distribution. Deduce that
X — X has a 3(€ — k,n — {+ k + 1) distribution.

. Let X1,..., X911 be a sample from a uniform U(6 — 0.5,6 + 0.5) distribution.
(a) Find the expectation and variance of X(,+1). Use the Chebyschev’s inequality
to show that X,y is close to 0.

(b) Derive the asymptotic distribution of the midrange, 6 = (Xn+ny +X1))/2.

. Let Xy,..., X, be asample from a population with density f and cdf F'. Show
that the conditional density of (X,..., X)) given (X(41),..., X)) is,

r iz f(26)
P21y s B |Tg1)s oy y) = — O
), F7(2(041))

if z() <.+ <@y < T(rq1). Interpret this result.

. Let the cdf F' have a density f which is continuous and positive on an interval
(a,b) such that F(b) — F(a) =1, —o0c < a < b < oc.
(a) Show that if X has density f, then Y = F(X) is uniformly distributed on
(0,1).
(b) Show that if U ~ UNIF(0,1), then F~'(U) has density f.
(c) Let Uyy < -+ < Uy, be the order statistics of a sample of size n from
a UNIF(0,1) population. Show that then, F='(Uyy) < --- < F~Y(Uy,) are
distributed as the order statistics of a sample of size n from a population with
density f.

. Let X1,..., X, be iid according to the uniform distribution U(0, §).
(a) Derive the distribution of n[X(js —071.

(b) Find n[EX) — 0 '] and Var(X()).

. Let X1, X5, ... be an infinite sequence of iid random variables with common cdf
F. Let uy,us, ... be a sequence of nondecreasing real numbers. We say that an
exceedance of the level u,, occurs at time ¢ if X; > wu,,. Let A,, denote the number
of exceedances of level u, by X;, Xo,..., X,,.

(a) Determine the distribution of A,,.
(b) Suppose that u,’s are chosen such that n[l — F'(u,)] — A for some positive
number A as n — oo. Show that A,, converges in distribution and determine its
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limiting distribution.
(c) Verify that the event {X(,.p—41) < up} is the same as the event {4, < k}.
Hence determine the limiting value of P(X g1y < upn), Where k is held fixed
and n — oo, if n[1 — F(u,)] — A
(a) Determine E|X| and Emax(0, X), when X is N(0,0?).
(b) Let X1,..., X, be a N(u,0?) sample. Show that
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where ¢ and ¢ are the sample standard and mean derivations, respectively.
Namely,

E(5) =
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n n <
Let X be an absolutely continuous random variable with cdf F' and having

variance o2.
(a) Show that

o2 = ; /[ o F@)lL- Ply)dsdy

(Hint: Try integration by parts.)
(b) Replace F' by the sample distribution function F), in (a). Is it closely related
to the commonly used sample variance.

When U and V are iid with cdf F, E|U — V| provides a measure of dispersion
which we will denote by 6. Show that Ginis mean difference, given by
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is an unbiased estimator of #. Also, prove that G, can be expressed as
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Let X be an exponential random variable with distribution function F(x) =
1 —exp(—At) and C be an independent random censoring time. It means that
we can only observe 1" = min{X,C} and § = l{x<cy. Assume that we have a
random sample of (X;,C4), ..., (X,,C,) and we observe (11,81), ..., (Tn, 0n)-
(a) Derive E(X; — T;|X; > T).

(b) Tt is known that the method of moments leads to the estimate of 6 as
0 =n/Y" X, Since X; cannot be observed, someone suggests to estimate
unobservable X; by T; + E(X; — T;| X; > T;) and solve the following equation
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which leads to éE

(a) Derive 0.

(b) Show that j is a consistent estimate of 6 and derive its asymptotic distri-
bution. (For solving (b), you can assume that C; is exponentially distributed
with parameter \.)

The Weibull distribution with index o has c.d.f.

0, x <0,
F(ZL’)—{ 1= exp(—(z/N9), >0, A a > 0.

It is used in industrial reliability studies in situations where failure of a system
comprising many similar components occurs when the weakest component fails.
Let X1, X5, ..., X, beindependent identically distributed continuous non-negative
random variables with p.d.f. f(z) and c.d.f. F'(x) such that, as z — 0, f(z) —
kx® 1, F(z) — ka®/a, where k,a > 0. Let W = (kn/a)Y*X ().

(a) Show that, as n — oo, W has as its limiting distribution the Weibull distri-
bution with index a.

(b) Explain why a probability plot for the Weibull distribution may be based
upon plotting the logarithm of the rth order statistic against log [log (1 — HLH)]
and give the slope and intercept of such a plot.



