
Large Sample TheoryHomework 2: Order StatisticsDue Date: October 27th
1. Show that if X has a beta �(r; s) distribution,then

E(Xk) = r � � � (r + (k � 1))(r + s) � � � (r + s+ (k � 1)) k = 1; 2; � � �
V ar(X) = rs(r + s)2(r + s+ 1) :

2. Let X1; : : : ; Xn be a sample from a uniform U(0; 1) distribution. Deduce thatX(`) �X(k) has a �(`� k; n� `+ k + 1) distribution.
3. Let X1; : : : ; X2n+1 be a sample from a uniform U(� � 0:5; � + 0:5) distribution.(a) Find the expectation and variance ofX(n+1). Use the Chebyschev's inequalityto show that X(n+1) is close to �.(b) Derive the asymptotic distribution of the midrange, �̂ = (X(2n+1) +X(1))=2.4. Let X1; : : : ; Xn be a sample from a population with density f and cdf F . Showthat the conditional density of (X(1); : : : ; X(r)) given (X(r+1); : : : ; X(n)) is,

P (x(1); : : : ; x(r)jx(r+1); : : : ; x(n)) = r!Qri=1 f(x(i))F r(x(r+1))
if x(1) < � � � < x(r) < x(r+1). Interpret this result.5. Let the cdf F have a density f which is continuous and positive on an interval(a; b) such that F (b)� F (a) = 1, �1 � a < b � 1.(a) Show that if X has density f , then Y = F (X) is uniformly distributed on(0; 1).(b) Show that if U � UNIF (0; 1), then F�1(U) has density f .(c) Let U(1) < � � � < U(n) be the order statistics of a sample of size n froma UNIF (0; 1) population. Show that then, F�1(U(1)) < � � � < F�1(U(n)) aredistributed as the order statistics of a sample of size n from a population withdensity f .

6. Let X1; : : : ; Xn be iid according to the uniform distribution U(0; �).(a) Derive the distribution of n[X�1(n) � ��1].(b) Find n[EX�1(n) � ��1] and V ar(X�1(n)).7. Let X1; X2; : : : be an in�nite sequence of iid random variables with common cdfF . Let u1; u2; : : : be a sequence of nondecreasing real numbers. We say that an
exceedance of the level un occurs at time i if Xi > un. Let An denote the numberof exceedances of level un by X1; X2; : : : ; Xn.(a) Determine the distribution of An.(b) Suppose that un's are chosen such that n[1� F (un)]! � for some positivenumber � as n!1. Show that An converges in distribution and determine its
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limiting distribution.(c) Verify that the event fX(n:n�k+1) � ung is the same as the event fAn < kg.Hence determine the limiting value of P (X(n:n�k+1) � un), Where k is held �xedand n!1, if n[1� F (un)]! �.8. (a) Determine EjXj and Emax(0; X), when X is N(0; �2).(b) Let X1; : : : ; Xn be a N(�; �2) sample. Show that
E(�̂) = p2�(n=2)�pn�(12(n� 1)) and E(~�) =

s2(n� 1)�n �;
where �̂ and ~� are the sample standard and mean derivations, respectively.Namely,

�̂ =
vuut 1nXi (Xi � �X)2 and ~� = 1nXi jXi � �Xj:

9. Let X be an absolutely continuous random variable with cdf F and havingvariance �2.(a) Show that
�2 = 12

Z Z
�1<x<y<1 F (x)[1� F (y)]dxdy:

(Hint: Try integration by parts.)(b) Replace F by the sample distribution function Fn in (a). Is it closely relatedto the commonly used sample variance.10. When U and V are iid with cdf F , EjU � V j provides a measure of dispersionwhich we will denote by �. Show that Ginis mean di�erence, given by
Gn = 1n(n� 1)

nX
i=1

nX
j=1 jXi �Xjj;

is an unbiased estimator of �. Also, prove that Gn can be expressed as
Gn = n+ 1n(n� 1)

nX
i=1 2

� 2in+ 1 � 1�X(i):
11. Let X be an exponential random variable with distribution function F (x) =1 � exp(��t) and C be an independent random censoring time. It means thatwe can only observe T = minfX;Cg and � = 1fX<Cg. Assume that we have arandom sample of (X1; C1); : : : ; (Xn; Cn) and we observe (T1; �1); : : : ; (Tn; �n).(a) Derive E(Xi � TijXi > Ti).(b) It is known that the method of moments leads to the estimate of � as�̂ = n=Pni=1Xi. Since Xi cannot be observed, someone suggests to estimateunobservable Xi by Ti + E(Xi � TijXi > Ti) and solve the following equation

� = nPni=1 Ti�i +Pni=1[Ti + E(Xi � TijXi > Ti)](1� �i) ;
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which leads to �̂E.(a) Derive �̂E.(b) Show that �̂E is a consistent estimate of � and derive its asymptotic distri-bution. (For solving (b), you can assume that Ci is exponentially distributedwith parameter �.)
12. The Weibull distribution with index � has c.d.f.

F (x) = ( 0; x < 0;1� exp(�(x=�)�); x � 0; �; � > 0:
It is used in industrial reliability studies in situations where failure of a systemcomprising many similar components occurs when the weakest component fails.LetX1; X2; : : : ; Xn be independent identically distributed continuous non-negativerandom variables with p.d.f. f(x) and c.d.f. F (x) such that, as x ! 0, f(x) !kx��1, F (x)! kx�=�, where k; � > 0. Let W = (kn=�)1=�X(1).(a) Show that, as n!1, W has as its limiting distribution the Weibull distri-bution with index �.(b) Explain why a probability plot for the Weibull distribution may be basedupon plotting the logarithm of the rth order statistic against log hlog �1� rn+1�iand give the slope and intercept of such a plot.
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