
Chapter 7

CHARACTERISTIC CLASSES AND COBORDISM

A lesson from algebraic topology tells us that it is useful to attach
algebraic structures on the spaces and exploit the algebraic machin-
ery to study the question of topology. We have seen that de Rham
cohomology and singular cohomology are powerful tools to study
topology of manifolds. In the this chapter, we present two more
constructions on this direction, which play a dominant position in
modern geometry, topology, and physics.

The first five sections are devoted to characteristic classes, which
is a natural way to associate a vector bundle certain cohomology
classes on the base manifolds. These cohomology classes measure
the extent of vector bundles deviating from trivial. We first intro-
duce Chern classes on complex vector bundle via connection which
is due to S.S Chern and A. Weil. We then move to properties, com-
putation technique of the Chern classes. and relation with others
Characteristic Classes. Finally, we discuss the topological aspect and
some application for the characteristic classes.

The next theme is the cobordism due to Pontryagin and Thom.
Roughly speaking, two closed n-manifold are cobordant if they can
deformed through a (n + 1)-manifold. This construction allows us
to partition all closed manifolds into equivalence classes and endow
a ring structure W on the set of equivalence classes, called the cobor-
dism ring. We will prove a remarkable theorem of Thom that reveals
the structure of W ⌦ Q and deduce Hirzebruch signature theorem
from it. One of the key in the proof is to use Thom’s tranversality
theorem to represent the cobordism ring as homotopy group of a
certain space (Thom space).

259



260 7. CHARACTERISTIC CLASSES AND COBORDISM

7.1. Chern Classes via Chern–Weil Theory

7.1.1. Connections and Curvature on Complex Vector Bundle.
Let Er be a real or complex vector bundle of rank r over a C• man-
ifold M, r be a R or C-linear connection1. Let {sa}r

a=1 ⇢ C•(U, E)

be a local frame of E over an open set U ⇢ M, then we write

(7.1) rsa = w
b
a ⌦ sb 2 A1(E),

where w
b
a is a 1-form on U. Alternatively, we can write s = (s1, . . . , sr)t

as column vector formed by the local frame and w =
⇣

w
b
a

⌘
as a ma-

trix of 1-form, we can write (7.1) as rs = ws. The matrix of 1-form
w is called a connection 1-form. Notice that the connection 1-form in
general depends on the choice of local frame s.

Exercise 7.1. Let s0 = (s0
1, . . . , s0

r) be another local frame of E on U,
and s̃ = gs, for some g = (gj

i) 2 C•(U, GL(r, C)). Suppose rs0 =

w0s0. Show that we have the following transformation formula:

w0 = dgg�1 + gwg�1.

Given a connection r on E, we can induces connection2 on
Nr E ⌦

⌦sE⇤ by (3.1) and (3.2). Also, one can extend the connection r :
C•(E) ! A1(E) to Ak(E) ! Ak+1(E) by Leibniz rule:

r(h ^ q) = dh ^ q + (�1)ph ^ rq, h 2 Ap(M), Aq(E).

Thus, we obtain a sequence similar to de Rham complex:

C•(E)
r�! A1(E)

r�! A2(E)
r�! · · · .

1Recall that in section 3.1, for a real vector bundle E ! M, we define a connec-
tion r : C•(E) ! A1(E) = C•(E ⌦ T⇤M) which is R-linear and satisfies Leibniz
rule: r( f s) = (d f )s + f rs. It is easy to see that we can extend the definition to a
complex vector bundle E ! M and a C-linear connection.

2Particularly, if s̃ = (s̃1, . . . , s̃r) is the dual frame of E⇤ with respect to a frame
s = (s1, . . . , sr)t, and assume that rs̃j = w̃

j
i s̃

i, then

0 = d(d
j
i ) = d(s̃j(si)) = s̃j(rsi) + rs̃j(si) = w

j
i + w̃

j
i .

Hence, ew = �w and rs̃ = �s̃w.



7.1. CHERN CLASSES VIA CHERN–WEIL THEORY 261

However, for s 2 C•(U, E), r2s 6= 0 in general. Instead, we have

r2s = r(rs) = r(ws)

= (dw � w ^ w)s.

We define the curvature 2-form of r by W := dw � w ^ w. In terms of
component, W =

⇣
Wb

a

⌘
is given by

(7.2) Wb
a = dw

b
a � wg

a ^ w
b
g.

Though w is not a globally defined section, W is a globally defined
endomorphism valued 2-form on M.

Lemma 7.1. W 2 A2(EndE).

PROOF. Observe that if f 2 C•(U), then

r2( f s) = r( f ds + f rs) = �d f rs + d f rs + f r2s = f r2s.

This shows that r2s = Ws is function–linear. Hence, W 2 A2(EndE).
⇤

Exercise 7.2. [Properties of Curvature 2-Form]

(1) Suppose s0 = gs is another frame of E, then W0 = gWg�1.
(2) For X, Y 2 C•(TM), show that W is indeed the curvature:

W(X, Y)s = (rXrY � rYrX � r[X,Y])s.

By exterior differentiating again on W = dw � w ^ w, we get
following form of the second Bianchi identity:

(7.3) dW = w ^ dw � dw ^ w = w ^ W � W ^ w = [w, W].

Exercise 7.3. Show that for any p 2 M, there exists a ”normal frame”
s = (s1, . . . , sr)t on a chart U of p such that w(p) = 0, dW(p) = 0.

Notice that for F 2 Ak(EndE), it is easy to see that

(7.4) rF = dF + (�1)kF ^ w � w ^ F = dF + (�1)k[F, w].

In particular, rW = dW + [W, w]. Therefore, (7.3) can be written as

(7.5) rW = 0.
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Exercise 7.4.

(1) Let F 2 Ak(EndE). Show that (7.4) and r2F = [F, W].
(2) Explain that the second Bianchi identity above is equivalent

to the version given in Exercise 3.7 (2).

7.1.2. Chern Forms and Chern Classes. We now in place to de-
fine (total) Chern form associated to a complex vector bundle E. From
exercise 7.2 (1), we see that for different choice of local frames s0 = gs
of E, the curvature transforms as W0 = gWg�1. Thus, tr(Wk) 2
Ak(M) and det(Wk) 2 Aeven(M) are well-defined.

Definition 7.2. The total Chern form associated to a complex vector
bundle E ! M and a connection r on E is defined by

c(E, r) := det(I +
i

2p
W) = c0(E, r) + c1(E, r) + · · · + cr(E, r),

where ck(E, r) =
⇣

i
2p

⌘k
sk(E, r) 2 A2k(M) is called the k-th Chern

form and sk(E) is the k-th elementary symmetric polynomial of eigen-
values of W.

For ck(E, r) to define a class in de Rham cohomology, we first
need to check that ck(E, r) is closed.

Proposition 7.3. dck(E, r) = 0, for all k = 1, . . . , r.

PROOF. Observe that both ck(E, r) and tr(Wk) form bases for
symmetric function for eigenvalues of W. It is equivalent to show
tr(Wk) = 0. It is easy to see that for a 2 Ak(EndE),

(7.6) dtr(a) = tr(ra).

Thus, we have dtr(Wk) = tr(r(Wk)) = ktr(rW ^ Wk�1) = 0, by
second Bianchi identity (7.5). ⇤

Exercise 7.5. Verify (7.6).

A priori, Chern classes ck(E, r) depends on the choice of the con-
nection r. However, the following proposition shows its cohomol-
ogy class is in fact independent of the choice of r.
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Proposition 7.4. For any two connections r0, r1 on E ! M, there exists
Qk(r0, r1) 2 H2k�1

dR (M, C) such that

ck(E, r1) � ck(E, r2) = dQk(r1, r2).

PROOF. Given two connections r0, r1 on E, by exercise 3.2, we
know that h = r0 � r1 2 A1(EndE). For each t 2 [0, 1], let

rt := (1 � t)r0 + tr1 = r0 + t(r1 � r0) = r0 + th.

If we denote wt by the connection 1-form for the connection rt and
thus wt = w0 + th. In terms of wt, Wt is given by

Wt = dwt � wt ^ wt

= dw0 + tdh � wt ^ wt

= dw0 � w0 ^ w0 � tdh � t(w0 ^ h + h ^ w0) � t2h ^ h

= W0 + tr0h � t2h ^ h (by (7.4))

Particularly, the time derivative of Wt is given by

(7.7) W0
t :=

dWt
dt

= r0h � 2th ^ h.

Again, we need only to prove the statment for [tr(Wk)] 2 H2k
dR(M; C).

First, notice that W0
t = rth. Thus,

d
dt

(Wk
t ) = kW0

t ^ Wk�1
t = k(rth) ^ Wk�1

t

= krt(h ^ Wk�1
t ) � kh ^ rtWk�1

t .

From the second Bianchi identity, rtWk�1
t = 0. As a result,

d
dt

⇣
trWk

t

⌘
= tr

✓
d
dt

(Wk
t )

◆

=ktr(rt(h ^ Wk�1
t )) = kdtr(h ^ Wk�1

t ).

Therefore, we write tr(Wk
1) � tr(Wk

2) as
Z 1

0

d
dt

⇣
trWk

t

⌘
dt = kd

Z 1

0
tr
⇣

h ^ Wk�1
t

⌘
dt
�

= dQk(r0, r1),

where Qk := k
R 1

0 tr
⇣

h ^ Wk�1
t

⌘
dt. ⇤
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Consequently, the class [c(E, r)] and [ck(E, r)] 2 H2k(M, C) are
called the total Chern class3 and k-th Chern class of the complex vector
bundle E ! M respectively, and are denoted by c(E) and ck(E) for
short. Conventionally, we set c0(E) = 1 and ck(E) = 0, for k > r.

In section 6.6, for a complex manifold M with a Riemannian met-
ric which is compatible with its complex structure, we can define a
hermitian metric on its holomorphic tangent bundle. In general, for
a smooth complex vector bundle E ! M over a C• manifold M, a
hermitian metric h on E is a section h 2 C•(E⇤ ⌦ E⇤) such that

hp(u, v̄) = hp(v, ū); hp(w, w̄) > 0,

for any p 2 M, u, v 2 Ep, w 2 Ep \ {0}. Similar to the case of Levi-
Civita connection, a connection r on E is hermitian or metrical with
respect to h if

d(h(s1, s2)) = h(rs1, s2) + h(s1, rs2), 8s1, s2 2 C•(E).

Exercise 7.6. Let E ! M be a complex vector bundle.

(1) There exists a hermitian metric on E.
(2) For any hermitian metric h on E, there exists a hermitian con-

nection r on E with respect to h.

3We can generalize the previous constructions of Chern classes as following.
A polynomial P : Mr(C) ! C is called invariant if P(AXA�1) = P(X), for any A 2
GL(r, C). Obviously, both det and tr are invariant polynomial. By the same token
above, P(Wk) 2 Aeven(M) is well–defined. Similarly, for any invariant polynomial
P, one can show that P(W) is a closes form. Also, for any two connections r0 and
r1, there exists a differential form Q(r0, r1), called the transgression of P, such
that P(r0) � P(r1) = dQ(r0, r1) (cf. Problem 7.20). Thus, the cohomology
class [P(W)] is well–defined and is called a characteristic class. Given any invariant
polynomial P, we may decompose P = Âd

i=1 Pi into homogeneous part. Since
each Pi is symmetric polynomial of eigenvalues of W and {ck(E, r)}, {tr(Wk)} are
bases, there exists unique Q1, Q2 2 C[X1, . . . , Xr] such that

Pi = Q1(c1, . . . , cr) = Q2(tr(W), . . . , tr(Wr)).

Thus, every characteristic class of E is some polynomial over Chern classes or trace
powers of E inside cohomology ring.
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Now, if we choose s1, . . . , sr be a unitary frame of E with respect
to h (i.e., h(si, sj) = dij), then

(7.8) 0 = d(h(si, sj)) = h(wk
i sk, sj) + h(si, wl

jsl) = w
j
i + wi

j.

In other words, the connection 1-form w with respect to the unitary
frame s = (s1, . . . , sr)t is skew–hermitian. Hence, W = dw � w ^ w

is also skew–hermitian. Since eigenvalues of skew–hermitian matri-
ces are purely imaginary, ck(E, r) 2 A2k(M, R) are real differential
forms. By proposition 7.4, we obtain

Corollary 7.5. For any complex vector bundle E, Chern classes4 c(E),
ck(E) 2 H⇤(M, R), for k = 1, . . . , r.

7.2. Properties of Chern Classes

7.2.1. Functoriality of Chern Classes.
Let p : E ! M be a complex vector bundle over a C• manifold M,
f : N ! M be a C• map, In problem 2.18, we have defined the
pull–back bundle of E via f

f ⇤E := {(x, v) 2 N ⇥ E : p(v) = f (x)},

which is a vector bundle over N. Given any connection r on E,
one can induce a canonical connection f ⇤r on f ⇤E as follows: for
any open set U ⇢ M, a section s 2 C•(U, E), there is an induced
section f ⇤s := s � f 2 C•( f �1(U), f ⇤E). Moreover, one can check
that for any connection s0 2 C•(N, f ⇤E), s0 can be locally expressed
as linear combination of induced sections of the form f ⇤s above (cf.
exercise below for precise statement). We can then define the pull–
back connection f ⇤r on f ⇤E by first defining

(7.9) f ⇤rX( f ⇤s) = f ⇤(r f⇤Xs)

and then extending linearly.

Exercise 7.7. Let E ! M be a complex vector bundle, f : N ! M be
a C• map, f ⇤E ! N be the pull–back bundle over N.

4As we will see in the next section, c(E) and ck(E) are in fact lie in H⇤(M, Z)

via topological theory of characteristic classes.
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(1) For any open set V ⇢ N, a section s0 2 C•(V, f ⇤E), there
exists an open set U ⇢ M with f �1(U) ⇢ V, a frame s =

(s1, . . . , sr) of E over U such that s0 = Âr
j=1 aj f ⇤sj, where aj 2

C•( f �1(U)).
(2) Verify that the pull-back connection is indeed a connection

on f ⇤E and is uniquely characterized by (7.9).

Henceforth, locally if w = (w
j
i) is a connection 1-form of (E, r),

then f ⇤w := ( f ⇤wi
j) is a connection 1-form on ( f ⇤E, f ⇤r). Also,

f ⇤W := ( f ⇤Wi
j) is the curvature 2-form of ( f ⇤E, f ⇤r). From this, the

following result is immediately.

Corollary 7.6 (Functoriality of Chern Classes). Let E ! M be a com-
plex vector bundle, f : N ! M be a C• map. Then for k � 0, ck( f ⇤E) =

f ⇤(ck(E)) 2 H2k
dR(N, R).

Particularly, if E ⇠= F as vector bundles, then c(E) = c(F).

Example 7.7. If E is trivial bundle, i.e., E = M ⇥ Cr. Notice that on
M ⇥ Cr, we can endow a trivial connection r = d, i.e. w ⌘ 0. Hence,
W = 0 for trivial connection. Thus, combining with above corollary,
if F ⇠= E, we have ck(F) = 0, for k > 0. This justifies the assertion
in the beginning that characteristic classes measure the deviation of
a bundle being trivial.

Next, let E1, E2 be complex vector bundles over M. In problem
2.21, we define the direct sum E1

L
E2, the tensor product E1

N
E2

of E1 and E2, and the dual bundle E⇤
1 of E1. We have seen that for

any given connection ri on Ei, i = 1, 2, we can define canonical
connections on E1 ⌦ E2 and on E⇤

1 via (3.2) and (3.1). For E1
L

E2, we
can also induce a connection by

r(s1, s2) = (r1s1, r2s2), (s1, s2) 2 C•(E1
M

E2).

It is easy from definition to prove the following:

Exercise 7.8. Let wi, Wi be the connection 1-forms and curvature
2-forms of (Ei, ri), i = 1, 2. Show that

(1) The connection and curvature of canonical connection on
E1
N

E2 are given by w1 ⌦ 1 + 1 ⌦ w2, W1 ⌦ 1 + 1 ⌦ W2.
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(2) The connection and curvature of canonical connection on E⇤
1

are given by �wt
1, �Wt

1.
(3) The connection and curvature of canonical connection on

E1
L

E2 are given by

 
w1 0
0 w2

!
,

 
W1 0
0 W2

!
.

From the exercise, we immediately obtain

Proposition 7.8. If E0, E00 be complex vector bundles over M, then

(1) c(E0L E00) = c(E0)c(E00) or

ck(E0M E00) =
k

Â
i=0

ci(E0)ck�i(E00), 8k � 0.

(2) ck(E0⇤) = (�1)kck(E0), 8k � 0.

The formula (1) is called the Whitney product formula. More gen-
erally, let 0 ! E0 ! E ! E00 ! 0 be a short exact sequence5. In
fact, a short exact sequence of C• vector bundle always splits, i.e.
E ⇠= E0L E00. Thus, applying Whtiney product formula, we still
have c(E) = c(E0)c(E00).

Exercise 7.9. Show that a short exact sequence of smooth vector bun-
dle splits smoothly (Hint: consider a bundle metric on E).

For tensor product of line bundles, we have the following.

Proposition 7.9. Let Li ! M be complex line bundle, for i = 1, 2. Then
c1(L1 ⌦ L2) = c1(L1) + c1(L2).

PROOF. By exercise 7.8, the curvature for canonical connection
on L := L1 ⌦ L2 is given by W1 ⌦ 1 + 1 ⌦ W2 = W1 + W2, where we
identify EndL = L⇤ ⌦ L ⇠= C. Hence,

c1(L1 ⌦ L2) =
i

2p
tr(W1 + W2) =

i
2p

(trW1 + trW2) = c1(L1)+ c1(L2).

⇤
50 ! E0 ! E ! E00 ! 0 is a short exact seuqence if for any p 2 M, 0 ! E0

p !
Ep ! E00

p ! 0 is exact as a vector spaces.
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7.2.2. Torsion-Free and Chern Connection. We have considered
hermitian connections of a complex vector bundle over C• manifold
M. In analogy with the Levi–Civita connection on Riemannian man-
ifolds, it is natural to ask whether there exists a ”torsion-free con-
dition” which uniquely characterize hermitian connections on com-
plex vector bundle. A natural analogue for this is holomorphic con-
nections on a holomorphic vector bundle.

Definition 7.10 (Holomorphic Vector Bundle). Let M be a complex
manifold. A complex vector bundle E ! M is a holomorphic vector
bundle if one can find an trivialization {Ua, fa}a2A of E such that
the transition functions gab : Ua \ Ub ! GL(r, C) are holomorphic
maps, 8a, b 2 A.

Obviously, a holomorphic vector bundle E ! M is a complex
manifold. A section s : U ! E is called holomorphic if it is a holomor-
phic map. We denote the space of holomorphic sections of E over U
by O(U, E). If s = (s1, . . . , sr) is a holomorphic frame of E over U,
then any s 2 O(U, E), there exists (uniquely) f1, . . . , fr 2 O(U) such
that s = Âr

i=1 fisi.

Exercise 7.10. Let M be a complex manifold. Show that T1,0M and
Vp,0 T⇤M (8p � 1) are holomorphic vector bundles.

For any holomorphic vector bundle E ! M, we can define Dol-
beault operator ∂̄E : Ap,q(E) := C•(

V⇤p,q T⇤M ⌦ E) ! Ap,q+1(E) as
follows. Let s = (s1, . . . , sr) be a holomorphic frame of E over U,
then any a 2 Ap,q(E), a

��
U = Âr

i=1 aisi, where ai 2 Ap,q(M). We
define

∂̄E(a
��
U) =

r

Â
i=1

(∂̄ai)si.

Exercise 7.11. Show that we can glue ∂̄E(a
��
U) into a global section

∂̄Ea 2 A0,q+1(E)

Now, given a C-linear connection r on a holomorphic vector
bundle E ! M. Using (6.18), we can decompose r : C•(E) !
A1(E) as r = r1,0 + r0,1, where

r1,0 := p1,0 � r; r0,1 := p0,1 � r.
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A connection r on a holomorphic vector bundle E ! M is holomor-
phic if r0,1 = ∂̄E. The following theorem shows that this is indeed
the analogue for torsion–free condition of Levi-Civita connection.

Theorem 7.11 (Fundamental Theorem of Hermitian Geometry). Let
E ! M be a holomorphic vector bundle, h be a hermitian metric on E.
Then there exists a unique connection r on E such that it is holomorphic
and metrical with respect to h.

PROOF. We prove only the uniqueness. Let r be such a connec-
tion, s = (s1, . . . , sr) be a holomorphic frame of E over an open set
U ⇢ M. We denote hij := h(si, sj), H := (hij), and H�1 := (hij).
Since r is holomorphic,

rsi = r1,0si + r0,1si = r1,0si + ∂̄Esi = r1,0si = w
j
i sj.

Hence, the connection 1-form w = (w
j
i) for r with respect to s has

only (1, 0)-part. Next, by metrical condition,

dhij = h(rsi, sj) + h(si, rsj) = wk
i hjk + wk

j hik.

From (6.18), we see that ∂hij = wk
i hjk. This implies that wk

i = hijhjk

or w = (∂H)H�1 in matrix notation. ⇤
The unique connection is called the Chern connection on (E, h).

Exercise 7.12. Let E be a holomorphic vector bundle over a complex
manifold M, h be a hermitian metric on E.

(1) Show that a differential operator locally defined by r :=
d + (∂H)H�1 defines a connection on E.

(2) If M is a Kähler manifold, and E = T1,0M, then under the
bundle isomorphism T1,0M ⇠= TM, the Chern connection r
on T1,0M corresponds to the Levi-Civita connection on TM.

Let W be the curvature 2-form corresponding to the Chern con-
nection r. Since w = (∂H)H�1 and ∂(H�1) = �H�1(∂H)H�1,

W = dw � w ^ w = (∂ + ∂̄)(∂HH�1) � (∂H)H�1 ^ (∂H)H�1

= �∂H ^ ∂(H�1) + (∂̄∂H)H�1 � ∂H ^ ∂̄H�1 � (∂H)H�1 ^ (∂H)H�1

= (∂̄∂H)H�1 + (∂̄H)H�1 ^ (∂H)H�1 = ∂̄Ew 2 A1,1(EndE).
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Particularly, let L ! M be a holomorphic line bundle, h be a her-
mitian metric on it. If s is non–vanishing holomorphic section of L
over U, then H = h(s, s) 2 C•(U, R) and H > 0. In this case, the
curvature form is given by

(7.10) W = �∂∂̄ log H,

and thus c1(L) = i
2p ∂̄∂ log H.

7.3. Examples and Calculation of Chern Classes

7.3.1. Chern Classes on Projective Spaces.
Let us apply above calculations to CPn, the complex projective space
of dimension n. Recall that it is the set of all lines in CPn+1 through 0.
On CPn, we have a god-given line bundle, called tautological bundle
O(�1), as following:

(7.11) O(�1) := {(p, v) 2 CPn ⇥ Cn+1 : v 2 p}.

Exercise 7.13. Show that O(�1) is a holomorphic line bundle (Hint:
Use standard chart given in example 6.39)

On the product bundle Cn+1 := CPn ⇥ Cn+1, we have a natural
hermitian metric given by standard hermitian metric Ân

i=0 |Zi|2 on
Cn+1. Restricting it to the subbundle L := O(�1) gives a bundle
metric h on it. Thus, by (7.10), the first Chern form for the Chern
connection with respect to h is given by

c1(L) =
i

2p
∂∂̄ log(

n

Â
i=0

|Zi|2).

One finds that c1(L) = �wFS, the Fubini–Study metric given in ex-
ample 6.39.

Hence, wFS = c1(L⇤) (cf. exercise 7.8). The dual bundle L⇤ is
denoted by O(1), called the hyperplane bundle. Let h := c1(L⇤). Sup-
pose H is a hyperplane in CPn, i.e. H ⇠= CPn�1. The Poincaré dual
[hH] 2 H2(CPn, R) is called the hyperplane class. Recall that the co-
homology group of CPn is given by6:

6One way to see this is through cellular decomposition of CPn introduced in
section 7.5
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Fact 7.12. Hk(CPn, R) =

8
<

:
R , k = 0, 2, 4, . . . , 2n;

0 , k = 1, 3, 5, . . . , 2n � 1.

Hence, we can regard [hH] as the generator of H2(CPn, R) and
h = l[hH]. If L is a complex line (i.e. L ⇠= CP1), then

L.H := hH([L]) =
Z

L
hH = 1.

However, by exercise 6.20, we see that
R

L wFS = 1 and thus h = hH
is the hyperplane class. As a result, we have proved:

Proposition 7.13 (Normalization Axiom). Let L := OPn(�1) be the
tauotological line bundle on CPn. Then c(L) = 1 � h, where h is the
hyperplane class.

Moreover, by the same proof as in corollary 6.43, [hk] 6= 0 in
H2k(CPn, R). As a result, we see that as a ring7 H⇤(CPn, R) =

R[h]/(hn+1).
We denote Q by the quotient bundle (Cn+1)/O(�1), which fits

into an short exact sequence of vector bundle

0 ! O(�1) ! Cn+1 ! Q ! 0

or upon tensoring O(1),

0 ! C ! O(1)�(n+1) ! O(1) ⌦ Q ! 0.

Exercise 7.14. Show that O(1) ⌦ Q = Hom(O(�1), Q) = TPn.

We then obtain the celebrated Euler sequence:

(7.12) 0 ! C ! O(1)�(n+1) ! TPn ! 0.

From Whitney product formula, we have

(7.13) c(Pn) := c(TPn) = (1 + h)n+1.

7In fact, h is integral cohomology class. Hence, the result holds for the integral
coefficients.



272 7. CHARACTERISTIC CLASSES AND COBORDISM

7.3.2. Projective Bundle and Splitting Principle.
More generally, given a complex vector bundle r : Er ! M with
transition functions gij : Ui \ Uj ! GL(r, C), we can define P(E), the
projective bundle of E, by making each fiber Ep ⇠= Cr into projective
space P(Ep) ⇠= CPr�1 and glueing via g̃ij : Ui \ Uj ! PGL(r, C). A
point of P(E) is a line lp ⇢ Ep through origin. It is not hard to show
that P(E) is a smooth manifold with a submersion p : P(E) ! M.

Exercise 7.15. Let P(E) be the projective bundle of r : E ! M.
(1) Show that P(E) is a smooth manifold and p induces a sub-

mersion p : P(E) ! M.
(2) Show that there exists an open covering {Ui}i2I of M such

that p�1(Ui) ⇠= Ui ⇥ Pr�1.

On P(E), we have pull–back bundle p⇤E whose fiber at lp is Ep,
which p⇤E

��
p�1(p) = p�1(p) ⇥ Ep. We generalize the tautological line

bundle S := OP(E)(�1) to P(E) by

OP(E)(�1) := {(lp, v) 2 p⇤E : v 2 lp}.

The universal quotient bundle Q is then defined by p⇤E/S and fits into
the Euler sequence on P(E):

(7.14) 0 ! S ! p⇤E ! Q ! 0.

Similarly, we denote OP(E)(1) = S⇤ by the hyperplane bundle on P(E),
x = c1(S⇤) 2 H2(P(E)). By construction, S

��
P(Ep)

= OP(Ep)(�1).

Using functoriality of Chern classes, x
��
P(Ep)

is the hyperplane class

on P(Ep). Therefore, 1, x, x2, . . . , xr�1 are cohomology class on P(E)

whose restriction on each fiber freely generate the cohomology of the
fiber P(Ep) We make use the following fact, which is the generaliza-
tion of Künneth formula (cf. Exercise 2.23).

Theorem 7.14 (Leray–Hirsch). Let E be a fiber bundle (cf. problem 5.14)
over M with fiber F. Assume that there exists e1, . . . , es 2 H⇤(E) such
that i⇤e1, . . . , i⇤es forms a basis of H⇤(F), where i : F ,! E is the inclusion
map. Then H⇤(E) is a free module over H⇤(M) with basis {e1, . . . , es},
i.e.

H⇤(E) ⇠= H⇤(M) ⌦ R[e1, . . . , es] ⇠= H⇤(M) ⌦ H⇤(F).
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Exercise 7.16. Assuming M has finite good cover, show Leray–Hirsch
theorem by Mayer–Vietoris argument.

By Leray–Hirsch theorem, H⇤(P(E)) is a free H⇤(M)-module with
basis {1, x, x2, . . . , xr�1}. Hence, xr can be expressed into

xr + p⇤a1xr�1 + · · · + p⇤ar = 0,

where a1, . . . , ar 2 H⇤(M), or

(7.15) H⇤(P(E)) = H⇤(M)[x]/(xr + p⇤a1xr�1 + · · · + p⇤ar).

Miraculously, we have

Theorem 7.15 (Projective Bundle Formula). ai = ci(E), for i = 1, . . . , r.
That is,

H⇤(P(E)) = H⇤(M)[x]/(xr + p⇤c1(E)xr�1 + · · · + p⇤cr(E)).

Before proving this, let us first discuss an important technique in
computing Chern classes, known as splitting principle.

Theorem 7.16 (Splitting Principle). Let r : E ! M be a C• complex
vector bundle of rank r over a C• manifold M. There exists a C• manifold
F(E), called splits manifold for E, and a C• map s : F(E) ! M such that

(1) s⇤E = L1
L

L2
L · · ·L Lr, where L1, . . . , Lr are complex line

bundles on F(E).
(2) s⇤ : H⇤(M) ! H⇤(F(E)) is injective.

PROOF. We prove by induction on the rank r of E. Let p : P(E) !
M be the projective bundle of E, SE := OP(E)(�1) be the tautological
bundle of P(E). Then we have the short exact sequence

0 ! SE ! p⇤E ! QE ! 0,

where QE is the universal quotient bundle on P(E). By exercise 7.9,
we know that p⇤E = SE

L
QE. Also, p⇤ : H⇤(M) ! H⇤(P(E))

is injective by Leray–Hirsch theorem. Now, since QE is a a vector
bundle of rank r � 1, there exists a split manifold s0 : F(QE) ! P(E)

such that s⇤
0 QE = L2

L · · ·L Lr and s⇤
0 : H⇤(M) ! H⇤(F(QE)) is

injective. Consequently, we consider s = s0 � p : F(QE) ! M, then
s⇤E = s⇤

0 SE
L

L2
L · · ·L Lr and s⇤ = p⇤ � s⇤

0 is injective. ⇤
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More generally, by repeating the construction above, we see that
given any number of complex vector bundle E1, . . . , Em over M, there
exists a split manifold N and s : N ! M such that s⇤Ei are all splits
into line bundles and s⇤ : H⇤(M) ,! H⇤(N). By splitting principle
and functoriality of Chern classes, we obtain:

Corollary 7.17. To prove a polynomial identity in the Chern classes of
complex vector bundles, it suffices to prove it under the assumption that all
vector bundles are direct sum of line bundles.

Therefore, given a complex vector bundle E ! M of rank r, we
may write formally

c(E) =
r

’
i=1

(1 + xi),

where xi is called the Chern root of c(E). These x0
is can be regarded

as the first Chern classes of the line bundles of s⇤E =
Lr

i=1 Li on the
split manifold F(E). Since c1(E), . . . , cr(E) are elementary symmetric
polynomial in x1, . . . , xr, any symmetric polynomial in x1, . . . , xr is
a polynomial in c1(E), . . . , cr(E). It is more convenient to express
Chern classes in terms of Chern roots.

Example 7.18 (Chern Classes of Tensor Product). If if E =
Lr

i=1 Li
with c(E) = ’r

i=1(1 + xi), F =
Ls

j=1 Mj with ’s
j=1(1 + yj), where

Li, Mj are line bundles. Since E ⌦ F =
L

i,j Li ⌦ Mj, by splitting prin-
ciple, we see that

c(E ⌦ F) =
r

’
i=1

s

’
j=1

(1 + xi + yj),

for any rank r bundle E and rank s bundle F. Similarly, Symp(E) =
L

1i1···ipr Li1 ⌦ · · · Lip . By splitting principle, we see that

c(SympE) = ’
1i1···ipr

(1 + xi1 + · · · + xip).

Particularly, if L is a complex line bundle with c1(L) = y, then

(7.16) c(E ⌦ L) =
r

’
i=1

(1 + y + xi) =
r

Â
i=0

ci(E)(1 + y)n�i,
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Exercise 7.17. Let E be a complex vector bundle of rank r.

(1) Express c(
Vp E) in terms of Chern roots xi’s of E.

(2) For r = 3, compute c(
V2 E) in terms of ci(E)’s.

Example 7.19 (Chern Character). Let E ! M be a complex vector
bundle with a connection r. We define the Chern character ch(E, r)

by

ch(E, r) = etr(iW/2p) =
•

Â
j=0

chj(E, r),

where chj(E, r) := tr
⇣

iW
2p

j⌘ /j!. Similar to Chern classes, ch(E) :=
[ch(E, r)] is well-defined.. If x1, . . . , xr are the Chern roots of E, then

ch(E) =
r

Â
j=1

exj =
•

Â
m=0

xm
1 + · · · + xm

r
m!

.

Exercise 7.18. Let E, F be a complex vector bundle of rank r.

(1) Show that ch(E
L

F) = ch(E) + ch(F).
(2) Show that ch(E

N
F) = ch(E)ch(F)

(3) Expand ch(E) in terms of ck(E) up to degree 6.

We conclude this section by completing the proof of projective
bundle formula.

PROOF OF THEOREM 7.15. From the Euler sequence (7.14), we have

0 ! CP(E) ! S⇤ ⌦ p⇤E ! S⇤ ⌦ Q ! 0,

where CP(E) = C ⇥ P(E). By Whitney product formula,

cr(S⇤ ⌦ p⇤E) =
r

Â
k=0

ck(C)cr�k(S⇤ ⌦ Q) = cr(S⇤ ⌦ Q) = 0,

since S⇤ ⌦ Q has rank r � 1. From (7.16) and c1(S⇤) = x, we obtain

cr(S⇤ ⌦ p⇤E) = xr + p ⇤ c1(E)xr�1 + · · · + p⇤cr(E) = 0.

⇤
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7.4. Characteristic Classes on Real Vector Bundles
7.4.1. Pontryagin Classes on Real Vector Bundles.

We so far only consider complex vector bundle. For a real vector
bundle E ! M with a given R-linear connection r, we define anal-
ogously the total Pontryagin class of E by
(7.17)

p(E, r) := det
✓

I +
1

2p
W
◆

= ep0(E)+ ep1(E)+ ep2(E)+ · · ·+ ep[r/2](E),

where epk(E) = 1
(2p)k sk(E) and sk(E) is the k-th elementary symmet-

ric polynomial of eigenvalues of W.
Clearly, the proof of proposition 7.3 and 7.4 show that epk(E) is

closed and [epk(E, r)] is independent of the choice of connection.
Similarly, one can always endow the real vector bundle E a Riemann-
ian metric h and a connection r which is metrical with respect to h.
The similar calculation as in (7.8) shows that the connection 1-form
w and curvature 2-form W with respect to an orthonormal frame of
E are skew–symmetric.

However, in contrast with the case of Chern classes, notice that
for k is odd, tr(Wk) is also skew–symmetric. Hence, tr(Wk) = 0. We
then conclude that for any odd degree k invariant polynomal P, the
2k-form P(W) is exact.. Particularly, for odd k, we have

[sk(E)] = [epk(E)] = 0 2 H2k
dR(M, R).

We then define the k-th Pontryagin class pk(E) 2 H4k
dR(M, R) by

the cohomology class of the form

(7.18) pk(E) :=
1

(2p)2k s2k.

In fact, Pontryagin classes can also be obtained from Chern classes.
Let Er be a real vector bundle and E ⌦ C be its complexification.

Proposition 7.20. For k = 1, . . . , r, pk(E) = (�1)kc2k(E ⌦ C).

PROOF. Let r be a R-linear connection on E. Clearly, r induces
a C-linear connection r ⌦ C on E ⌦ C and the connection 1-form
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w and curvature 2-form W for r ⌦ C are the same as r. We then
deduce that

pk(E) =
1

(2p)2k s2k(W) = (�1)k
✓

i
2p

◆2k
s2k(W) = (�1)kc2k(E ⌦ C).

Also, we see that c2k+1(E ⌦ C) = 0. ⇤

Similarly, Pontryagin classes satisfy Whitney product formula and
functoriality. Moreover, given a complex vector bundle E ! M, we
denote ER by the underlying real vector bundle. Similar to (6.16),
the complex structure on E gives a decomposition ER ⌦ C = E

L
E,

where E is the conjugate bundle of E. By introducing a hermitian
metric h on E, one can identify E with dual bundle E⇤. Therefore, we
have

c(ER ⌦ C) = c(E
M

E) = c(E)c(E⇤).

By (7.20), we have

1 � p1(E) + p2(E) + · · · + (�1)r pr(E)

=(1 + c1(E) + c2(E) + · · · + cr(E))(1 � c1(E) + c2(E) � · · · + (�1)ncr(E)).

Exercise 7.19. Let E be a real vector bundle. Let x1, . . . , xr be the
Chern roots of E ⌦ C. Show that p(E) = ’r

i=1(1 + x2
i ).

7.4.2. Euler Classes on Oriented Vector Bundle.
If E is an oriented real vector bundle 8, then we can define another
characteristic class e(E), known as Euler class. If we endow E any
Riemannian metric h and choose an oriented orthonormal frame s =

(s1, . . . , sr) of E over an open set U ⇢ M. Then the corresponding
curvature W = (Wi

j) of any metrical connection with respect to s is
skew–symmetric. The top Pontryagain class is given by

pr(E) =


det

✓
1

2p
W
◆�

=
1

(2p)2n [det W] 2 H4r
dR(M, R).

Recall that in linear algebra, for a skew–symmetric matrix X =

(Xj
i ) 2 M2r(R), one can associate a polynomial Pf(A) in Xi

j, called

8cf. Exercise 2.22 for orientation of a vector bundle.
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the Pfaffian of X satisfying Pf(A)2 = det(X). The Pfaffian is defined
by

(7.19) Pf(X) :=
1

2rr! Â
s2S2r

(�1)signsXs(1)
s(2) · · · Xs(2r�1

s(2r) .

Exercise 7.20. Show that Pf(X)2 = det(X). Also, for A 2 O(2r, R),
show that Pf(A�1XA) = det(A)Pf(A).

Particularly, if we substitute A by the curvature 2-form W = (Wj
i)

with respect the oriented orthonormal frame s, then from exercise
7.20, Pf(W) is invariant under the change of oriented orthonormal
frames s0 = gs with g : U ! SO(2r, R). Thus, the Euler form

e(W) =
1

(2p)r Pf(W) 2 A2r(M)

is well–defined and pr(E) = [e(W)2]. Again, one can show that e(W)

defines a cohomology class e(E) := [e(W)] 2 H2r
dR(M, R) and is inde-

pendent of the choice of metrics and metrical connection. Moreover,
for complex vector bundle Er, which always has a natural orienta-
tion, the Euler class of its underlying real vector bundle ER is identi-
cal with the top Chern class cr(E).

Exercise 7.21. (1) Use similar argument as in proposition 7.3 and
7.4 to show that e(W) is closed and e(E) is independent of the
choice of metric and metrical connection.

(2) Let Er ! M be a complex vector bundle and ER be its un-
derlying real vector bundle. Show that e(ER) = cr(E).

(3) Show that if E, F are oriented vector bundle, then so is E
L

F,
and e(E

L
F) = e(E)e(F).

Remark 7.21. If we impose extra structures (metrics, orientation) on a
vector bundle E, then we can pick a trivialization of E such that the
transition functions have values in the linear subgroup G preserving
the extra structures. The group G is called the structure group of E.
As we have seen in the section, the connection 1-form and curvature
2-form of the connections compatible with the extra structure have
values in g = Lie(G) (cf. problem 7.1).
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7.5. Topological Aspect of Characteristic Classes

In this section, we introduce topological theory of characteristic
classes as cohomology class on classifying spaces of vector bundles.
We refer the details to [MS74] or Hatcher’s note9.

7.5.1. Classifying Spaces of Vector Bundles.
We first discuss the classifying space of vector bundles. Recall that
in section 5.5, Gn,k(C) is the space of k-dimensional subspaces of Cn.
We can generalize tautological line bundle on projective spaces (cf.
7.3) to a tautological bundle gk

n(C) of rank k on Gn,k(C) as following.
Let Ck be the trivial bundle Gn,k(C) ⇥ Ck. We define

(7.20) gk
n(C) := {([V], v = (v1, . . . , vk)) 2 Ck : spanv = V}.

We denote Q = (Ck)/gk
n by the universal quotient bundle and call the

short exact sequence

0 ! gk
n ! Ck ! Q ! 0

the tautological sequence on Gn,k(C). Similarly, one can define real
tautological bundle gk

n(R) ! Gn,k(R) and oriented real tautological
bundle g̃k

n ! G̃n,k.

Exercise 7.22. Show that gk
n(C) is a rank k complex vector bundle10.

gk
n is also called universal bundle in the sense of following:

Proposition 7.22. Let p : E ! M be a rank k complex vector bundle over
a compact manifold M. Then there exists a smooth map f : M ! Gn,k(C)

for some n 2 N such that E = f ⇤gk
n, the tauotological bundle on Gn,k(C).

PROOF. Let {Ui}m
i=1 be a finite trivializing covering for E. For

each i = 1, . . . , m, fi : p�1(Ui) ! Ui ⇥ Ck. We choose a partition of
unity {ri}m

i=1 subordinate to {Ui}m
i=1 with suppri ⇢ Ui.

Let gi : p�1(Ui) ! Ck be the composition of fi with the projec-
tion Ui ⇥ Ck ! Ck. Then the map (ri � p)gi extends to a C• map
E ! Ck by zeros outside p�1(Ui). We then define g : E ! Cn by

9http://pi.math.cornell.edu/⇠hatcher/VBKT/VB.pdf
10In fact, Gn,k(C) is a complex manifold and gk

n(C) is a holomorphic bundle
of rank k.

http://pi.math.cornell.edu/~hatcher/VBKT/VB.pdf
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g = ((ri � p)gi)
m
i=1, where n = mk. This is a linear injection on each

fiber by construction. We then define a map f : M ! Gn,k(C) by
f (x) = g(Ex). Clearly, f ⇤gk

n(C) = E. ⇤

We call the map f : M ! Gn,k(C) the classifying map and the map
g : E ! Cn in the proof generalized Gauss map11 for the bundle E. Let
Vectk(M, C) be the isomorphism classes of complex vector bundle of
rank k over M, [M, Gn,k(C)] be the homotopy class of maps from M
to Gn,k(C). From exercise 2.19, we establish a surjective map

[M, Gn,k(C)] ! Vectk(M, C) by [ f ] 7! f ⇤gk
n.

In fact, we have

Fact 7.23. if n � k + dim M/2 and f , g : M ! Gn,k(C) satisfying
f ⇤Q ⇠= g⇤Q, then f and g are homotopic.

The proof of this fact can be found in [Hus94], proposition 6.1.
For general manifold, we need infinite Grassmannian. Let C• be the
linear space of infinite sequence of complex number (z0, z1, z2, . . . )
which zi 6= 0, for all but finite i 2 N. Clearly, C• =

S•
k=1 Ck. We then

define infinite Grassmannian G•,k(C) by the set of all k-dimensional
subspaces of C• and thus we have a sequence of inclusion

Gk,k(C) ⇢ Gk+1,k(C) ⇢ · · · G•,k(C).

We then topologize G•,k(C) by direct limit topology: U ⇢ G•,k(C)

is open if and only if U \ Gk+n,k(C) is open, for any n. We denote
G•,1(C) by CP•.

On G•,k(C), one can still define a tautological bundle gk(C) of
rank k by

gk(C) = {(V, (v1, . . . , vk) : V 2 G•,k(Cn), vi 2 C•, V = span(v1, . . . , vk)}.

11By Whitney embedding theorem, a k-dimensional manifold Mk can be em-
bedded in RN , for some N � 2k. For any x 2 M, we identify Tx M ⇢ RN as
a k-plane in RN . Thus, for each point x 2 M, Tx M defines a point in GN,k(R).
Hence, we can generalize Gauss map by ḡ : M ! GN,k(R) by x 7! Tx M. We then
see that this is covered by a bundle map g̃ : TM ! gk

N(R) by (x, v) 7! (Tx M, v).
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Then one can show gk(C) ! G•,k(C) is a complex vector bundle of
rank k. Furthermore, using similar line of proof above, one can show

[M, G•,k(C)] ! Vectk(M, C), [ f ] 7! f ⇤gk(C)

is a bijection, for any (topological) manifold M.
Similarly, let Vectk(M, R) and Vect+k (M, R) be isomorphism classes

for real vector bundle and oriented vector bundle of rank k over M,
we have [M, G•,k(R)] ⇠= Vectk(M, R), [M, G̃•,k(R)] ⇠= Vect+k (R).

7.5.2. Cellular Decomposition of Grassmannian.
Next, we discuss a certain stratification of Grassmannian which al-
lows us to compute its cohomology readily. We first recall

Definition 7.24. A CW-complex consists of a Hausdorff space K with a
partition {ea}a2A such that

(1) each ea is topologically an open disk of dimension n(a) � 0,
and there exists a continuous map fa : Dn(a) ! K such that
f (D̊n(a)) = ea.

(2) for any x /2 ea \ ea, x 2 eb, for some b 2 A with n(b) < n(a).

If |A| < •, then (1) and (2) will suffice. In general, we need two
more conditions. A subset of K is called a (finite) subcomplex if it is
closed and is a union of (finitely many) ea’s.

(3) each x 2 K, x belongs to a finite subcomplex.
(4) a subset of K is closed if and only if it is closed in each finite

subcomplex.

We call each ea an open cell and fa the characteristic map for ea.

Given a CW complex structure, one can compute its homology
readily. Particularly, we have

Fact 7.25. Let X be a CW complex.

(1) If X has no n-cell, then Hn(X, Z) = 0.
(2) If X has no cells in n � 1 and n + 1, then Hn(X, Z) is a free

abelian groups with basis given by n-cells of X.

For the proof of the fact, one can consult any standard textbook
on algebraic topology, eg. [Hat02], p.140.
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Example 7.26. The sphere Sn can be considered as a CW-complex as
following: e0 = {N} be the north pole and Sn \ e0 ⇠= Rn ⇠= D̊n. That

is, Sn = e0 [ en. Hence, we have Hk(Sn) =

8
<

:
Z k = 0, n

0 ,otherwise.

Example 7.27. A CW complex structure on complex projective space
CPn is inductively by: CPn \ CPn�1 = Cn ⇠= D̊2n. Thus, CPn =

e0 [ e2 [ e4 [ · · · [ e2n. By above fact, we have

Hk(CPn, Z) =

8
<

:
Z , k = 0, 2, 4, . . . , 2n;

0 , k = 1, 3, 5, . . . , 2n � 1.

Particularly, for CP•, we see that H⇤(CP•, Z) = Z[a], where
a 2 H2(CP•, Z).

We next construct a cell decomposition for Gm,n(C) as follows.
Let

C0 ⇢ C1 ⇢ C2 ⇢ · · · ⇢ Cm

be a fixed filtration. For any X 2 Gm,n(C), the sequence of m num-
bers

0  dimC(X \ C1)  · · ·  dimC(X \ Cm) = n

has n jumps, and denote the sequence of jumps by j(X). We call a
sequence s = (s1, . . . , sn) with 1  s1 < s2 < · · · < sn  m a
Schubert symbol. For each Schubert symbol s, we associate a subset
e(s) in Gm,n(C) as the collection of all X with j(X) = s. Then e(s) is
topologically a cell of complex dimension

(s1 � 1) + (s2 � 2) + · · · + (sn � n)

This dimension formula is easy to see by deform X a little bit, but it
needs some work to show it is really an open cell (cf. [MS74] p.76).
There are totally (m

n) such cells, and the whole collection of these cells
form a CW complex structure of Gm,n(C).

In particular, there is no cell of (real) odd dimension, and for cells
of even dimension 2r, they corresponds to those s such that (let ti =
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si � 1):

0  t1  t2  · · ·  tn  m � n

t1 + t2 + · · · + tn = r.

When m is large, say m � n � r, and n � r, the number of all such
s is exactly the partition number p(r) of r. Since no cells are of odd
dimension, the cohomology groups are then clear:

H2r+1(Gm,n(C); Z) = 0

H2r(Gm,n(C); Z) ' Zp(r).

In problem 7.22 to problem 7.24 , we will use Morse theory to show
that every smooth compact manifold has a homotopy type of CW
complex.

7.5.3. Characteristic Classes on Universal Bundles.
We now ready to define characteristic classes topologically.

Theorem 7.28 (Uniqueness of Chern Classes). For each complex vector
bundle E ! B, there exists a unique sequence of cohomology class ci(E) 2
H2i(B, Z) depending only on the isomorphism classes of E such that

(a) Functoriality: f ⇤(ci(E)) = ci( f ⇤(E)).
(b) Whitney product formula: c(E [ F) = c(E)[ c(F), where c(E) =

1 + c1(E) + · · · 2 H⇤(B, Z).
(c) ci(E) = 0, for i > rankE.
(d) Normalization: For tautological bundle O(�1) ! CPn, c(O(�1)) =

1 � H, where H is the hyperplane class on CPn.

PROOF. We first prove by induction on the rank. Let L ! B be a
line bundle, then there exists sufficiently large n 2 N and f : B !
CPn such that L = f ⇤O(�1). By (a) and (d), we see that c(L) =

f ⇤(1 + H). In particular, ci(L) = 0, for i > 1. Let E ! B be a
complex vector bundle of rank k. We can then use theorem 7.16 to
construct a split space s : S(E) ! B such that s⇤E =

Lk
i=1 Li, where

Li ! S(E) is line bundle. Then (a) and (b) show that

s⇤c(E) = c(s⇤(E)) =
k

’
i=1

(1 + gi),
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where c(Li) = 1 + gi. Since s⇤ : H⇤(B) ! H⇤(S(E)) is injective,
we have determined c(E) uniquely. This also shows ci(E) = 0, for
i > rank(E). ⇤

The proof shows that the Chern classes defined in terms of con-
nection given in section 7.1 coincide with this topological defini-
tion. Now, on universal bundle gk ! G•,k(Cn), one has c1 :=
c1(gk), . . . , ck := ck(gk). With a little effort, one can actually prove

Fact 7.29. The cohomology ring H⇤(G•,k(C), Z) ⇠= Z[c1, . . . , ck] and
there are no algebraic relations between them.

Combining with the fact gk ! G•,k(Cn), we see that c1, . . . , ck are
the universal Chern class in the sense for any complex vector bundle
of rank k E ! B, there exists f : B ! G•,k(Cn) such that E = f ⇤gk.
By functoriality, we have ci(E) = f ⇤ci.

The advantage for topological theory is that one can deal with
torsion. There is a complete analogue for real vector bundles in Z2-
coefficient.

Fact 7.30. For each real vector bundle E ! B, there exists a unique
sequence of cohomology class wi(E) 2 Hi(B, Z2) depending only on
the isomorphism classes of E such that

(a) Functoriality: f ⇤(wi(E)) = wi( f ⇤(E)).
(b) Whitney product formula: w(E [ F) = w(E) [ w(F), where

w(E) = 1 + w1(E) + · · · 2 H⇤(B, Z2).
(c) wi(E) = 0, for i > rankE.
(d) Normalization: For O(�1) ! RPn, w(O(�1)) = 1 � H,

where H is the hyperplane class on RPn.

wi(E) are called the i-th Stiefel–Whitney class of E ! B. More-
over, we also have H⇤(G•,k(R), Z2) ⇠= Z2[w1, . . . , wk]. For details on
Stiefel–Whitney class, we refer to [MS74].

The topological definition for Pontryagin classes pi and Euler
classes e on oriented vector bundles are more involved. We only
remark that they are also universal cohomology class in the sense of
following:
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Fact 7.31. Let R be an integral domain with 2 to be invertible, and
denote pi, e by Pontryagin classes and Euler class of the universal
bundle g̃k ! G̃•,k(R),

H⇤(G̃•,2k+1(R), R) ⇠= R[p1, . . . , pk]

H⇤(G̃•,2k(R), R) ⇠= R[p1, . . . , pk�1, e].

7.6. Cobordism Ring

7.6.1. Oriented Cobordism. Let M be an oriented C• manifold,
then we denote �M by the same manifold with opposite orientation.
If M, N are C• manifolds, we denote M + N by the disjoint union
M t N, which has natural C• manifold structure. In this section, we
assume all manifolds are oriented.

Definition 7.32. Let M1, M2 be closed n-manifolds. We say M1 and M2

are (oriented) cobordant if there exists (n + 1)-dimensional compact
manifold W with boundary such that

M1 � M2 = ∂W,

where the equality means up to an orientation preserving diffeomor-
phism. We call W an (oriented) cobordism between M1 and M2.

Exercise 7.23. Show that this defines an equivalence relation on the
set Wn of all closed n-manifolds (Hint: for transitivity, one might
need collar neighborhood, cf. exercise 2.14) and forms an abelian
group with respect to disjoint union +.

Particularly, we say a closed oriented n-manifold M is null-cobordant
if M lies in the equivalence class of 0, the additive identity of Wn.
Obviously, M is null-cobordant if and only if M = ∂W, for some ori-
ented (n + 1)-manifold W. On W :=

L
n�0 Wn, we define a bilinear

map Wn ⇥ Wm ! Wm+n by Cartesian product (M, N) 7! M ⇥ N.
Notice that the product is well–defined since if M1 � M0

1 = ∂W1,
M2 � M0

2 = ∂W2, then we have

M1 ⇥ M2 � M0
1 ⇥ M0

2 = ∂(W1 ⇥ M2 � M0
1 ⇥ W2).
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Exercise 7.24. Show that the Cartesian product ⇥ makes W into a
graded ring with identity 1 = [pt].

7.6.2. Characteristic Numbers and Cobordism.
Let M4n be a closed 4n-dimensional C• manifold, we write pk(M) :=
pk(TM) be the Pontryagin classes on TM. For a partition I = {i1 �
· · · � ir} of n, we define the I-th Pontryagin number pI [M] by

pI [M] :=
�

pi1(M) · · · pir(M)
�
[M].

Similarly, if (M2n, J) is any almost complex manifold, then we write
ck(M) := ck(TM, J) be the Chern classes on the complex vector bun-
dle (TM, J). For any partition I of n, the I-th Chern number cI [M]

by

cI [M] :=
�
ci1(M) · · · cir(M)

�
[M].

We have the following important observation.

Proposition 7.33 (Pontryagin). Pontryagin numbers are cobordant in-
variant. Particularly, if any Pontryagin number of M4n is non–vanishing,
then it cannot bound any (4n + 1)-manifold.

PROOF. Observe that for �M, pk(�M) = pk(M) but [�M] =

�[M]. Hence, pI [M] = �pI [M], for any partition I of n. It suffices to
prove if M is null-cobordant, i.e. M = ∂W, then pI [M] = 0, for all I.
Let i : M ,! M be the inclusion map. By definition of orientation on
boundary M = ∂W, we have

0 ! TM ! i⇤TW ! NM/W = R ! 0,

where the normal bundle NM/W is trivial since it has a non–vanishing
out–ward pointing vector field. By functoriality and Whitney prod-
uct formula, p(i⇤W) = i⇤p(W) = p(M). By using Stokes’ theorem,

pI [M] =
Z

M
pi1(M) · · · pir(M) =

Z

∂W
i⇤pi1(M) · · · i⇤pir(M)

=
Z

W
d(pi1(W) · · · pir(W)) = 0.

⇤
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For n 2 N, let I = {i1, . . . , ir} be any partition of n, we define

MI
C = CPi1 ⇥ · · · ⇥ CPir

MI
R = CP2i1 ⇥ · · · ⇥ CP2ir ,

where dimR MI
C = 2n, dimR MI

R = 4n.

Lemma 7.34. The p(n) ⇥ p(n) matrix [cI(MJ
C)]I J of characteristic num-

bers is non-singular, where p(n) is the number of the partition of n. And
the same statement holds for [pI(MJ

R)]I J .

PROOF. Let chI := chi1(M) · · · chir(M). We only have to prove
the matrix formed by a(I, J) = chI(MJ

C) is nonsingular. Then the
first part of the lemma follows.

Since chi(M) = 0 if i > dimC(M), by the property (*), we get
a(I, J) = 0 if |I| < |J|. (At least one is is larger than all jt.) Further-
more, even in the case |I| = |J|, a(I, J) = 0 unless I = J. Introduce a
total order on all partitions which extends the partial order |I|, then
the matrix [a(I, J)] is in a triangular form. So to prove it to be non-
singular, only have to prove the diagonal elements (ie. I = J) are
nonzero. Let I = J = i1, . . . , ir, then a(I, I) is

r

’̀
=1

chi`(CPi1 ⇥ · · · ⇥ CPir)[MI
C]

=
r

’̀
=1

(chi`(CPi1) + · · · + chi`(CPi`))[MI
C],

where the obvious zero terms are omitted. By evaluating on the [MI
C]

from ` = 1, · · · , r gradually, again use chi(M) = 0 if i > dimC(M),
we find

a(I, I) =
r

’̀
=1

chi`(CPi`)[CPi` ].

Hence, we reduce the problem to compute chn(CPn). From Euler
sequence,

chn(CPn) = (n + 1)chn(O(1)) = (n + 1)c1(O(1))n/n! =
(n + 1)hn

n!
,

and thus chn(CPn)[CPn] = (n + 1)/n!.
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For the Pontryagin case, for a real bundle E, we define phi(E) :=
ch2i(E ⌦ C). For a complex manifold M,

phi(TM) = ch2i((TM)R ⌦ C)

=ch2i(TM � TM) = ch2i(TM) + ch2i(TM) = 2ch2i(TM).

Then by the same manner we also get the matrix with entries phI(MJ
R)

is nonsingular. Since these classes phi are an equivalent basis of pi
over Q, the result follows. ⇤

From the proposition 7.33 and above lemma, we see that MI
R are

distinct cobordism classes in W4n, for any partition I of n.

7.7. Transversality and Thom Spaces
7.7.1. Transversality.

Let X, Y be smooth manifolds, f : X ! Y be a smooth map, A ⇢ X
be any subset, Z ⇢ Y be a submanifold.

Definition 7.35. We say f is transversal to Z on A, denoted by f tA Z
if 8x 2 f �1(Z) \ A,

d f (TxX) + Tf (x)Z = Tf (x)Y.

We denote f t Z if A = X.

Note that when Z = {pt} and A = X, this is just the usual defi-
nition of a regular value. Observe that if f t Z and Z is of codimen-
sion k in Y, then by the implicit function theorem we have f �1(Z) a
smooth submanifold of X of codimension k (empty set is allowed).
Also, the normal bundle of f �1(Z) in X is isomorphic to the pull back
bundle f ⇤N of the normal bundle N of Z in Y.

Now we prove the Thom’s transversality theorem which says
that any smooth map can be approximated by transversal ones.

Theorem 7.36 (Thom). Let f : X ! Y be smooth, and f tA Z, where
A is a closed set of X and Z is a submanifold of Y. Let d be any metric
compatible with the underlying topology of Y and e > 0, then there is a
smooth map g : X ! Y such that

g t Z, d( f (x), g(x)) < e,
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and f
��

A = g
��

A.

PROOF. We divide the proof in four steps:
Step1: Since transversality is an open condition, there is an open

set U ⇢ A such that f tU Z. Now, we will choose some appropriate
coordinate coverings to reduce the problem to the case of Euclidean
sapces. First of all, let Y0 = Y \ Z and {Yi} be charts cover Z with Z \
Yi coordinate planes. Secondly, we choose charts {Vi} charts such
that {Vi} is a refinement of both {X \ A, U} and { f �1(Yi)}. Since
we cannot modify f on A, we need an even more refine covering of
those Vi that do not interesect A.

By paracompactness of X, we choose {Wi} a family of locally
finite relatively compact charts with {Wi} finer than {Vj}. Finally
we disgard those Wi which are contained in U. We still denote the
final family by {Wi}, which is clearly a covering of X \ U.

Step2: We will construct fi inductively such that
a) d( fi(x), fi�1(x))  e/2i 8x 2 X.
b) fi ⌘ fi�1 outside a compact neighborhood of W̄i in Vi.
c) fi t Z on f �1

i (Z) \ (W̄1 [ · · · [ W̄i).
Once this is done, we get limi fi = g : X ! Y the desired smooth
map. Notice there is no limit process since the covering is chosen to
be locally finite. Actually when X is compact, {Wi} is a finite family.
We also remark that we never change the value of f near A in the
whole process.

Step3: On each i � 1, fi�1(Vi) ⇢ Yj(i) for some j(i). Since Vi, Yj are
all coordinate charts, by the induction steps, we only have to treat
everything in the Euclidean spases. Namely, K ⌘ W ⇢ V ⇢ Rn,
Z = Y \ Rq ⇢ Y ⇢ Rp, and f : V ! Y smooth with f t Z on a
relatively closed set S (S is to be thought as W1 [ · · · [ Wi�1

).
Consider the projection p : Rp ! Rp�q, then Z = p

���1
Y (0), so p �

f : V ! Rp�q has 0 as a regular value if and only if f is transversal
to Z, thus it suffices to consider the case Z = 0, that is, a point.

Step4: Since 0 is now a regular value of f on S, what we have to
do is to modify it to be regular on all S [ K. Using a smooth partition
of unity, construct a smooth map l : V ! [0, 1] which equals 1 on a
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neighborhood of K and equals 0 outside a compact neighborhood K0

of K in V. By Sard’s theorem, there are always points arbitrarily near
0 and are still regular values, pick y with |y| < e and consider

g(x) = f (x) � l(x)y.

then by the definition of l, clearly have

(1) g has 0 as a regular value (ie. g t 0) on K.
(2) g ⌘ f outside K0.
(3) |g(x) � f (x)| < e.

Since y can be chosen arbitrarily near 0 and | ∂
∂xi

l| is globally
bounded, we can make g, dg near f , d f uniformly. By (2). g t 0
on S \ K0, so we only have to care about the set (S \ K0) \ g�1(0).
Notice S \ K0 is a compact set, so when |y| small, d fx is surjective
implies dgx is surjective. So g t 0 on S [ K as required. ⇤

7.7.2. Thom Space and Thom Isomorphism.
Let E ! B be an oriented vector bundle of rank k. We endow E with
a bundle metric h , i. Let D(E) = {(b, v) 2 E : |v|  1 be the disk
bundle over B, S(E) := {(b, v) 2 E : |v| = 1} be the sphere bundle
over B. We define the Thom space T(E) of E ! B by the quotient

T(E) := D(E)/S(E) = E/A,

where A := {(b, v) 2 E : |v| � 1}. We denote the base point cor-
responds to A by t0 2 T(E). Also, B embeds C• into E and thus B
embeds into T(E).

Exercise 7.25. Show that T(E) is independent of the choice of metric.
Also, when B is compact, show that T(E) is the one-point compatifi-
cation of the total space E.

Now, we assume B is compact. Given a C• map f : Sn+k !
T(E) with f (•) = t0, we have f �1(B) ⇢ Sk+n � f �1(t0) ⇠= Rn+k.
Thus, f �1(B) ⇢ U, for some precompact open set U ⇢ Rn+k. By
transversality theorem, we may modify f within its homotopy class
and keep it unchanged outside U, so we may assume f t B. Then
f �1(B) is an n dimensional closed oriented submanifold of U. We
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then define Thom homomorphism by

(7.21) tk,n : pn+k(T(E)) ! Wn, [ f : Sn+k ! T(E)] 7! f �1(B).

Proposition 7.37. tk,n is a well-defined group homomorphism.

SKETCH OF PROOF. To prove that tk,n is well-defined, suppose
F : Sk+n ⇥ [0, 1] ! T(E) be a homotopy such that F(x, 0) = f0(x),
F(x, 1) = f1(x). We may choose F such that F(·, [0, 1/3]) = f0,
F(·, [2/3, 1]) = f1. Applying the transversality theorem to X =

F�1(E \ (Sk+n ⇥ (0, 1)), we get a map eF coincides with f0 near 0,
and coincides with f1 near 1, and eF�1(B) is a manifold with bound-
ary f �1

1 (B) \ f �1
0 (B). So t is well defined as a map. We leave readers

to prove that tk,n is a group homomorphism. ⇤

Exercise 7.26. Complete the proof of proposition 7.37.

When B = G̃k,k+p(R), the oriented Grassmannian, and E = g̃k
k+p,

the universal oriented k-plane bundle, we obtain

Theorem 7.38 (Thom). tn,k is an isomorphism if k � n + 2 and p � n.

PROOF. For surjectivity, we only need k � n, p � n. Let [M] 2
Wn. By (strong) Whitney embedding theorem, M can be embeded in
Rk+n. Let n be the normal bundle of M in Rk+n. By the existence of
tubular neighborhood of M (cf. problem 3.22), denoted by U, we can
construct the generalized Gauss map

g : U ⇠= n �! g̃k
n ,! g̃k

k+p.

We extend g to be a map g : Sn+k ! T(g̃k
k+p) by sending all points

outside U to t0. Then by the same procedure above, we can assume
g to be transversal to B. It is then clear that tk,n([g]) = [M].

For injectivity, let g : Sk+n ! T(g̃k
k+p) be transversal to B and

g�1(B) = M = ∂N. We have to prove g is homotopic to a constant
map. We may assume M is a closed n-manifold in Rk+n ⇢ Sk+n.

Claim 7.39. We can embed N in Rk+n ⇥ [0, 1/2] such that N \ Rk+n ⇥
[0, 1/4]) = M ⇥ [0, 1/4].
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With claim 7.39, let V be a tubular neighborhood of N in Rk+n ⇥
[0, 1] with d(V, N) < e. Then U = V \ (Rk+n ⇥ {0}) is a tubular
neighborhood of M in Rk+n. To proceed, we need two claims.

Claim 7.40. We can deform g such that g
��
U : U ! gk

k+p is a bundle
map.

Once this is done, one can extend g to a bundle map g̃ : V ! gk
k+p

by a more delicate argument similar to proposition 7.22 (cf. [Hir94],
p,100). We then extend g̃ to whole Rk+n ⇥ [0, 1] by sending the com-
plement of V to t0. This establish the deseired homotopy from g to
the constant map g0.

For claim 7.39, let h : M ⇥ [0, 1) diffeomorphic onto a collar neigh-
borhood of ∂N. Define b : R ! [0, 1] to be a smooth increasing cut-
off function such that b(x) = 0 for x < 1/2 + e and b(x) = 1 for
x > 1 � e. Then define h1 : N ! Rk+n ⇥ [0, 1

2 ] by

h1(y) =

8
>><

>>:

(x, 1
2 s) for y 2 h(M ⇥ [0, 1

2 ])

p for y 62 h(M ⇥ [0, 1))

(1 � b(s))(x, 1
4) + b(s)p for 1/2  s < 1,

where p = (x0, 1
2) with x0 2 M an arbitrary point. Although h1

is a smooth map, the resulting image h1(N) is never a manifold.
Still, it contains the collar M ⇥ [0, 1

4 ]. Since k � n + 2, k + n + 1 �
2(n + 1) + 1 = 2 dim N + 1. Notice that a close reexamine on the
proof of Whitney embedding theorem 1.22 shows that in such a di-
mension, embeddings are dense in the space of smooth maps (cf.
[Hir94], p.35). Thus, we can find a map

h2 : N ,! Rk+n+1

with h2 ⌘ h1 on h(M ⇥ [0, 1/4]). The first claim is proved.
For the second claim, we first deform the map g such that it

sends all points outside U to t0 and keep g unchanged on a smaller
neighborhood of M = g�1(B). We denote the universal bundle by
p : x ! B and denote the bundle projection of U ! M by p. Let
x 2 U, by using the linear structures on Up(x), which is induced by
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the normal bundle n (it is just a rescaling of each fiber), and the linear
structure on xp(g(x)), can define for s 2 [0, 1],

H(x, s) =
g(sx)

s
,

with H(x, 0) = dgp(x)(x), which is surely a linear map on the normal
space over p(x) (since Dg is linear on the whole tangent space), and
this linear map is an isomorphism by the transversality of g Thus
g0 ⌘ H(·, 0) defines a bundle map U ! x and H(·, s), s 2 [0, 1]

defines the homotopy from g ⌘ g1 to g0. The construction behavior
well on points near ∂U, so the second claim is proved. ⇤

7.8. Thom’s Cobordism Theorem and its Application

7.8.1. Thom Cobordism Theorem. Although we have established
the isomorphism of Thom homomorphism, in general it is still dif-
ficult to compute the higher homotopy groups. Let us recall a few
facts on homotopy groups for later use. The first is a standard exact
sequence for homotopy groups of a fiber bundle12

Fact 7.41 (Homotopy Exact Sequence of Fibration). : let E ! B be
a locally trivial fibration with fiber F, then there exists a long exact
sequence in homotopy groups

· · · ! pn(F) ! pn(E) ! pn(B) ! pn�1(F) ! · · · ! p0(E) ! 0.

The second one is to reduce the problem of homotopy groups to
homology. In fact, there exists a natural map pi(X) ! Hi(X, Z),
called the Hurewicz homomorphism. The celebrated Hurewicz the-
orem asserts that if X is (n � 1)-connected13, then the Hurewicz ho-
momorphism pn(X) ! Hn(X, Z) is an isomorphism. However, the
assumption here is too strong to be satisfied in our situation. Any-
way, since we only concern with the non-torsion part W ⌦ Q, so we

12In fact, we only need Serre’s fibration which is weaker than a locally trivial
fiber bundle. We refer the concept and the proof to the following fact to [DFN85],
section 22.

13That is, pr(X) is trivial, for all r  n � 1.
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only have to compute the so-called rational homotopy groups. In this
case, we have (cf. [DFN90], p.129)

Fact 7.42. Let X be a finite CW complex which is r-connected with
r � 1, then the rational Hurewicz homormophism

pi(X) ⌦ Q ! Hi(X, Q)

is an isomorphism for i  2r.

In order to apply this to our case, we must show T(g̃k
k+p) have

some higher connectivity, but since B = G̃k+p,k(R) whose cell de-
composition is well known, say el is an open j cell of it, then the
inverse image p�1(el) is clearly an open j + k cell of T(g̃k

k+p), To-
gether with the zero cell t0, we obtain a CW complex structure of
T(g̃k

k+p) without cells of dimension between 0 and k, that is, T(g̃k
k+p)

is (k � 1)-connected. So we get, for n  k � 2:

pk+n(T(g̃k
k+p)) ⌦ Q ⇠= Hk+n(T(g̃k

k+p), Q).

Using the usual ”Thom isomorphism” (cf. [MS74], section 10) and
simple algebraic topology, it is not hard to prove that for an oriented
k-plane bundle E ! B,

Fact 7.43 (cf. [MS74], p,206). Hk+i(T(E), t0; Z) ⇠= Hi(B, Z).

So by connecting these isomorphisms, we finally obtain for k �
n + 2,

Wn ⌦ Q ⇠= Hn(B, Q).

As noted in section 7.5, by letting k large enough, Hn(B, Q) is freely
generated by Pontryagin classes of the universal bundle g̃k

k+p, so it is
zero when 4 - n and is of dimension p(m) if n = 4m. Together with
the calculation in proposition 7.33 and lemma 7.34, which shows that
MI

R are all in distinct corbordism classes. Since there are also p(m)-
many MI

R’s, we finally conclude

Theorem 7.44. W ⌦ Q = Q[CP2, CP2, · · · ].
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Remark 7.45. In the proof we do not need each step to be isomor-
phism. We only need

p(r) = dim Hn(G̃k+p,k(R); Q) = dim Hk+n(Tg̃k
k+p, t0; Q)

� dim(pk+n(Tg̃k
k+p) ⌦ Q) � dim(Wn ⌦ Q) � p(r)

So we need only the surjective part of the Thom homomorphism t

(which is the easier part), and the injective part of the rational Hur-
wicz homomorphism.

Remark 7.46. There exists a complex analogue for cobordism group,
called complex cobordism group. For an oriented smooth manifold

7.8.2. Genus and Multiplicative Sequence. Let R be a commu-
tative ring over Q. An R-genus is defined to be a ring homomorohism
f : W ⌦ Q ! R.

A systematic way to construct genus is due to Hirzebruch in his
monograph Neue topologische Methoden in der algebraischen Geometrie
in 1956 (cf. [Hir95] for recent reprint). Let Q(x) = Â•

j=0 qjx2j 2 R[[x]]

be an even formal power series with q0 = 1. We form

’n
i=1 Q(xi) = 1 + q2 Ân

i=1 x2
i + · · ·

= 1 + K1(p1) + K2(p1, p2) + · · ·
+ Kn(p1, . . . , pn) + Kn+1(p1, . . . , pn, 0) + · · · .

Here, we regard the variables xi’s as have weight 2, and the weight
4r parts of the first product is a symmetric polynomial of x2

i . Let pi be
the i-th elementary symmetric polynomial of x2

i , then we define Kr

to be the unique polynomial in pi’s corresponding to the weight 4r
part in ’n

i=1 Q(xi). In application, xi will be Chern roots of a vector
bundle and pi is the i-th Pontryagin classes of of it. We call p =

1 + p1 + p2 + · · · the formal total Pontryagin classes.
By the theory of symmetric polynomials, we know that Kr is in-

dependent of the number of variables n if n � r. In the following, we
will always assume n is large enough. In fact, we can take n = •. the
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resulting series is denoted by K(p) = 1 + K1(p1) + K2(p1, p2) + · · · ,
called the multiplicative sequence associated to Q. In the special case
p = 1 + p1 = 1 + x2, we have K(1 + x2) = Q(x).

Let K(p) be a multiplicative sequence associated to Q, we define
a map fQ : W ! R by fQ([M]) = K(pM)[M], where K(pM) means
that we substitute p by total Pontryagin class pM of TM.

Lemma 7.47. fQ is a R-genus.

PROOF. By the same proof of lemma 7.33, if M4n = ∂W4n+1 then
fQ([M]) = 0. It remains to show the additivity and multiplicativi-
tiy of fQ. The additivity is obvious, yet the multiplicativity is more
subtle. We have to prove: Let p0 = 1 + p0

1 + p0
2 + · · · , p00 = 1 + p00

1 +

p00
2 + · · · with p0

k, p00
k of weight 4k. If p = p0p00 = 1 + p1 + p2 + · · · ,

by collecting corresponding terms, then

K(p) := K(p0p00) = K(p0)K(p00).

Let Q(x) = Â•
i=0 qix2i as before. For any partition I = {i1, . . . , ir} of

n, let qI = qi1 · · · qir , and let

sI(p1, . . . , pn) = Â x2j1
1 · · · x2jr

r

where the sum is over all distinct permutations (j1, . . . , jr) of I. Since
it is symmetric in x2

i ’s, it is uniquely represented by a polynomial in
p0

is, this is the definition of sI . Then we have

sI(p0p00) = Â{H,J}=I sH(p0)sJ(p00),

which is just a partition of standard monomials into two parts of
fewer variables. Again by comparing corresponding terms, we have

Kr(p1, . . . , pn) = ÂI qIsI(p1, . . . , pn).
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Take summation over all n, we get

K(p0p00) = ÂI qIsI(p0p00)

= ÂI ÂH,J=I qH,JsH(p0)sJ(p00)

= ÂH,J qHqJsH(p0)sJ(p00)

= ÂH qHsH(p0) ÂJ qJsJ(p00)

= K(p0)K(p00).

⇤

Remark 7.48. In most literatures, one defines a multiplicative sequence
by a sequence of polynomial {K1(p1), K2(p1, p2), · · · } with coeffi-
cients in R such that pi has weight 4i satisfying

(1) Kr(p1, . . . , pr) is homogeneous of degree 4r
(2) Let K(p) := 1 + K1(p1) + K2(p1, p2) + · · · . Then K is multi-

plicative in formal total Pontryagin class p = 1 + p1 + p2 +

· · · in the sense

p = p0p00 ) K(p) = K(p0)K(p00).

What we have proved is that given any even power series Q(x) be-
gins with 1, there exists an unique multiplicative sequence K such
that K(1 + x2) = Q(x). We have proved the existence. For the
uniqueness, use a formal decomposition p = ’i(1 + x2

i ), then K(p) =

’i Q(xi). This is exactly our construction.

If we start with any power series Q(x) = Â•
k=0 qkxk with q0 = 1,

then one can consider similarly
n

’
i=1

Q(xi) = 1 + K̃1(c1) + K̃2(c1, c2) + · · · ,

where ci is the i-th elementary symmetric function of xj’s. Let c =

1 + c1 + c2 + · · · be the formal total Chern class. Then one can derive
similarly the formula:

K̃(1 + x) = Q(x), K̃(c) = 1 + K̃1(c1) + K̃2(c1, c2) + · · · .

Let us end this section with an important example of multiplicative
sequence which arises later.
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Example 7.49 (L genus). Consider the Taylor series of x/ tanh(x):

Q(x) =
x

tanh(x)
= 1 +

•

Â
k=1

(�1)k�1 22k

(2k)!
Bkx2k,

which Bk is the Bernoulli’s number (cf. [MS74], Appendix B). The
first few terms of Bk are 1/6, 1/30, 1/42, 1/30, 5/66, 691/2730 . . . .
Then the associated multiplicative sequence L(p) = 1 + L1(p1) +

L2(p1, p2) + · · · is called the L genus or L polynomial. One can directly
calculate the first few terms of L genus are given by:

L1(p1) =
1
3

p1

L2(p1, p2) =
1

45
(7p2 � p2

1)

L3(p1, p2, p3) =
1

945
(62p3 � 13p1p2 + 2p3

1).

The L genus will appear in the Hirzebruch signature theorem which
we will discuss later.

For more examples of genus associated to a multiplicative se-
quence, see problem 7.7 and 7.8.

Exercise 7.27. Verify the first three terms of L genus.

7.8.3. Hirzebruch Signature Theorem. Now, we are ready to give
a topological proof of Hirzebruch signature theorem14 as an impor-
tant application of Thom’s cobordism theorem.

First, we recall the definition of signature of a manifold. Let M
be a 2n dimensional oriented closed manifold. The intersection pair-
ing qM is then the cup product and evaluated on the fundamental
class [M]. Alternatively, using de Rham cohomology, the intersec-
tion pairing then can be viewed as the integration of wedge of closed
differential forms over M. Anyway, it is a non–degenerate pairing15,

14We will give an analytic proof of Hirzebruch’s theorem as a special case of
Atiyah–Singer theorem in section 8.6. However, historically the Index The- orem
was first proved by a “twisted version” of Hirzebruch Signature Theorem.

15In fact, it is unimodular. Since we have some classification theory of integral
quadratic forms and alternating forms (cf.[Ser73], Chapter V), the study of the
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which is alternating when n is odd, symmetric when n is even, in the

later case. Now we define the signature s =

8
<

:
sgn(qM) 4 | dim M

0 4 - dim M,
where the sgn(qM) is the signature of qM.

We now show that the signature of manifolds is a genus.

Lemma 7.50. The signature is a Z-genus. That is,

(1) s(V + W) = s(V) + s(W), s(�V) = �s(V).
(2) s(V ⇥ W) = s(V) ⇥ s(W).
(3) s(M) = 0 if M bounds some compact oriented manifolds.

PROOF. (1) is clear since the intersection form of disjoint union
of manifolds splits as the direct sum of the individual ones. Also,
let a1, . . . , ak be a basis of Hn(M, Z), then (qM)ij = (aiaj)[M] =

�(aiaj)[�M] = �(q�M)ij. Hence, s(�V) = �s(V).
For (2), we use the cohomology with coefficient in R. Let M4k =

Vn ⇥ Wm, by the Künneth formula (cf. Problem 2.23),

H2k(M) =
M

s+t=2k
Hs(V) ⌦ Ht(W).

Let {vs
i }, {wt

j} be the basis of Hs(V), Ht(W) such that
R

V vs
i ^ vn�s

j =

dij,
R

W wt
i ^ wm�t

j = dij for s 6= n/2, t 6= m/2.
Now, we define A = Hn/2(V) ⌦ Hm/2(W) if n, m are even and

A = 0 otherwise, and let B := A? in H2k(M) with respect to qM.
Observe that B is spanned by elements not in A since qM

��
A = qV ⌦

qWm which is non-degenerate. Hence, the set

{vs
i ⌦ wt

j : s + t = 2k, s 6= n
2

, t 6= m
2

}

is an orthogonal basis for B. Observe that

Z

M
(vs

i ⌦ w2k�s
j ) ^ (vs0

i0 ⌦ w2k�s0
j0 ) =

8
<

:
±1 s + s0 = n, i = i0, j = j0

0 otherwise.

intersection form in fact reveals some important information about the topology
of M as we will see later in the case of 4-manifold topology
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It follows that qM
��
B is represented by a matrix with diagonal blocks

±
 

0 1
1 0

!
. Therefore, sgn(qM

��
B) = 0. We claim that s(A) := sgn(qM

��
A) =

0 if n - 4. If so, then when n | 4 and m | 4, s(M) = s(A) + s(B) =

s(A) = s(V)s(W).
Observe that if n - 4, then so does m - 4. To show s(A) = 0,

it suffices to show that the symmetric bilinear form obtained from
the tensor product of two alternating forms must has zero signature.
However, it is clear from the structure theorem of non-degenerate
alternating form over R, one can represent it by a matrix with block

diagonal

 
0 1
1 0

!
. Hence, the tensor product of two such matrices is

still with block diagonal

 
0 1
1 0

!
and thus has signature 0.

Finally, for (3), Let i : M4k ! W4k+1 be the boundary inclusion.
We have the following commutative diagram:

· · · H2k(W) H2k(M) H2k+1(W, M) · · ·

· · · H2k+1(W, M) H2k(M) H2k(W) · · ·

i⇤ ∂⇤

∂⇤ i⇤

The verticle maps are all isomorphisms by Poincaré-Lefschetz dual-
ity ([Hat02], Theorem 3.43). Let A = Im i⇤, B = Ker i⇤. Since i⇤, i⇤
are dual vector space maps, A is dual to H2k(M)/B under the duality
between H2k(M) and H2k(M). So dim(A) = dim H2k(M) � dim(B).
By the exactness of the above diagram, dim(A) = dim(B), so we get
dim(A) = dim(B) = 1

2 dim H2k(M). Now by Stokes’ theorem, for
any w 2 A,

Z

M
(i⇤w)2 =

Z

W
d(i⇤w ^ i⇤w) = 0

so the zero cone of the intersection form contains A. Since A has
half the dimension, this can happen only when s+ = s�, that is,
s(M) = 0. ⇤
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Now, we are in place to state the Hirzebruch signature theorem.
Let pM be the total Pontrayagin class of M, L(pM) be the L genus
with p substituting by pM.

Theorem 7.51 (Hirzebruch Signature Theorem). Let M4k be a smooth
compact oriented 4k-manifold. Then s(M) = L(pM)[M].

By Thom’s cobordism theorem, we know that W⇤ ⌦ Q is gener-
ated by CP2k. To check two Q-genus coincides, it suffices to check
on the generator CP2k. In section 7.3.1, we have seen that the coho-
mology ring H⇤(CP2k, Z) ⇠= Z[h]/(h2k+1). Clearly, s(CP2k+1) = 1.
To make connection with L genus, notice the following lemma.

Lemma 7.52. Let Q(x) 2 R[[x]] be an even formal power series, f (x) :=
x/Q(x) = x + · · · 2 R[[x]] is clearly invertible. Let g(y) = f �1(y).
Then

g0(y) =
•

Â
n=0

fQ([CPn])yn

PROOF. Since p(CPn) = (1 + p1)n+1, where p1 = h2. We have
K(p) = K(1 + p1)n+1 = Q(p1)n+1. Thus,

fQ[CPn] = Q(p1)
n+1[CPn]

= coefficient of xn in Q(x)n+1 =

✓
x

f (x)

◆n+1

= resx=0
1

f (x)n+1 dx

=
1

2pi

Z

C

1
f (x)n+1 dx =

1
2pi

Z

f (C)

g0(y)
yn+1 dy

= coefficient of yn in g0(y).

Since f (x) = x + · · · , when the circle C around 0 is small enough,
f (C) is also a curve around 0 with winding number 1. In fact, we
even do not need f to be convergent since the above argument is
essentially a sequence of substitution of formal power series. ⇤

Consequently, if we start with a genus f and consider the gen-
erating power series Pf = Â•

n=0 s(pCP2n)y2n, then we set g =
R

Pf
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with constant term 0, and set f := g�1. By Thom’s cobordism theo-
rem, the power series Q = x/ f (x) whose associated multiplicative
sequence defines the genus fQ = f

PROOF OF SIGNATURE THEOREM. We now consider the generat-
ing series Ps(y) = Â•

n=0 s(pCP2n)y2n = 1 + y2 + y4 + · · · = 1
1�y2 .

Then

tanh�1(y) =
Z dy

1 � y2 , f (x) = tanh(x).

Thus, Q(x) = x/ tanh(x) is the power series associated to L genus!.
This proves the theorem. ⇤

7.9. Problems

7.1. For K = R or C, given any Lie group G ⇢ GL(r, K) as a structure of
group of a vector bundle E, show that we can choose a connection such that
its curvature has values in g = Lie(G)

7.2 (Flat Bundle). A vector bundle is flat or integrable if there exists a connec-
tion r with curvature Wr = 0. Such connection is called a flat connection.

(1) Show that a rank r vector bundle E ! M with structure group G is
flat if and only if there are k linearly independent parallel sections
near each point p 2 M.

(2) Show that a flat G-bundle corresponds to a representation r 2
Hom(p1(M), G).

7.3 (Chern Classes on Flat Bundle). Let E ! M be a flat vector bundle.

(1) Show that the Chern classes c(E) is a torsion class in H⇤(M, Z).
(2) Conversely, show that if L ! M is a line bundle with torsion

Chern class c1(L) 2 H2(M, Z), then it is flat.
(3) Investigate the validity of (2) for rank 2 bundle (Hint: consider

bundles over S5).

7.4. In this problem, we show a result due to Ehresmann and Hopf that
S4 admits no almost complex structure. Let M4 be a closed, oriented 4-
manifold. Assume J is an almost complex structure on M, then (TM, J) is
a complex vector bundle over M.
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(1) Let ci(TM, J) be the Chern classes of (TM, J), for i = 1, 2. Show
that c2

1(TM, J) � c2(TM, J) = p1(TM).
(2) Use Hirzebruch signature theorem to show that p1(TM)([M]) =

3s(M), where [M] is the fundmamental class of M.
(3) Deduce that S4 cannot admit any almost complex structure.

7.5. Show that W0 ⇠= Z, W1 = 0. How about W2?

([Hir94], Exercise 7.2.3, [MS74], p.203)

7.6. If we drop all orientation requirement in the definition of cobordism,
we can obtain the unoriented cobordism group Rn of closed n-manifolds.

(1) Show that every element of Rn is 2-torsion.
(2) Compute R0,R1, and R2.

([Hir94], Exercise 7.2.2,3)

7.7 (Todd genus). The Todd genus is the genus of the power series of z/(1 �
exp(�z)):

z
1 � exp(�z)

= 1 +
1
2

z +
•

Â
k=1

(�1)k+1 Bk
(2k)!

,

where Bk is still the Bernoulli’s number. Then the associated multiplicative
sequence Td(c) = 1 + Td1(c1) + Td2(c1, c2) + · · · is called the Todd genus.
Verify that the first few terms of Todd genus are given by:

Td1(c1) =
1
2

c1

Td2(c1, c2) =
1
12

(c2
1 + c2)

Td3(c1, c2, c3) =
1
24

(c1c2).

The Todd genus will appear in the Hirzebruch–Riemann–Roch theorem in
problem 8.10.

7.8. Consider the Taylor series of
p

z/2
sinh(

p
z/2)

:

x/2
sinh(x/2)

= 1 � x2

24
+

7x4

5760
+ · · · .

Then the associated multiplicative sequence Â(c) = 1 + Â1(c1)+ Â2(c1, c2)+

· · · is called the Â genus (called A-roof genus). Verify that the first few terms
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of Â genus are given by:

Â1(p1) =
�1
24

p1

Â2(p1, p2) =
1

5760
(�4p2 + 7p2

1)

Â3(p1, p2, p3) =
1

967680
(�16p3 + 44p2 p1 � 31p3

1).

The Â genus will appear in Atiyah–Singer index theorem in section 8.4.

Connections and Chern–Weil theory on Principal Bundle.
From problem 7.9 to problem 7.20, we establish the theory of connections
via principal bundle, which is parallel to the discussion in the text. Also,
we prove the Chern–Weil theory in its general form.

7.9 (Principal Bundle). Let G be a Lie group. A principal G-bundle p : P !
M is a smooth fiber bundle with fiber G and structure group G (cf. problem
5.14), where G acts on itself on the left. Show the following are equivalent.

(1) P ! M is a principal G-bundle.
(2) P ! M is a fiber bundle with fiber G. P admits a G-action on

the right such that its orbits coincides with the fiber of P and there
exists a local trivialization {(Ui, fi)} such that

fi(hg, x) = fi(h, x) · g, 8g, h 2 G, x 2 Ui.

(3) Show that P ! M is trivial if and only if it admits a section s :
M ! P.

7.10 (Example of Principal Bundle). Show that the following has a structure
of principal bundle.

(1) Let E ! M be a real vector bundle of rank r. We define the frame
bundle PGL(E) by

PGL(E) := {(m, e) : m 2 M, e: a frame of Em .

and p : PGL(E) ! M by (m, e) 7! m. Show that PGL(E) admits a
structure of principal GL(r, R)-bundle.

(2) If E ! M is endowed with an Euclidean metric and we take the
frames in PGL(E) to be orthonormal frames, then show that the re-
sulting frame bundle PO(E) is a principal O(r)-bundle. Further-
more, if we take the frame to be oriented, then the resulting frame
bundle PSO(E) becomes a principal SO(r)-bundle.
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(3) Show similarly that the frame bundle of a complex vector bundle
E ! M is a principal GL(r, C)-bundle. Also, if E ! M is endowed
with a hermitian metric and we take the frames in PGL(E) to be
unitary frames, then the resulting framePU(E) becomes a principal
U(r)-bundle.

(4) Show that the homogeneous space G ! G/H is a principal H-
bundle.

(5) Show that the orbit space M ! M/G is a principal G-bundle (cf.
problem 5.13).

7.11 (Principal Bundle and Vector Bundle). Let P ! M be a principal G-
bundle, r : G ! GL(V) be a linear representation of a Lie group G.

(1) Show that the product space P ⇥ V admits a free G-action and
P ⇥r V := (P ⇥ V)/G admits a surjective submersion onto M =

P/G.
(2) Show that P ⇥r V is a vector bundle over M with fiber V and struc-

ture group G.
(4) Show that when G = GL(r, K) (K = R or C), O(r), SO(r), U(r),

the above construction is the inverse of frame bundle.

7.12. Let p : P ! M be a principal G-bundle, E := P ⇥r V be the associated
vector bundle to a linear representation r : G ! GL(V).

(1) We denote C•(P, E)G by the space of G-equivariant map from P
to E. Show that C•(P, E)G is isomorphic to C•(M, E) by sending
s 2 C•(P, E)G to sM(x) = [p, s(p)], where p 2 p�1(x). Make
sense of this construction.

(2) A V-valued q-form a 2 Aq(P, V) := Aq(P) ⌦ V is called basic if a

is G-invariant and iXa = 0, for any vertical vector field16 X on P.
For any basic differential form a, we define a E-valued q-form on
M by

aM((p)⇤X1, . . . , p⇤Xq)(x) := [p, a(X1, . . . , Xq)(p)] 2 E

Show that this defines an isomorphism between V-valued basic
forms on P and E-valued forms on M.

16X is vertical if Xp 2 ker dpp, for any p 2 P. That is, Xp is tangential to fibers.
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7.13 (Connection on Principal Bundle). Given a principal G-bundle p :
P ! M, we always have an exact sequence 0 ! ker dp ! TP ! p⇤TM !
0, where ker dp is usually called the vertical subbundle. Let g := Lie(G).

(1) Show that P ⇥ g ! ker dp given by (p, v) 7! Xv := d
dt

��
t=0(p ·

exp(tv)) is an isomorphism.
(2) Show that G-action on P lifts to each of the bundle in the exact

sequence 0 ! ker dp ! TP ! p⇤TM ! 0 and the bundle maps
are G-equivariant.

We define a connection on P is a G-equivariant splitting of the exact se-
quence A : TP ! ker p.

(3) Show that HA := ker A is G-invariant subbundle of TP which is
horizontal in the sense TpP = ker(dp)p � (HA)p, for any p 2 P.

(4) Conversely, given any G-invariant subbundle H of TP such that
TpP = Hp + ker(dp)p, for any p 2 P, show that H determines a
G-equivariant spliiting A : TP ! ker p of the exact sequence and
HA = H.

In summary, a connection on P is equivalent to a G-invariant horizontal
subbundle17 of TP.

7.14 (Connection 1-form). In this problem, we give another characteriza-
tion for connections on a principal bundle.

(1) From problem 7.13 (1), we know that P ⇥ g ⇠= ker dp. Show that
the isomorphism is G-equivariant with respect to the G-action on
P ⇥ g given by (p, v) · g = (p · g, Adg�1(v)).

(2) Show that a connection on principal G-bundle P is equivalently
given by a g-valued 1-form A satisfies A(Xv) = v and A(d(Rg)v) =

Adg�1(A(v)). Such A is called a connection 1-form on the principal
G-bundle P.

(3) Show that the space of connection 1-forms on P is an affine space
modeled on A1(M, Ad(P)), where Ad(P) = P ⇥Ad g is called the
adjoint bundle of P, which is a vector bundle over M with fiber g

(Hint: use problem 7.12 (2)).

7.15. Let G be a Lie group, g = Lie(G) be its Lie algebra. For g 2 G,
v 2 TgG, we define w(v) := (Lg�1)(v) 2 g.

17Obviously, the definition of connection as horizontal subbundle can be gen-
eralized to any fiber bundle. This definition is also called Ehresmann connection.
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(1) Show that w 2 A1(G, g), called the Maurer–Cartan form.
(2) Show the Maurer–Cartan equation dw + 1

2 [w, w] = 0, where [·, ·] is
the bracket for Lie algebra valued form18

(3) Show that If G is a linear Lie group, then at g = (gij), wg = g�1dg.
(4) Show that q⇤w is a connection 1-form on the trivial principal G-

bundle M ⇥ G, where q : M ⇥ G ! M is the projection.
(5) Use (4) to show that any principal G-bundle P ! M admits a

connection 1-form.

7.16. Let {Ua, fa} be a trivialization of a principal G-bundle P ! M, A 2
A1(P, g) be a connection 1-form on P. Then wa := f⇤

a A 2 A1(Ua, g). Let
gab : C•(Uab) ! G be the transition functions for P.

(1) Show that wb = g�1
ab + Adg�1

ab
wa (Comparing to exercise 7.1, the

difference between two formulae is because we define G acting on
P on the right.)

(2) Show that the collection {wa} determines A.

7.17. In this problems, we establish the correspondence between connec-
tions on principal bundles and vector bundle. Let P ! M be a principal
G-bundle, r : G ! GL(V) be a linear representation, E := P ⇥r V be
the associated vector bundle. Let A 2 A1(P, g) be a connection 1-form
on P. We define a connection rA on C•(M, E) as follows: Since A deter-
mines a horizontal distribution HA which is isomorphic to p⇤TM, for each
X 2 C•(M, TM), there exists a unique horizontal lifting X̃ 2 C•(M, HA).
By problem 7.12, section s 2 C•(M, E) can be identified as a G-equivariant
map sP : P ! V. We define (rA

X)(sP) := d(sP)(X̃).

(1) Show that d(sP)(X̃) is a G-equivariant map from P to V.

Then d(sP)(x̃) corresponds to a section rA
X(s) 2 C•(M, E) again by prob-

lem 7.12.

(2) Show that rA satisfies the Leibniz rule (Hint: first prove that
( f s)P = p⇤( f )sP, for f 2 C•(M, R), s 2 C•(M, E)).

(3) Show that r : G ! GL(V) induces a bundle map dr : A1(AdP) !
A1(End(E)) and deduce that if A, A0 are two connection 1-forms
on P,

rA � rA0
= dr(a),

18Let M be any C• manifold, g be a Lie algebra, a, b 2 A(M), v, w 2 g, then
we define [a ⌦ v, b ⌦ w] := [v, w] ⌦ a ^ b.
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where A � A0 = A1(M, AdP).

Notice that if P = PGL(E), then P ⇥ad gl(r) = End(E). This establishes a
1 � 1 correspondence between connections on E and connections on PGL(E).
Similarly, if E has structure group G ⇢ GL(Ep), then the connection on P is
1-1 correspondence with connections on E with values in G.

7.18 (Curvature). Let p : P ! M be a principal G-bundle, A be a connec-
tion 1-form on P. We define the curvature form19 W 2 A2(P, g) by

W = dA +
1
2
[A, A],

where [w, w] = 2w ^ w is the Lie bracket on Lie algebra-valued forms.
Show that

(1) For g 2 G, R⇤
gW = Adg�1(W).

(2) For v, w 2 TpP, Wp(v, w) = dw(vh, wh), where vh, wh is the hori-
zontal part with respect to the decomposition TpP = (HA)p

L
d(p)p.

(3) dW = [W, w] (The second Bianchi’s identity)

Hence, W is a basic g-valued 2-form on P, which descends to a Ad(P)-
valued 2-form on M, which we still denote by W.

(4) In terms of wa := f⇤
a A 2 A1(Ua, g) with respect to a trivialization

of P, show that W
��
Ua

= dwa + wa ^ wa.

7.19 (Invariant Polynomial). Let G be a Lie group and g be its Lie algebra.
We denote Ik(G) by the invariant subring of Symkg⇤ under Adjoint action
of G and I(G) :=

L
k�0 Ik(G).

(1) Show that complete polarization (cf. exercise 2.1) extends to Ik(G).
That is, a polynomial f (X) of degree k which is invariant under
Ad-action corresponds to a T 2 Ik(G) such that f (X) = T(X, . . . , X| {z }

k

).

(2) For T 2 Ik(G), for any X1, . . . , Xk, Y 2 g,

k

Â
j=1

T(X1, . . . , [Y, Xj], . . . , Xk) = 0.

([Che95], Appendix §2)

19Again, be aware of the minus sign on the curvature comparing to (7.2). This
minus sign occurs since we define G acting on P on the right.
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7.20 (Chern–Weil theory). Let G be a Lie group with Lie algebra g, P ! M
be a principal G-bundle. Given any invariant polynomial f 2 Ik(G), any
connection 1-form A on P, we define a 2k-form f(W) 2 A2k(M). Since
W 2 A2(M, AdP) and f is invariant under adjoint action, the 2k-form is
well-defined. Show that

(1) f(W) is a closed form.
(2) For two connection 1-forms A0, A1 on P, let a = A1 � A2 2 A1(M, AdP).

Denote Wi by the curvature with respect to Ai. Show that

f(W1) � f(W0) = kd
Z 1

0
f(a, At, . . . , At| {z }

k�1

)dt,

where At = A0 + ta, t 2 [0, 1].

Let Tf(A0, A1) := k
R 1

0 f(a, At, . . . , At| {z }
k�1

)dt, called the transgression of f from

A0 to A1. Then [f(W)] is independent of the choice of A. Thus, one can
define a ring homomorphism w : I(G) ! H⇤(M) by w(f) = [f(W)], called
the Chern–Weil homomorphism.

([Che95], Appendix §2)

7.21. In this problem, we show that p1(SO(n)) = Z2, for all n � 3. For
n = 3, this is already done in problem 5.8.

(1) Show that SO(n + 1) is a principal SO(n)-bundle over Sn.
(2) Use fact 7.41 to show that p1(SO(n + 1)) ⇠= p1(SO(n)), for n � 3.

Remark 7.53. By problem 5.10, the 2-folded covering Spin(n) of SO(n) is
also a Lie group, called the spin group. The spin group is closely related to
Clifford algebra discussed in the next chapter.

A Digression on Morse Theory.
From problem 7.22 to problem 7.24 , we establish the fundamental theorem of
Morse theory:

Theorem 7.54 (Fundamental theorem of Morse theory). Let M be a com-
pact smooth manifold, f be a Morse function (cf. definition 1.46) on M with
f �1((�•, a]) is compact for any a 2 R. Then M has a homotopy type of a fi-
nite CW complex with each l-cells for each critical point of index l.

The existence of such Morse function is proved in problem 1.13.
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7.22. Let M be a smooth manifold, f 2 C•(M, R). For a 2 R, let Ma :=
{x 2 M : f (x)  a} = f �1((�•, a]). If for a < b and suppose that
f �1([a, b]) is compact and contains no critical points of f . Choosing a Rie-
mannian metric on M, let X 2 C•(M, TM) be the vector field defined by

X(p) = r(p)grad f (p),

where r(p) 2 C•
0 (M, R) equals to |grad f |�2 on f �1([a, b]) and vanishes

outside a compact neighborhood of f �1([a, b]).

(1) Show that X is a complete vector field (i.e., the the flow ft gener-
ated by X has domain on whole R).

(2) Use the flow ft generated by X to show that Ma is diffeomorphic
to Mb and construct r : [0, 1] ⇥ Mb ! Mb such that r0 = idMb and
r1 is a retraction from Mb to Ma.

In conclusion, if there is no critical values among [a, b], the sublevel set Mb

is a deformation retraction of Ma and diffeomorphic to Ma.

([Mil63], §3)

7.23 (Reeb). Let M be a closed n-manifold, f be a Morse function on M with
exactly two critical points p, q. We may assume p is the maximum and q is
the minimum of f . By scaling, we may assume f (p) = 1, f (q) = 0.

(1) Use lemma of Morse (cf. problem 1.12) to show that for suffi-
ciently small e, f �1([0, e]) and f �1([1 � e, 1]) is diffeomorphic to
the closed n-cell.

(2) Use problem 7.22 to show M1�e is diffeomorphic a n-disk as well.
Deduce that M is union of two disks glueing along their boundary.

(3) Construct explicitly a homeomorphism from standard sphere Sn

to M.

([Mil63], §4)

Remark 7.55. One should remark that M may not diffeomorphic to Sn with
standard diffeomorphic structure. In fact, this is how Milnor proved there
exists smooth manifold homeomorphic to S7 but with non–diffeomorphic
differentiable structure. We will return this in chapter 8.20

Next, we study the change of topology when we pass through a critical
point. Let M be a smooth manifold, f : M ! R, p be a non–degenerate
critical point with index l, f (p) = c. Assume there exists e > 0 such that
f �1([c � e, c + e]) is compact and p is the only critical point on it. In the
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next problem, we will show that for sufficiently small e > 0, Mc+e has the
homotopy type of Mc�e with l-cell el attached.

7.24. By Morse lemma, there exists a neighborhood U of p and a local co-
ordinate (x1, . . . , xn) on U with xi(p) = 0 such that

f
��
U(x) = c � (x1)2 � · · · � (xl)2 + (xl+1)2 + · · · + (xn)2.

We choose smaller e > 0 such that D := {Ân
k=1(xk)2  2e} ⇢ U.

Let x� := (x1)2 + · · · + (xl)2, x+ := (xl+1)2 + · · · + (xn)2, and µ :
[0, •) ! R be a smooth function such that µ(0) > e, suppµ ⇢ [0, 2e],
and �1 < µ0 < 0. Then f

��
U = c � x� + x+ and we modify f by F :=

c � x� + x+ � µ(x� + 2x+).

(1) Show that F satisfies the following:
(a) F = f outside D and F  f .
(b) F is a Morse function with the same critical points as f , F(p) <

c � e, and F(q) = f (q), for any critical point q of f other than
p.

(c) {F  c + e} = { f  c + e}.
(2) Show that F�1([c � e, c + e]) is compact and contains no critical

point.

By problem 7.22, we know that Mc+e = { f  c + e} = {F  c + e}
deformation retracts to {F  c � e}. We now denote {F  c � e} by Mc�e [
H, where H = { f  c � e} \ {F  c � e} = {F  c � e} \ { f � c � e}.

(3) Show that H is defined by the system of inequalities
8
>><

>>:

x+ + x�  2e

f = �x� + x+ � �e

F = �x� + x+ + µ(x� + 2x+)  �e.

and contains a l-cell el := {x�  e, x+ = 0}.

The situation is illustrated in above figure for n = 2, l = 1. The area H is
the area with vertical arrow and el is the horizontal dark line.

(4) Show that Mc�e [ el is a deformation retraction of Mc�e [ H by
defining the deformation retract in three cases:

(a) x�  e

(b) e  x�  x+ + e

(c) x+ + e  x�.



312 7. CHARACTERISTIC CLASSES AND COBORDISM

Hence, we have shown that Mc+e has the homotopy type of Mc�e with
l-cell el attached.

(5) Deduce theorem 7.54.

In fact, one can show that any smooth manifold is homotopy equivalent to
a CW complex, cf. [Mil63], §3.

([Mil63], §3)

Clutching Functions and Vector Bundles over Spheres. In section 7.5, we
states that the the set of isomorphism classes of oriented vector bundle can
be identified as the homotopy class from M to universal oriented Grass-
mannian. From problem 7.25 to problem 7.26, we will discuss the case of
M = Sn, which can be treated elementary. The method here is usually
known as clutching construction.

7.25. Let Sk be a k-sphere, Dk
± be the upper and lower hemi-spheres of Sk,

and Sk�1 be identified as the equator Dk
+ \ Dk

�.

(1) Given an oriented vector bundle E ! Sk of rank r, show that E
��

Dk
±

is trivial.
(2) Let h± : E

��
Dk

±
! Dk

± ⇥ Rr be trivializations, g := h+ � h� : Sk�1 !
SO(r) be the transition functions. Show that the homotopy class
[g] 2 [Sk�1, SO(r)] is independent of the choice of the trivializa-
tions h±.

7.26. Conversely, given a map g : Sk�1 ! SO(r), then one can define

Eg := (Dk
+ ⇥ Rr) ‰(Dk

� ⇥ Rr)/ ⇠,

where (x, v) ⇠ (y, w) if and only if x = y 2 Sk�1 and w = g(x)(v).
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(1) Show that Eg is an oriented rank r bundle over Sk.
(2) Show that if f , g : Sk�1 ! SO(r) be homotoic maps, then Ef ⇠= Eg

(Hint: Use problem 2.19).

In conclusion, we have proved: Vect+r (Sk, R) = [Sk�1, SO(r)] = pk�1(SO(r))
and a map g : Sk�1 ! SO(r) is called a clutching function.

K-Groups and Chern Character.

7.27 (Topological K-ring). Let X be a compact Hausdorff space. We denote
Vect(X) := Vect(X, C) be the set of isomorphism classes of complex vector
bundle over X. Then Vect(X) has a structure of abelian semigroup given
by direct sum.

(1) Show that if A is an abelian semi-group, then there exists a unique
abelian group K(A) and a semi-group homormophism a : A !
K(A) satisfying the universal property: if G is any group and f :
A ! G be a semigroup homomorphism, then there exists a unique
group homomorphism f̃ : K(A) ! G such that f̃ � a = f .

(2) We denote K(X) by the abelian group associated to Vect(X) as in
(1), called the topological K-group of X. Show that every element of
K(X) is of the form [V] � [W], for [V], [W] 2 Vect(X).

(3) Show that [V] = [W] in K(X) if and only if there exists n 2 N such
that V � Cn

X
⇠= W � Cn

X, where Cn
X is the trivial rank n bundle over

X.
(4) Show that the tensor product on Vect(X) induces a ring structure

on K(X).

The ring K(X) is called the (topological) K-ring of X. If we replace Vect(X, C)

by Vect(X, R), then the corresponding ring is denoted by KO(X), called the
real K-ring.

7.28 (Basic Operations on K-ring).

(1) Let f : X ! Y be a continuous map. Show that pull-back bun-
dle f ⇤ : Vect(Y) ! Vect(X) induces a ring homomorphism f ⇤ :
K(Y) ! K(X).

(2) Given compact spaces X, Y, we can define a map µ : K(X) ⌦
K(Y) ! K(X ⇥ Y) given by µ(a ⌦ b) = p⇤(a)q⇤(b), where p, q
are projections from X ⇥ Y onto X and Y. Show that µ is a ring
homomorphism.
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(3) We can define the reduced K-groups K̃(X) by the kernel of K(X) !
K(pt). Show that [V] = [W] in K̃(X) if and only if V � Cn

X
⇠=

W � Cm
X , for some m, n 2 N.


