
Chapter 3

RIEMANNIAN MANIFOLDS

In his ground-breaking essay in 1855, Riemann investigated the nature
of a space M (called n extended quantities by him) through a precise mech-
anism of measurement of length. Among others, Riemann studied in de-
tails the fundamental case when the measurement takes the form

ds =
√

∑ gij dxidxj,

now called a Riemannian metric g. Through local expansion, Riemann dis-
covered the invariant quantity Rijkl in the second order terms and proved
that its vanishing is equivalent to that (M, g) is locally Euclidean.

The Riemann curvature tensor ∑ Rijkl dxi ⊗ dxj ⊗ dxk ⊗ dxl , which gen-
eralizes the Gaussian curvature K of surfaces, was (and still is) difficult to
work with. To understand it, tensor calculus was subsequently developed
in the next decades by Levi–Civita, Christoffel, Ricci and others. Notably,
for each X ∈ Tp M the notion of absolute differentiation∇XT was invented.
Aided by this language, Hilbert and Einstein wrote down the field equation
of General Relativity in 1915, which confirmed the central role of Riemann-
ian geometry in Geometry and Physics till today.

In this chapter we present the basic elements in Riemannian geometry.
We introduce normal coordinates (local) and exponential maps (global) and
prove the Hopf–Rinow theorem to characterize complete manifolds. We
then discuss geodesics and variations of them. The precise link between
the second variation formula and the curvature tensor leads to topological
applications like Bonnet and Synge’s theorems. Together with Jacobi fields
we prove the Cartan–Hadamard theorem which characterizes spaces with
constant curvature as quotients of RN , SN or HN (space forms).

We discuss also the second fundamental form B and the mean curva-
ture vector H of a submanifold i : M ↪→ N and study the variational
aspects. Comparing with geodesics, only the simplest properties are ad-
dressed here. More advanced aspects will be discussed in later chapters.
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76 3. RIEMANNIAN MANIFOLDS

1. Riemannian structures and affine structures

Definition 3.1. A Riemannian manifold (M, g) is a C∞ manifold M to-
gether with g ∈ C∞(M, Sym2(T∗M)) such that gp is positive definite
for every p ∈ M.

Such a g is called a Riemannian metric, or simply a metric. In local
chart (U, x),

g = ∑
i,j

gij dxi ⊗ dxj,

where gij = g( ∂
∂xi ,

∂
∂xj ) on U. We also denote 〈X, Y〉 = g(X, Y).

Any differentiable manifold M can be endowed with Riemannian
metrics through a P.O.U. {Uα, ρα}: we can assign an arbitrary metric
gα on Uα (e.g. the Euclidean inner product), and then define

g = ∑
α

ραgα.

It is easily to see that g is a metric. It is also easy to give another
construction of metrics on M under a given C∞ imbedding M ↪→
RN. We simply consider the inner product on TpM ↪→ TpRN ∼= RN

induced from the one on TpRN, say the Euclidean one gRN . 1

With a Riemannian metric g, we can define the concept of mea-
sure and integration even for non-orientable M: for f ∈ C∞

c (M),
∫

M
f :=

∫

M
f dµg,

where the measure, or the volume form,

dµg ≡ dV ≡ d vol := |ω|
1A major philosophical question in Riemannian geometry, essentially posed

by Riemann, is the isometric imbedding problem: for any (M, g), does there exists a
C∞ imbedding ι : M→ RN for some N ∈N such that

g = ι∗gRN ?

The question was finally answered positively by John Nash around 1954–1956
(1954: C1 isometric imbeddings; 1956: C∞ isometric embeddings). Nash’s proof
opened a new era of non-linear analysis and in particular lead to his celebrated in-
verse function theorem on Fréchet spaces. We will not discuss it in this beginning
stage. Will come back to some aspects on it in the later part of this book.
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is the absolute value of a top form ω defined at any p ∈ M by

ωp := φ1 ∧ . . . ∧ φn,

where φn, . . . , φn of T∗p M is any orthonormal basis of T∗p M, say dual
to an orthonormal basis e1, e2, . . . , en of TpM.

Exercise 3.1. (2) Given v1, . . . , vk ∈ V ∼= Rn with inner product 〈 , 〉,
show that the k-dimensional volume of the parallelpipade

P(v1, . . . , vk) =
{
∑k

i=1 tivi

∣∣∣ 0 ≤ ti ≤ 1
}

is
√

det(〈vi.vj〉)k
i,j=1.

(2) On a local chart (U, x), show that

dµg ≡ ω =
√

det(gij) dx1 ∧ . . . ∧ dxn.

Remark 3.2. In order for the volume form to be defined we need only
the manifold and the metric g to be C1.

With a metric g, we can also measure the size of lower dimen-
sional submanifolds. Given a C1 immersion ι : S# M of a k ≤ n di-
mensional manifold S, the induced tensor gS := ι∗g is a Riemannian
metric on S and then the k dimensional volume form dµgS ∈ Ak(S)
is defined. In local coordinates (x1, . . . , xn) on M and (t1, . . . , tk) on
S, we see from Exercise 3.1 that

dµgS =

√
det

(
g(ι∗∂ti , ι∗∂tj)

)k

i,j=1
dt1 ∧ . . . ∧ dtk,

=

√√√√det
(

∑n
i′,j′=1 gi′ j′

∂xi′

∂ti
∂xj′

∂tj

)k

i,j=1
dt1 ∧ . . . ∧ dtk,

=
√

det(Dι̃)tG(Dι̃) dt1 ∧ . . . ∧ dtk,

where ∂ti := ∂
∂ti , ι∗∂ti = ∑i′

∂xi′

∂ti
∂

∂xi′ , and G = (gi′ j′). The case k = 1
goes back to arc length element we start with:

ds2 = ∑ gij dxidxj.



78 3. RIEMANNIAN MANIFOLDS

Next, we study differentiations on (M, g). Let F be a vector-
valued function on Rn and v a unit vector. The directional derivative
of F at a point p in the v direction is defined by

DvF := lim
t→0

1
t
(F(p + tv)− F(p)) .

To generalize it to a manifold M, we need to compare the difference
of vectors (or tensors) at different points. Therefore, we need to ”par-
allel translate” them to the same point p to compare the difference.
As a result, to define the differentiation, what we really need is the
notion of parallel translations or affine structures.

We wish to define the directional derivative such that it only de-
pends on v ∈ TpM but not on the extension ṽ of it. Also, the resulting
differentiation should satisfy linearity and the Leibniz rule.

The “Lie” derivative does not meet the requirement. From

L f XY = [ f X, Y] = f [X, Y]− (Y f )X,

we see that it is not function-linear in X and the differentiation of Y
at p in the direction Xp depends on the extension of Xp to X. 2

The correct concept, developed by Christoffel, Levi-Civita, Ricci,
Koszul and others, start from the following simple definition:

Definition 3.3. A covariant differentiation is an operator

∇X : C∞(TM)→ TpM

for every p ∈ M and X ∈ TpM, such that

(1) ∇XY is R-linear in both X and Y, and
(2) (Leibniz rule) ∇X( f Y) = X( f )Yp + f (p)∇XY for f ∈ C∞

p .

In other words, by the Fundamental Theorem of Tensor Calculus
(theorem 2.14), the R bi-linear operator

∇ : C∞(TM)× C∞(TM) // C∞(TM)

(X, Y) � // ∇XY

2Different extensions X lead to different integral curves and flows φt. Even if
we take a non-trivial scaling hX of one extension X with h(p) = 1 so that we get
the same integral curves, they must have different parametrizations and the flows
are different. Thus in general we get different values of LXY at p.
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is function-linear in X. Thus ∇Y is a vector valued 1-form:

∇ : C∞(TM)→ A1(TM) = A1(M)⊗ C∞(TM).

More generally, for a vector bundle E→ M, an affine connection is
an operator D : C∞(E)→ A1(E) with Leibniz rule. Thus a covariant
differentiation is simply an affine connection on TM.

Example 3.4. (1) M = Rn, ∇X = DX, the directional derivative.
(2) Let M ↪→ Rn be a submanifold and p ∈ M. Let X ∈ TpM

and Y be a local vector field on M defined near p. Let Ỹ be any C∞

extension of Y to TRn. Then we define the induced connection by

∇XY := (DXỸ)T,

the tangential part of DXỸ in (1) under the orthogonal projection

TpRn = TpM
⊥⊕Np.

On a general manifold M, affine connections on a vector bundle
E → M can be constructed by patching the local connections. Let
M =

⋃
α Uα with a partition of unity (Uα, φα)’s. Given an affine con-

nection ∇α on Uα for each α, it is natural to ask if

∇ := ∑
α

φα∇α

is a covariant differentiation on the whole M?
Notice that a simple scaling of a connection is no longer a con-

nection. For ∇̃ = h∇,

∇̃X( f Y) = hX( f )Y + h f∇XY = hX( f )Y + f ∇̃XY.



80 3. RIEMANNIAN MANIFOLDS

Leibniz rule fails unless h = 1. Nevertheless, for a (locally) finite
sum ∇ = ∑ hi∇i, the same calculation shows that

∇X( f Y) =
(

∑ hi

)
X( f )Y + f∇XY.

Thus∇ is a connection if and only if ∑i hi = 1, i.e.∇ is a an affine lin-
ear combination of∇i’s. In particular, for a P.O.U. {φα},∇ = ∑α φα∇α

is a global covariant differentiation operator.

Exercise 3.2. Show that the set of all affine connections on E→ M is
an affine space∇0 + A1(End E) modeled on the infinite dimensional
vector space A1(End E), where ∇0 is any affine connection.

So far, we have not made use of the Riemannian structure g.
When g is present, which connection(s) will be the best choice(s)
among the above infinite-dimensionally many ones?

Notice that in the case M ↪→ Rn as in Example 3.4, two more
properties hold for the induced connection ∇:

(1) ∇ is compatible with metric, i.e. it satisfies the “Leibniz rule”:

X〈Y, Z〉 = 〈DXY, Z〉+ 〈Y, DXZ〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉
since 〈(DXY)N, Z〉 = 0 for Z ∈ C∞(TM).

(2) ∇ satisfies the torsion-free condition:

∇XY−∇YX = (XY−YX)T = [X, Y]T = [X, Y].

Definition 3.5 (Torsion tensor). For any affine connection ∇ on TM,
T(X, Y) := ∇XY−∇YX− [X, Y] is a tensor, called the torsion of ∇.

Exercise 3.3. Let (N, g) be a Riemannian manifold and M ↪→ N.
Show that the induced connection ∇XY := (DXỸ)T is (i) indepen-
dent of the choices of Ỹ, (ii) compatible with metric and torsion-free.

A fundamental result due to Christoffel (1869) and later used by
Levi-Civita (1917) to study parallel transport, asserts that there is an
unique connection, the Levi-Civita connection, satisfies (1) and (2):

Theorem 3.6 (Fundamental Theorem of Riemannian Geometry).
For any Riemannian manifold (M, g), there is a unique connection

∇ = ∇LC on TM which is metric compatible and torsion-free.
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PROOF OF UNIQUENESS. Given any 3 vector fields X, Y, Z, by com-
patibility and torsion-free condition, we have

X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉,
Y〈X, Z〉 = 〈∇YZ, X〉+ 〈Z,∇YX〉,

= 〈∇YZ, X〉+ 〈Z,∇XY + [Y, X]〉
Z〈X, Y〉 = 〈∇ZX, Y〉+ 〈X,∇ZY〉

= 〈∇XZ + [Z, X], Y〉+ 〈X,∇YZ + [Z, Y]〉.

By adding the first two and subtracting the third one, we get

〈∇XY, Z〉 =1
2

(
X〈Y, Z〉+ Y〈Z, X〉 − Z〈X, Y〉

+ 〈Z, [X, Y]〉+ 〈Y, [Z, X]〉 − 〈X, [Y, Z]〉
)

.

Since Z is arbitrary, this implies that∇XY is uniquely determined by
the differentiable structure and the metric. �

Exercise 3.4. Prove the existence of Levi-Civita connection by check-
ing the above formula for ∇XY defines a covariant differentiation.

In local coordinate (x1, . . . , xm), let ∂i := ∂
∂xi . The Christoffel sym-

bol Γk
ij of an affine connection ∇ is defined by

∇∂i ∂j =: ∑
k

Γk
ij ∂k.

It measures how the frame moves, hence determines the information
of the affine connection: for any vector field v = ∑ vj ∂j,

∇i v ≡ ∇∂i(∑
j

vj∂j) = ∑
j
(∂ivj)∂j + ∑

j,k
vj Γk

ij ∂k

= ∑
j
(∂ivj + ∑

k
vk Γj

ik) ∂j =: ∑
j

vj
;i ∂j.

Here vj
;i = ∂ivj + ∑k vk Γj

ik. We will generalize this to all tensors later.

Lemma 3.7. An affine connection∇ is torsion-free if and only if Γk
ij = Γk

ji
in all coordinate systems.
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Indeed, if ∇ is torsion-free, then

0 = [∂i, ∂j] = ∇∂i ∂j −∇∂j ∂i = (Γk
ij − Γk

ji)∂k.

Conversely, the torsion tensor T(X, Y) = 0 since T(∂i, ∂j) = 0.
We further assume that ∇ = ∇LC is the Levi-Civita connection.

Since 〈∂i, ∂j〉 = gij, the formula in the proof of Theorem 3.6 says

∑
`

Γ`
ij g`k =

1
2
(
∂igjk + ∂jgki − ∂kgij

)
.

Denote by (gij) = (gij)
−1, i.e. gpqgqr = δ

p
r . Then we arrive at the

fundamental formula for the Christoffel symbols:

Lemma 3.8. The Christoffel symbols for ∇LC are given by

(3.1) Γk
ij =

1
2 ∑

`

gk`(∂igj` + ∂jg`i − ∂`gij
)
.

Now we turn to the question of parallel translation for an affine
connection ∇. Given a smooth curve γ : [0, 1] → M. Denote γ̇(t) =
γ′(t) = dγ

(
∂
∂t
)
≡ ∂

∂t = ∂t. Let F be a vector field along γ. Write

DF
dt

= ∇∂t F = ∇tF

as the covariant differentiation along γ.

Definition 3.9. We say that F is parallel along γ if ∇∂t F = 0.

Let F = ∑ f i∂i, γ(t) = (x1(t), . . . , xn(t)). Then

∇∂t F = ∑
(∂ f i

∂t
∂i + f i∇∂t ∂i

)
= ∑

(∂ f i

∂t
∂i + f i ẋj Γk

ij ∂k

)

= ∑
(∂ f i

∂t
+ f k ẋjΓi

kj

)
∂i.
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The equation ∇tF = 0 is a first order linear ODE in t. Thus the
parallel translation F(t) exists along γ and it is uniquely determined
by the initial vector F(0).

Lemma 3.10. Let (M, g) be a Riemannian manifold. If ∇ is metric com-
patible then parallel translation preserves inner products.

PROOF. Let V1, V2 be two parallel vector fields along γ. Then

γ̇〈V1, V2〉 = 〈∇γ̇V1, V2〉+ 〈V1,∇γ̇V2〉 = 0.

Thus 〈V1, V2〉 is a constant function in t. �

2. Geodesics, exponential map and Riemann’s normal coordinates

From now on we assume that ∇ = ∇LC.

Definition 3.11. A (parametrized) curve γ is a geodesic if ∇γ̇γ̇ = 0.

Example 3.12. For M ↪→ Rn,

∇γ̇γ̇ = (Dγ̇γ̇)T = (D∂t γ̇)
T = γ′′(t)T.

In particular, geodesics on linear spaces are lines and geodesics on
spheres Sm are great circles.

If ∇γ̇γ̇ = 0 then

γ̇〈γ̇, γ̇〉 = 2〈∇γ̇γ̇, γ̇〉 = 0.

So |γ̇| = c is a constant and the arc length s(t) =
∫ t

0 |γ̇| = ct. So t is
necessarily proportional to the arc length s.

In local coordinates, let γ(t) = (x1(t), . . . , xn(t)), γ̇ = ∑ ẋi(t)∂i.
The geodesic equation is a second order non–linear ODE in t:

∇γ̇γ̇ = ∑
k

(
ẍk + ∑

i,j
Γk

ij ẋ
i ẋj
)

∂k = 0.

Still, by the existence and uniqueness theorem, γ exists and is uniquely
determined by γ(t0) = p and γ′(t0) = v for a maximal time interval.

The local existence ensures us to find the geodesics in any direc-
tion v ∈ TpM. This leads to the notion of exponential map:



84 3. RIEMANNIAN MANIFOLDS

Definition 3.13 (Exponential map). For p ∈ M, the exponential map
expp : U ⊂ TpM → M is defined by expp(tv) = γ(t), where γ is the
geodesic satisfying γ(0) = p, γ′(0) = v ∈ U. Hence exp v = γ(1).

The exponential map expp is well-defined on some neighborhood
U of 0 ∈ TpM. But it may not be extended infinitely:

Example 3.14. Consider M = R2 \ {0}. The geodesics are lines on the
R2 plane. It is clear that the geodesic can not across the origin.

Proposition 3.15. expp is a local diffeomorphism near 0 ∈ TpM

The smoothness of expp follows from the smooth dependence of
ODE on its initial values (cf. Section 8 of Chapter 1). By the inverse
function theorem, we only need to compute

d(expp)0 : T0(TpM) ∼= TpM→ TpM.

By direct calculation,

d(expp)0(v) =
d
dt

∣∣∣
t=0

expp(tv) = v.

Hence d(expp)0 = id and the C∞ local inverse exists.



2. GEODESICS, EXPONENTIAL MAP AND RIEMANN’S NORMAL COORDINATES 85

An easy application of the exponential map is the Riemann normal
coordinates. Let {e1, . . . , em} be an orthonormal basis of TpM. In the
diffeomorphic neighborhood U of the exponential map, we define
the Riemannian normal coordinates (RNC) by

expp(x1e1 + x2e2 + . . . + xmem) 7→ (x1, x2, . . . , xm) ∈ U ⊂ Rm.

Why is the normal coordinates system good? An immediate con-
sequence is the following striking fact:

Lemma 3.16. Under the normal coordinates, Γk
ij(p) = 0 for all i, j, k.

PROOF. Fix a direction h = (h1, h2, . . . , hm) and consider the line
x(t) = (x1(t), x2(t), . . . , xm(t)) = (th1, th2, . . . , thm) = th with corre-
sponding geodesic γ(t) = expp(th). The geodesic equation is

ẍk(t) + ∑
i,j

Γk
ij(γ(t)) ẋi(t)ẋj(t) = 0.

Since x(t) is linear in t, we get ∑i,j Γk
ij(γ(t))h

ihj = 0. Let t = 0. Then
for all k,

∑
i,j

Γk
ij(p)hihj = 0.

Since this is true for arbitrary h in the existence neighborhood, we
conclude that Γk

ij(p) = 0. �
As an application of the normal coordinates, we prove

Proposition 3.17. Geodesics are locally of minimal length.
More precisely, Take B = Bρ(0) ⊂ TpM such that expp |B is a diffeo-

morphism. Any q ∈ expp(B) is connected to p by a geodesic γ. Then L(γ)
is minimal among all piecewise smooth curves Γ connecting p and q.
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PROOF. Consider the spherical coordinate on TpM:

(r, θ1, . . . , θm−1),

which defines a “spherical normal coordinates” on expp(B). Denote
grr := g(∂r, ∂r), grα := g(∂r, ∂θα), gαβ := g(∂θα , ∂θβ).

Lemma 3.18 (Gauss lemma). grα = 0 for all α ∈ [1, m− 1].

Assume the Gauss lemma, then

ds2 = dr2 + ∑
α,β

gαβ dθα ⊗ dθβ.

Thus, the arc length of Γ is

L(Γ) =
∫

Γ
ds =

∫
√√√√
(

dr
dt

)2

+ ∑
α,β

gαβ
dθα

dt
dθβ

dt
dt

≥
∫ ∣∣∣∣

dr
dt

∣∣∣∣ dt = L(γ),

since g is a positive definite symmetric tensor. The equality holds if
and only if θα’s are constants. That is, Γ = γ. �

PROOF OF GAUSS LEMMA. A simple proof using coordinates is
left as an exercise (c.f. Exercise 3.5). The proof given below is in-
tended to get us more familiar with the exponential map. Also we
prove a stronger form: for w ∈ Tv(TpM) ∼= TpM,

〈d(expp)v(v), d(expp)v(w)〉q = 〈v, w〉p.
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Let w = w1 + w2 where w1 ⊥ v, w2 = λv. Then for the w2 part,

〈d(expp)vv, d(expp)vw2〉 = λ〈d(expp)vv, d(expp)vv〉 = λ〈v, v〉.

The last equality follows from the definition

d(expp)vv =
d
dt

∣∣∣
t=0

expp(v + tv) =
d
dt

∣∣∣
t=0

γ(t + 1) = γ′(1)

and the fact that |γ′(t)| is constant in t. Hence |γ′(1)| = |γ′(0)| = |v|.
For the w1 part, which is the Gauss lemma, we need to show

〈d(expp)vv, d(expp)vw1〉 = 0.

Consider a parametrized surface in M, X(t, s) := expp(tv(s)), where
v(0) = v, v′(0) = w1 and |v(s)| is constant.

Denote Xt =
∂X
∂t = X∗ ∂

∂t , Xs =
∂X
∂s = X∗ ∂

∂s . Then

〈d(expp)vv, d(expp)vw1〉q = 〈Xt, Xs〉(1, 0).
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By definition of geodesics,

∂

∂t
〈Xt, Xs〉 = 〈∇∂tXt, Xs〉+ 〈Xt,∇∂tXs〉

= 〈0, Xs〉+ 〈Xt,∇∂sXt + [Xt, Xs]〉

= 〈Xt,∇∂sXt〉 =
1
2

∂s〈Xt, Xt〉 = 0.

since 〈Xt, Xt〉 = |v(s)|2 is constant. �

Exercise 3.5. Prove Gauss lemma by showing that Γα
rr = 0 and then

∂rgrα = 0 for all α.

3. Metric space structure and completeness

A Riemannian manifold (M, g) can be endowed with a metric
space structure (M, d) with d(p, q) = inf L(γ) among all curves γ

joining p and q. From the Gauss lemma, we know that Bp(r) ⊂ M,
the ball of radius r centered at p, is precisely the diffeomorphic image
of B0(r) ⊂ TpM for small r. In particular the manifold topology
coincides with the metric space topology.

Definition 3.19. A Riemannian manifold (M, g) is complete if (M, d) is
a complete metric space.

In the definition of exponential map, expp is only defined on an
open set U of 0 ∈ TpM. It turns out that the question whether the
map can be defined on whole TpM for every point p ∈ M is equiva-
lent to completeness of (M, d). We first need the following

Lemma 3.20. Let p ∈ M, assume that expp is defined on whole TpM,
then any point q ∈ M can be joined by a minimal geodesic from p.

PROOF. Let Bp(r) be the ball centered at p in which expp is a
diffeomorphism. If q ∈ Bp(r), then we are done. Now, we con-
sider q /∈ Bp(r), we claim that there exists q′ ∈ ∂Bp(r) such that
d(p, q) = r + d(q′, q). To see this, we easily have d(p, q) ≤ r + d(q′, q)
from triangle inequality. For the reverse inequality, let q′ ∈ ∂Bp(r)
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such that d(q′, q) = infq′′∈∂Bp(r) d(q′′, q). By definition of our distance
d, we get the reverse inequality.

Let γ : [0, ∞)→ M be the geodesic enumerating from p and pass-
ing through q′. We next prove the statement by continuity method.
Let Z = {t ∈ [0, ∞) : d(p, γ(t)) + d(γ(t), q) = d(p, q)}. First, Z 6= ∅
since r ∈ Z. Obviously, Z is closed. Let t0 = sup Z, we claim that
γ(t0) = q. Assume γ(t0) 6= q. First, there exists r1 > 0, consider
q′′ ∈ ∂Bγ(t0)(r1) such that

d(γ(t0), q′′) + d(q′′, q) = d(γ(t0), q),

where d(γ(t0), q′′) = r1. Let σ be the unique geodesic joining from
γ(t0) to q′′. Then from

d(p, γ(t0) + d(γ(t0), q) = d(p, q),

we have:

d(p, γ(t0)) + d(γ(t0), q′′) = d(p, q′′).

However, this shows that γ|[0,t0]∪σ|[0,r1]
is a minimal geodesic, which

implies that γ and σ must fit together to form a smooth geodesic
γ|[0,t0+r1]

. Thus, t0 + r1 ∈ Z, a contradiction. �

Theorem 3.21 (Hopf-Rinow-de Rham). The following are equivalent:

(1) expp is defined on all TpM for one p.
(2) (M, g) is complete.
(3) expp is defined on all TpM for all p ∈ M.

PROOF. (3) ⇒ (1) is trivial. For (1) ⇒ (2), let {qi}∞
i=1 be a

Cauchy sequence of (M, d), and let γi : [0, ti] → M be a sequence of
minimal geodesic with γ(ti) = qi. Since γi are parametrized by arc–
length, {ti}∞

i=1 is also a Cauchy sequence in [0, ∞), whose limit is de-
noted by t0. Moreover, by compactness of B1(0) ⊂ TpM, we can pass
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to a subsequence γin such that γ′in → v ∈ TpM as n → ∞. Then con-
sider the geodesic equation with initial value γ(0) = p, γ′(0) = v,
the Picard–Lindelöf theorem guarantees the continuity of solution of
the ODE on initial data. As a result, we have qin = γin(tin) → γ(t0),
and thus qi → γ(t0) (since qi is Cauchy).

Next, for (2) ⇒ (3), if there exists p ∈ M such that a geodesic γ

with γ(0) = p, γ′(0) = v only defines on [0, t0). Pick any increasing
sequence ti ↗ t0, γ(ti) is a Cauchy sequence with limit q. Define
γ(t0) = q, then it is a continuous on [0, t0]. Moreover, for sufficiently
large i, γ(ti) lies in a normal coordinate ball of q, and thus we can join
γ(ti) from q by a minimal geodesic σ. Thus, the piecewise smooth
curve γ ∪ σ must coincide together with a smooth geodesic, and γ

extends past t0, a contradiction. �

Corollary 3.22. That (M, g) is complete implies it is geodesic convex,
which means any two points can be joined by a minimal geodesic.

One should notice that even if M is complete, two points may not
be joined by a unique minimal geodesic, e.g. the north and the south
poles of a sphere (cf. Section 6 for more on this).

At the end of this section, we prove Fact 2.37, namely the exis-
tence of convex neighborhood.

Given p ∈ M. Fix δ >

0 such that ∀ q ∈ Bp(δ),
expq is a diffeomorphism
on some Bq(rq). Simply let

r0 = min
q∈Bp(δ0)

rq > 0.

As in the picture, any q, q′ may not be jointed by a geodesic inside
the neighborhood.

Now, we regard (M, g) as a metric space (M, d). Reset δ = r0/4.
Let W := Bp(r0/4). Now for all q ∈ W, expq is a diffeomorphism
on W since d(q, q′) ≤ d(q, p) + d(p, q′) < r0/2 for all q, q′ ∈ W. So
there at least exists a minimal geodesic γ connecting q and q′ with
γ ⊂ Bq(r0/2) ⊂ Bp(r0).
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We want to prove γ ⊂W = Bp(r0/4).

Let γ(t) = (x1(t), . . . , xm(t)). Recall the geodesic equation:

ẍk(t) + Γk
ij ẋi(t)ẋj(t) = 0.

We will apply the maximum principle to it. Define the distance func-
tion r(t) := d(p, γ(t)). r2 = ∑m

k=1 xkxk, rr′ = ∑m
k=1 xk ẋk,

(r′)2 + rr′′ = ∑
k

ẍkxk + (ẋk)2

= −∑
k

Γk
ij ẋi ẋjxk + ∑

k
(ẋk)2.

Suppose r reaches the max value at t = t0. If γ(t0) = q or q′ then we
are done. Otherwise r′(t0) = 0, r′′(t0) < 0, hence LHS ≤ 0. When r0

is chosen small enough, RHS > 0 which leads to a contradiction.

4. Riemann curvature tensor

Definition 3.23. The Riemann curvature detects the non-commutativity
of covariant differentiations, that is:

R(X, Y)Z := ∇X̃∇ỸZ̃−∇Ỹ∇X̃Z̃−∇[X̃,Ỹ]Z̃

≡
(
[∇X̃,∇Ỹ]−∇[X̃,Ỹ]

)
Z̃.

for X, Y, Z ∈ TpM and X̃, Ỹ, Z̃ any vector fields that extend X, Y, Z.

The last term in definition is a correction to make it function-
linear. R is a (1, 3) tensor. In local coordinates, we write

R(∂i, ∂j)∂` =: ∑ Rk
`ij∂k.
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For convenience, we drop all summation symbols and use the con-
vention that the appearance of an index j on both upper and lower
indices means summing over j. By computations,

R(∂i, ∂j)∂` = ∇i∇j∂` −∇j∇i∂` −∇[i,j]∂`

= ∇i(Γs
j`∂s)−∇j(Γt

i`∂t)

= (∂iΓk
j`)∂k + Γs

j`Γ
k
is∂k − (∂jΓk

i`)∂k − Γt
i`Γ

k
jt∂k

= (∂iΓk
j` − ∂jΓk

i` + Γs
j`Γ

k
is − Γs

i`Γ
k
js)∂k.

Also, the metric g leads to TpM ∼= T∗p M via v 7→ 〈v, •〉. In coordi-
nates, this means we may use gij to lowering the indices and define

Rk`ij := gkmRm
`ij = 〈R(∂i, ∂j)∂`, ∂k〉.

Example 3.24. Let Z = f p∂p be a vector field. We denote

∇i( f p∂p) =: f p
;i ∂p, ∇i∇j( f p∂p) =: f p

;ji∂p,

where indices after “;” means covariant differentiations. So

( f p
;ji − f p

;ij)∂p = R(∂i, ∂j) f p∂p = f qRp
qij∂p.

In other words, we can change the order of covariant differentiation
via the commutation formula

f p
; ji = f p

; ij + f qRp
qij.

Exercise 3.6. Extend the covariant derivative to all tensors and prove
the commutation formula:

Ti1···ir
j1···js;ji = Ti1···ir

j1···js;ij + Tqi2···ir
j1···js Ri1

qij + Ti1qi3···ir
j1···js Ri2

qji + · · ·

+ Ti1···ir
pj2···js Rp

j1 ji + · · ·+ Ti1···ir
j1···js−1 p Rp

js ji.

Proposition 3.25 (Symmetries on R).

(0) Rk
`ij = −Rk

`ji.
(1) Torsion free: the first Bianchi identity.

R(X, Y)Z + R(Y, Z)X + R(Z, X)Y = 0,

i.e. Rk
[`ij] := Rk

`ij + Rk
ij` + Rk

j`i = 0.
(2) Metrical: skew symmetry in Rk`ij = −R`kij.
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PROOF. (0) follow from R(X, Y) = −R(Y, X). For (1), since these
are all tensors, we may check it in any basis. Then

R(∂i, ∂j)∂k + R(∂j, ∂k)∂i + R(∂k, ∂i)∂j

= ∇i∇j∂k −∇j∇i∂k +∇j∇k∂i −∇k∇j∂i +∇k∇i∂j −∇i∇k∂j = 0

since ∇i∂j −∇j∂i = [∂i, ∂j] = 0.
(2) is equivalent to 〈R(X, Y)Z, W〉+ 〈Z, R(X, Y)W〉 = 0. Let X =

∂i, Y = ∂j. Then

〈∇i∇jZ, W〉 − 〈∇j∇iZ, W〉
= ∂i〈∂jZ, W〉 − 〈∇jZ,∇iW〉 − ∂j〈∇iZ, W〉+ 〈∇iZ,∇jW〉
= ∂i∂j〈Z, W〉 − ∂i〈Z,∇jW〉 − 〈∇jZ,∇iW〉
− ∂j∂i〈Z, W〉+ ∂j〈Z,∇iW〉+ 〈∇iZ,∇jW〉,

which is anti-symmetric in Z, W. �

Exercise 3.7. Show that

(1) The symmetries in Proposition 3.25 implies Rk`ij = Rijk`.
(2) The second Bianchi identity holds:

0 = Rij[k`;m] := Rijk`;m + Rij`m;k + Rijmk;`.

Definition 3.26 (Ricci and scalar curvature). The Ricci curvature tensor
Ric := ∑ Rij dxi ⊗ dxj ∈ C∞(Sym2(T∗M)) is the trace of R:

Rij = ∑
`

R`
i`j = ∑

k,`
gk`Rki`j.

The further trace is a function called the scalar curvature:

s := ∑
i,j

gijRij.

Definition 3.27. A metric g satisfying Ric = λg for some λ ∈ C∞(M)

is called an Einstein metric.3

3In Einstein’s general theory of relativity in 1915, curvatures of spacetime are
related by Einstein’s field equation:

Rij −
s
2

gij = Tij,
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Exercise 3.8. Let (M, g) has dim M = m ≥ 3, if

Rij = λgij,

then λ is a constant. (Hint: use the Bianchi identity.)

There is another important curvature.

Definition 3.28 (Sectional curvature). For a two-dimensional plane
E ⊂ TpM, the sectional curvature is defined by

KE ≡ K(X, Y) :=
R(X, Y, X, Y)
‖X ∧Y‖2

for any linearly independent vectors X, Y ∈ E.

In the two-dimensional case (surfaces), the sectional curvature is
the only non–vanishing components in the Riemann curvature ten-
sor. Moreover, it coincides with the Gaussian curvature:

Exercise 3.9. Let X, Y ∈ TpM. Show that K(X, Y) is the Gaussian
curvature of the surface X(u, v) = expp(uX + vY).

Example 3.29. A sphere Sm
r of radius r has constant sectional curva-

ture K = 1/r2. The converse is true and will be proved later.

In fact, the Riemann curvature tensor is completely determined
by the sectional curvature ranging over all two-planes.

where Tij is the energy momentum tensor in spacetime—a pseudo-Riemannian man-
ifold (M, g) where g is non-degenerate but not necessarily positive definite. Most
of our discussion on connection and curvature works in the general setup. (The
spacetime considered by Einstein is 4-dimensional and is Lorentzian: it has local
coordinates (x0 = t, x1, x2, x3), and g has signature (1, 3).)

The spacetime is vacuum if Tij ≡ 0. In this case,

Rij −
s
2

gij = 0 =⇒ gij(Rij −
s
2

gij) = s− s
2

m.

If the spacetime dimension m 6= 2 then s = 0, hence Rij = 0 as well.
For the uniform case, Tij = µgij for some function µ, we have Rij = λgij for

λ = µ + s/2. This leads to the name of the Einstein metric.
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Exercise 3.10 (Polarization formula). Let K(X, Y) = R(X, Y, X, Y).
Then

〈R(X, Y)Z, W〉 = K(X + W, Y + Z)− K(X + W, Y)− K(X + W, Z)

− K(X, Y + Z)− K(W, Y + Z) + K(X, Z) + K(W, Y)

− K(Y + W, X + Z) + K(Y + W, X) + K(Y + W, Z)

+ K(Y, X + Z) + K(W, X + Z) + K(Y, Z)− K(W, X).

Definition 3.30. We say that (M, g) has constant sectional curvature
K(p) at p if K(X, Y) = K(p) for all independent vectors X, Y ∈ TpM.

Exercise 3.11. (M, g) has constant sectional curvature at p if and
only if 〈R(X, Y)W, Z〉 = K(p)(〈X, Z〉〈Y, W〉 − 〈X, W〉〈Y, Z〉). I.e.,

Rijk` = K(p)(gikgj` − gi`gjk).

5. Variations of geodesics

Let γ : [a, b] → M be (piecewise) C∞ curve on M. We consider
the one parameter variation of γ:

F : [a, b]× (−ε, ε)→ M,

with Fs(t) := F(s, t), F0 = γ. Let T = F∗ ∂
∂t be the tangent vector field

and V = F∗ ∂
∂s be the variational vector field for Fs(t). Then

[V, T] = [F∗ ∂
∂s , F∗ ∂

∂t ] = F∗[ ∂
∂s , ∂

∂t ] = 0.

Exercise 3.12. Make sense of the above calculations as well as the
formula ∇VT = ∇TV. Notice that in this special case we do not
need to assume the vector fields are F-related.

The length of Fs is given by the functional

L(s) =
∫ b

a
〈T, T〉1/2(t, s) dt.
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In this section, we will establish the minimality of arclength of geodesics
from the variation method. We compute directly that

L′(s) =
∂

∂s

∫ b

a
〈T, T〉1/2 dt =

∫ b

a
V〈T, T〉1/2 dt(3.2)

=
∫ b

a

2〈∇VT, T〉
2〈T, T〉1/2 dt =

∫ b

a

〈∇TV, T〉
〈T, T〉1/2 dt (torsion free)(3.3)

=
∫ b

a

T〈V, T〉 −V〈∇TT〉
〈T, T〉1/2 dt. (metrical)(3.4)

We may assume that γ is parametrized by its arc length, i.e. 〈T, T〉(t, 0) =
1. Then we achieve the

Proposition 3.31 (First variation formula).

(3.5) L′(0) = 〈V, T〉
∣∣∣
b

a
−
∫ b

a
〈V,∇TT〉dt.

Hence, γ is a ”critical point” of the arc-length functional L if

d
ds

L(s)
∣∣∣
s=0

= 0

for any variation F of γ such that F(a, s) = P, F(b, s) = Q with
P, Q ∈ M fixed. Note that P, Q are fixed, so V(a) = V(b) = 0. From
the first variation formula we deduce

Fact 3.32. γ is a critical point of L among all end-points fixed varia-
tions if and only if γ is a geodesic, i.e. ∇TT = 0.

Remark 3.33. Instead of the ends-fixed condition, we may consider
〈V, T〉(t, 0) = 0 for all t ∈ [a, b], called “normal variations”.
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Assume γ is parametrized by arc length. Differentiate (3.3) again

L′′(s) =
∂

∂s

∫ b

a

〈∇TV, T〉
〈T, T〉1/2 dt

=
∫ b

a

V〈∇TV, T〉
〈T, T〉1/2 −

〈∇TV, T〉2
〈T, T〉1/2 dt.

For the first term, we can change the order of differentiation by the
curvature tensor:

V〈∇TV, T〉 = 〈∇V∇TV, T〉+ 〈∇TV,∇VT〉
= 〈∇T∇VV, T〉+ 〈R(V, T)V, T〉+ ‖∇TV‖2

= T〈∇VV, T〉 − 〈∇VV,∇TT〉 − 〈R(V, T)T, V〉+ ‖∇TV‖2.

Also, 〈∇TV, T〉 = T〈V, T〉 − 〈V,∇TT〉. Hence we get the

Proposition 3.34 (Second variation formula-I). Let γ : [a, b] → M be
a geodesic parametrized by arc length. Then for any variations,

L′′(0) = 〈∇VV, T〉
∣∣∣
b

a

+
∫ b

a

(
‖∇TV‖2 − 〈R(V, T)T, V〉 − (T〈V, T〉)2

)
dt.

(3.6)

From

‖∇TV‖2 = 〈∇TV,∇TV〉 = T〈V,∇TV〉 − 〈V,∇T∇TV〉
and

〈V,∇TV〉 = 〈V,∇VT〉 = V〈V, T〉 − 〈∇VV, T〉,
we have the second form of this formula:

Proposition 3.35 (Second variation formula-II).

L′′(0) = V〈V, T〉
∣∣∣
b

a

−
∫ b

a

(
〈∇2

TV + R(V, T)T, V〉+ (T〈V, T〉)2
)

dt.
(3.7)

Now we give some applications of these formulas. Recall that in
a metric space (M, d), its diameter is defined by

diam M := sup
p,q∈M

d(p, q).
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Theorem 3.36 (Bonnet–Myers 1941). Let (Mm, g) be complete with Ric ≥
(m− 1)K > 0 (K a constant). Then M is compact with

diam M ≤ π√
K

.

PROOF. If there exist p, q ∈ M with d(p, q) > π√
K

, let γ be a short-
est (minimal) geodesic joining p, q, say γ(0) = p, γ(`) = q. Such a γ

exists by the Hopf-Rinow-de Rham theorem (Theorem 3.21).
Let e1 = T = γ′ and pick {ei(0)}m

i=2 so that {ei(0)}m
i=1 is an O.N.B.

of TpM. Let ei(t) be the parallel translation of ei(0) along γ. Then
ei(t)’s are still orthonormal for all t by Lemma 3.10.

For each i ∈ [2, m], let Vi(t) = sin(πt/`)ei and construct the vari-
ation of γ by

Fi(t, s) := expγ(t)(sVi(t)).

Since Fi is an end-points fixed normal variation, the second variation
formula in Proposition 3.6 implies that

0 ≤
m

∑
i=2

L′′i (0) =
m

∑
i=2

∫ `

0

(
‖∇TVi‖2 − 〈R(Vi, T)T, Vi〉

)
dt

=
m

∑
i=2

( ∫ `

0
‖π

`
cos

(πt
`

)
ei‖2 − sin2

(πt
`

)
〈R(ei, e1)e1, ei〉

)
dt.

Since ‖e1‖ = 1 and Ric(e1, e1) = ∑m
m−2〈R(ei, e1)e1, ei)〉 ≥ (m− 1)K, a

direct integration gives
m

∑
i=2

L′′i (0) ≤
m− 1

2

((π

`

)2
− K

)
< 0,

a contradiction! �

Remark 3.37. This was earlier proved by Bonnet in 1855 under the
stronger assumption that the sectional curvature ≥ K > 0. The con-
stant is sharp as shown by Sm

r . The converse was proved by S.-Y.
Cheng in 1975: if there are p, q ∈ M such that d(p, q) = π/

√
K then

M is the round sphere with sectional curvature K.

Theorem 3.38 (Synge 1936). If (M, g) is compact with sectional curva-
ture > 0, then π1(M) is finite. Moreover,
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(1) If m is even and M is orientable, then π1(M) = {1}.
(2) If m is odd then M must be orientable.

SKETCH OF PROOF. (1): if π1(M) 6= {1}, then any non-trivial
[γ0] ∈ π1(M) can be represented by a C∞ closed curve γ with short-
est length. We leave the existence and smoothness of γ as exercises.

Let γ(0) = p. For any v = v(0) ∈ TpM, parallel translations of
v(0) along γ gives v(`) ∈ TpM. Parallel translations correspond to
solving linear ODE. Hence the map v(0) 7→ v(`) = Av is a linear
transformation on TpM, called the holonomy along γ.

In general we know that A ∈ O(m) since it preserves inner prod-
uct. By our construction, e := γ′(0) = γ′(`) is invariant under A,
hence we get the induced transformation

Ã : e⊥ → e⊥ ∼= Rm−1.

Now m− 1 is odd and M is orientable, we get Ã ∈ SO(m− 1) and it
must has 1 as its eigenvalue. That is, Ãv = v for some v ∈ e⊥.

Let v(t) be the parallel translation of v = v(0) along γ and use
V(t) = v(t) as the variation vector field. The second variation for-
mula implies that

0 ≤ L′′(0) =
∫ `

0

(
‖∇TV‖2 − 〈R(V, T)T, V〉

)
dt

= −
∫ `

0
K(V, T) dt < 0,

which is a contradiction. Thus π1(M) = {1}.
We leave the proof of (2) as an exercise. �
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Exercise 3.13. Let (M, g) be a compact Riemannian manifold. Show
that any non-trivial [γ0] ∈ π1(M) can be represented by a C∞ closed
geodesic γ ∈ [γ0] of minimal length.

Exercise 3.14. Let (Mm, g) be compact with positive sectional curva-
ture. If m is odd show that M is orientable.

6. Jacobi fields

Recall the second variation formula of the form (Proposition 3.7)

L′′(0) = V〈V, T〉
∣∣∣
b

a
−
∫ b

a
〈∇2

TV + R(V, T)T, V〉+ (T〈V, T〉)2 dt.

In case of a normal variation, we found that ∇2
TV + R(V, T)T is the

essential quantity to determine this value.

Definition 3.39. For a geodesic γ, T := γ′, a vector field V along γ is
a Jacobi field if it satisfies the Jacobi equation:

∇2
TV + R(V, T)T = 0.

Since the Jacobi equation is a second order linear ODE, the Jacobi
field V is uniquely determined by V(0) and V′(0) = ∇TV

∣∣
t=0. Also

the solution space has dimension 2m.

Theorem 3.40. A vector field J is Jacobi if and only if J is a variation vector
field of geodesics, i.e.

J = F∗
∂

∂s

∣∣∣
s=0

for some F(t, s) which is a geodesic in t for any s.
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PROOF. Assume that F(t, s) is a family of geodesics for all s. Let
T = F∗ ∂

∂t , V = F∗ ∂
∂s . Then

∇2
TV = ∇T∇TV = ∇T∇VT

= ∇V∇TT + R(T, V)T.

So we get the Jacobi equation since ∇TT = 0 for all s.

Conversely, suppose that J is a Jacobi field along a geodesic γ.
Let c(s) be a curve with c(0) = p, c′(0) = J(0) along c. Let Ť, J̌′ be
the parallel translation of T(0), J′(0). Define

(3.8) F(t, s) := expc(s)(t(Ť + s J̌′)),

which is clearly a variation of geodesics with F(0, s) = c(s).
It suffice to check V = F∗ ∂

∂s = J, i.e. V(0) = J(0), V′(0) = J′(0):

V(0) =
∂F
∂s

∣∣∣
(s,t)=(0,0)

(t=0)
=

d
ds

expc(s)(0)
∣∣∣
s=0

= c′(0) = J(0),

V′(0) = ∇TV
∣∣∣
(s,t)=(0,0)

= ∇VT
∣∣∣
(s,t)=(0,0)

= ∇V

[
(d expc(s))t(T̃+s J̃′)

∂

∂t
(
t(Ť + s J̌′)

)] ∣∣∣
(s,t)=(0,0)

(t=0)
= ∇ ∂

∂s
Id (Ť + s J̌′)

∣∣∣
s=0

= J̌′(0) = J′(0).

The theorem is proved. �

Example 3.41. On S2, it is clear that expN is well-defined on all TNS2.
We observe that any Jacobi field J with J(0) = 0 must have J(π) = 0.
Indeed, any geodesic passing through the north pole N is a great
circle passing through the south pole S as well. Hence the variation
constructed above has F(π, s) = S for all s.
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Definition 3.42. For P, Q ∈ γ, we say Q is a conjugate point of P if Q is
a singular point of expP, i.e. if Q = expP(`v) then

(d expP)`v : T`v(TPM)→ TQM

has a non-trivial kernel.

For any vector w in the kernel, we will construct a Jacobi field
with J(0) = 0 and with J(`) related to w.

Let F(t, s) := expp(t(v + s w
` )) (c.f. (3.8)). Then

∂F
∂s

∣∣∣
s=0,t=`

= (d expp)`v(w).

So if J = ∂F
∂s

∣∣
s=0 is Jacobi with J(0) = 0, J(`) = (d expp)`v(w) for

general w. Hence w is in the kernel if and only if J(`) = 0 and J′(0) =
w/`. And that is to say, J(`), J′(0) can determine each other if and
only if (d expp)`v is invertible. Thus, we have:

Corollary 3.43. Q conjugates to P if and only if there exists a Jacobi field
J 6= 0 with J(P) = J(Q) = 0. Furthermore, there’s a correspondence
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between the space of Jacobi fields and the kernel:
{

J Jacobi,
J(P) = 0 = J(Q)

}
↔ ker((expp)∗)`v

J 7→ w := `J′(0).

Also, Q is conjugate to P if and only if P is conjugate to Q.

Now we give some applications of Jacobi fields.

Theorem 3.44 (Hadamard 1898, Cartan 1928). If M is complete and
with K ≤ 0, then ∀p ∈ M, expp : TpM → M is a covering map. In
particular, the universal cover M̃ is diffeomorphic to Rm.

Lemma 3.45. If M complete with K ≤ 0 then ∀ p ∈ M, any geodesic γ

geodesic through p does not have conjugate points of p along γ.

PROOF. Suppose there exists a conjugate point and let J be a Ja-
cobi field with J(0) = J(`) = 0. By the Jacobi equation,

0 = −
∫ `

0
〈∇2

T J + R(J, T)T, J〉 dt

= −
∫ `

0

(
T〈∇T J, J〉 − ‖∇T J‖2 + 〈R(J, T)T, J〉

)
dt

= 〈∇T J, J〉
∣∣∣
`

0
+
∫ `

0

(
‖∇T J‖2 − 〈R(J, T)T, J〉

)
dt.

Since J(0) = J(`) = 0 and K ≤ 0, ∇T J ≡ 0 along γ. But this implies
J ≡ 0, a contradiction. �

Lemma 3.46. If X is complete and f : X � Y is a local isometry, then f
is a covering map.

Exercise 3.15. Prove Lemma 3.46 and show by example that it fails
if X is not complete.

PROOF OF CARTAN–HADAMARD THEOREM. By Lemma 3.45, expp
is a local diffeomorphism on the whole TpM. Hence

( , ) := exp∗p〈 , 〉
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is a Riemannian metric on TpM ∼= Rm which makes expp a local
isometry. In particular, exp0 : T0(TpM) → TpM is defined and is an
isometry. By Hopf-Rinow theorem (cf. Theorem 3.21), (TpM, ( , )) is
complete. By Lemma 3.46, expp is a covering map. �

7. Local isometry and space forms

As the second application of Jacobi fields, we investigate how
curvatures identifications are related to the constructions of isome-
tries between spaces. In fact this is one of Riemann’s original moti-
vations to define his curvature tensor.

Let X and Y be Riemannian manifolds of the same dimension.
For any p ∈ X, q ∈ Y, we may construct an isometry Φ : TpX → TqY
of inner product spaces. Then Φ induces a local diffeomorphism:

y = ϕ(x) := expq ◦ Φ ◦ exp−1
p .

That is, we identify points x ∈ X and y ∈ Y by identifying the
geodesics starting at p and q respectively.

Let γ be a geodesic with γ(0) = p. Denote by Pγ the parallel
translation along γ. Also let γ̃ = ϕ ◦γ be the corresponding geodesic
on Y. For v ∈ TxX where x lies on γ, define

gγ : TxX → Tϕ(x)Y, v 7→ gγ(v) := Pγ̃ ◦Φ ◦ P−1
γ (v).

Then gγ is an isometry on inner product spaces.

Theorem 3.47 (Cartan1925, Ambrose 1956). If

R(gγ(v), gγ(w))gγ(z) = gγ(R(v, w)z)

for all v, w, z ∈ TxX, x in a neighborhood of p, then ϕ is a local isometry.
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PROOF. The key idea is to show that gγ is indeed the tangent map
(dϕ)x, and then ϕ is a local isometry.

Since d expp is local diffeomorphism, we may assume that there
are no conjugate points in the neighborhood under our considera-
tion. Let J be the Jacobi field along γ with J(0) = 0, J(`) = v. Then

J̃ := gγ(J)

is also a Jacobi field on γ̃ by the assumption.
Also, J̃′(0) = ΦJ′(0) by the Chain Rule. Since J(0) = 0, we have

J(`) = (d expp)`γ′(0)`J′(0)

as we had seen in the construction Jacobi fields (cf. (3.8)). Then

J̃(`) = (d expq)`γ̃′(0)` J̃′(0)

= (d expq)`γ̃′(0) ◦Φ`J′(0)

= (d expq)`γ̃′(0) ◦Φ ◦ (d expp)
−1
`γ′(0) J(`)

= d(expq ◦Φ ◦ exp−1
p )J(`)

= (dϕ)x J(`).

Here dΦ = Φ. This applies to all v ∈ TxX, hence (dϕ)x = gγ. �

Ambrose indeed proved a global version of the theorem using
piecewise geodesics, i.e. a continuous curve γ =

⋃
i γi which is a

finite union of geodesics γi (also called broken geodesics in the lit-
erature). Although we have not yet a map ϕ : X → Y as before,
applying the exponential maps successively at end points of γi’s the
corresponding piecewise geodesic γ̃ in Y is still defined. Then gγ can
be defined similarly.

Theorem 3.48 (Cartan–Ambrose). Let X, Y be complete Riemannian
with an isometry Φ : TpX → TqY. Assume that π1(M) = {1}. If

R(gγ(v), gγ(w))gγ(z) = gγ(R(v, w)z)

for all piecewise geodesics γ : [0, `] → X with γ(0) = p and v, w, z ∈
Tγ(`)X, then for every other piecewise geodesic γ1 with γ1(0) = p, γ1(`) =

γ(`) we also have γ̃1(`) = γ̃(`).
This defines ϕ : X → Y which is a locally isometric covering map.
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Exercise 3.16. Prove the global Cartan–Ambrose theorem.

Remark 3.49. Cartan proved his theorem for locally symmetric spaces
and used it to classify them. Ambrose proved the general case as
well as the global case. In 1959, Hicks generalized the result for gen-
eral affine connections on the tangent bundle. Thus the theorem is
often called the Cartan–Ambrose–Hicks theorem.

As model spaces, we often take manifolds with constant sectional
curvature to start with. The more general model spaces including
(locally) symmetric spaces require more tools to study and will be
discussed in Chapter 5. Here are some simplest examples:

Example 3.50. Complete manifolds with constant sectional curvature.

(1) Sn, K > 0.
(2) Rn/Γ, Γ ∼= Zn. K ≡ 0.
(3) Hn/Γ, Γ is a discrete group of isometries. K < 0. Here

Hn := {x ∈ Rn | ‖x‖ < 1}, g = ds2 =
4‖dx‖2

1− ‖x‖2

is known as the hyperbolic space.

Exercise 3.17. Show that Hn is complete with K ≡ −1.

Definition 3.51 (Space forms). A space form is a complete, simply con-
nected Riemannian manifold with constant sectional curvature.

Now we will show that for each K, say K ∈ {−1, 0, 1}, the space
forms are isometric:

Theorem 3.52. Let (M, g) be a space form. Then

(1) K ≡ −1⇐⇒ M ∼= Hm.
(2) K ≡ 0⇐⇒ M ∼= Rm.
(3) K ≡ 1⇐⇒ M ∼= Sm.

PROOF. For (1) and (2), K ≤ 0. We compare Hm, Rm with M 3 p.
Step 1: Fix a linear isometry: L : T0Hm → TpM.
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Step 2: Matching geodesics as in Cartan–Ambrose’s theorem,

ϕ = expp ◦L ◦ exp−1
0 : U 3 0→ M.

Since K ≤ 0, this map is well-defined by Cartan–Hadamard theorem
(Theorem 3.44) and we need only geodesics.

In the case K ≡ −1, exp0 : T0Hm → Hm is a covering map. So
ϕ : Hm → M is a diffeomorphism. Cartan–Ambrose’s theorem then
implies that ϕ is a local isometry.

The case K = 0 is proved by the same argument. We leave the
positive case as an exercise. �

Exercise 3.18. Let M be complete, simply connected with K ≡ 1.
Show that M ∼= Sm.

So if M has constant sectional curvature, M ∼= space form/Γ
where Γ is a discrete group of isometries, Γ ∼= π1(M).

For example, we have hyperbolic geometry when K = −1.

Exercise 3.19. For the Poincaré upper half plane, show that all geo-
desic are circles that perpendicular to the real line. Use this to prove
that the isometry group is precisely SL(2, R) under the action

[
a b
c d

]
(z) =

az + b
cz + d

.
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8. Variations of higher dimensional submanifolds

In this final section we consider the variational properties on sub-
manifolds. Let

f : Mm ↪→ Mm+k

be a Riemannian imbedding. That is, (M, ḡ) is equipped with the
Levi-Civita connection ∇ = ∇LC

, and (M, g) is with the induced
metric g = f ∗ ḡ and hence ∇ := ∇LC = ∇T

, where T means the
tangential projection under TpM = TpM⊕⊥ Np.

In general, for X, Y, Z, W ∈ TpM,

〈R(X, Y)Z, W〉 6= 〈R(X, Y)Z, W〉.
E.g. for Sm ↪→ Rm+1, K ≡ 1 on the Sm while K ≡ 0 on Rm.

In order to investigate the curvature defect, we start with the de-
fect of covariant differentiations:

Definition 3.53 (Second fundamental form). The second fundamental
form B ∈ C∞(M, Sym2(N)) is a symmetric bilinear form with values
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in the normal bundle: for X, Y ∈ TpM,

II(X, Y) ≡ B(X, Y) := (∇XỸ)N.

Here Ỹ is any vector field on M extending Y, and N is the normal
projection to Np. The trace of B is called the mean curvature (vector):

−→
H = H = tr(B) ∈ N.

Explanations: B is tensorial in X. It is symmetric since

B(X, Y)− B(Y, X) = (∇XỸ−∇YX̃)N = [X̃, Ỹ]N = 0,

hence B is also tensorial in Y. The trace of B can be computed by

H(p) =
m

∑
i=1

B(ei, ej) =
m

∑
i,j=1

gijB(∂i, ∂j),

where e1, . . . , em is any O.N.B. of TpM and ∂i = ∂/∂xi are coordinate
vector fields in any coordinate system.

The relation between R and R is described by

Proposition 3.54 (Gauss equation). For any X, Y, Z, W ∈ TpM,

〈R(X, Y)W, Z〉 = 〈R(X, Y)W, Z〉
+ 〈B(X, Z), B(Y, W)〉 − 〈B(X, W), B(Y, Z)〉.

(3.9)

PROOF. Denote the extensions of a vector by the same symbol.
Direct computation gives

〈R(X, Y)W, Z〉 = 〈∇X∇YW, Z〉 − 〈∇Y∇XW, Z〉 − 〈∇[X,Y]W, Z〉
= 〈∇X∇YW, Z〉 − 〈∇Y∇XW, Z〉 − 〈∇[X,Y]W, Z〉
= X〈∇YW, Z〉 − 〈∇YW,∇XZ〉 −Y〈∇XW, Z〉+ 〈∇XW,∇YZ〉
− 〈∇[X,Y]W, Z〉

= X〈∇YW, Z〉 − 〈∇YW,∇XZ〉+ 〈B(Y, W),∇XZ〉
−Y〈∇XW, Z〉+ 〈∇XW,∇YZ〉 − 〈B(X, W),∇YZ〉
− 〈∇[X,Y]W, Z〉

= 〈R(X, Y)W, Z〉+ 〈B(X, Z), B(Y, W)〉 − 〈B(X, W), B(Y, Z)〉.
Notice that TM = TM⊕⊥ N is used in most steps. �
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Example 3.55. Let Mm ↪→ Rm+1 be a hypersurface with prescribed
unit normal vector field N. Choose a local coordinate (x1, . . . , xm).
Denote ∂i = Xi =

∂
∂xi and

hijN := B(∂i, ∂j) = (∇∂i ∂j)
N =

(
∂iXj

)N
= XN

ji .

Then the Gauss equation reads as

Rijk` = Rijk` + hikhj` − hi`hjk.

E.g., for M = Sm
r ↪→ Rm+1 with normal vector N = X/r,

hij = Xij · N = (Xi · N)j − (Xi · Nj) = −1
r Xi ·Xj = −1

r gij.

Hence Rijk` =
1
r2 (gikgj` − gi`gjk).

Since an immersion is locally an imbedding, and all of the above
discussions are local, hence they works for immersions with small
modifications.

Given an immersion ı : Mn # (Nn+p, ḡ) with the induced metric
on (M, g), we consider the variation of M in N:

F : (−ε, ε)×M −→ N,

which is C∞ with F0 = ı, Fs = F(s, •) : M → N. Fs is still an immer-
sion for s small. Let η := F∗ ∂

∂s be the variation vector field.
For simplicity, we assume that M is oriented. Nevertheless we

allow M to have non-empty boundary ∂M with outer normal ν.
Recall the n-dimensional area functional:

A(s) =
∫

Ms
dAs =

∫

M

√
g(s) dx1 ∧ · · · ∧ dxn

where gs = F∗s g and g(s) = det(gs, ij). Taking derivative in s:

A′(s) =
∫

M

∂

∂s

√
g(s) dx1 ∧ . . . ∧ dxn.

Let Gs, ij be the cofactor of gs, ij. To save notations, we omit the sub-
script s in the presentation when no confusion will arise. Then

g′(s) = g′ijGij = g′ijg
ijg.
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Hence

(3.10) A′(s) =
∫

M

g′ijg
ijg

2
√

g
dx1 ∧ · · · ∧ dxn =

1
2

∫

M
g′ijg

ij dAs.

Theorem 3.56 (First variation formula). For a variation of an immersed
submanifold M# N with variation field η and outer normal field ν,

A′(0) =
∫

∂M
〈ηT, ν〉 dσ−

∫

M
〈η,
−→
H 〉 dA.

PROOF. To calculate A′(0), we will determine the integrand ten-
sor in (3.10) at each point. Let p ∈ M. Pick the Riemann normal
coordinate (x1, . . . , xn) of (M, g = g0) at p. Then

g′ij(0) =
∂

∂s
〈∂i, ∂j〉

∣∣∣
s=0

= 〈∇η∂i, ∂j〉+ 〈∂i,∇η∂j〉.

Since (∇∂i ∂j)(p) = ∑k Γk
ij(p)∂k|p = 0 by Lemma 3.16, we have

〈∇∂i η, ∂j〉 = ∂i〈η, ∂j〉 − 〈η,∇∂i ∂j〉
= ∂i〈η, ∂j〉 − 〈η,∇∂i ∂j + B(∂i, ∂j)〉
= ∂i〈η, ∂j〉 − 〈η, B(∂i, ∂j)〉.

The other term 〈∂i,∇η∂j〉 is obtained by symmetry, and after con-
tracting with gij they are equal. Hence

A′(0) =
∫

M
gij(∂i〈η, ∂j〉 − 〈η, B(∂i, ∂j)

)
dA

=
∫

M
div ηT dA−

∫

M
〈η,
−→
H 〉 dA

=
∫

∂M
〈ηT, ν〉 dσ−

∫

M
〈η,
−→
H 〉 dA,

where the last equality follows from the Stokes theorem. �

It is clear that the critical point condition A′(0) = 0 for all η which
vanishes on ∂M is equivalent to

−→
H = 0. Following the tradition,

these “critical immersed submanifolds” are called “minimal”:

Definition 3.57. M is a (immersed) minimal submanifold in N if
−→
H = 0.
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Remark 3.58. One would ask if a minimal submanifold is indeed “lo-
cally minimal” in the usual sense. One would also ask about the
existence problem. E.g., given a piecewise smooth curve Γ in R3, is
there an area minimizing surface S with ∂S = Γ? We will discuss
these questions in later chapters.

We proceed to study the second variations. Differentiating (3.10)
again we get

A′′(s) =
1
2

∫

M

∂

∂s
(g′ijg

ij√g) dx1 ∧ . . . ∧ dxn

=
∫

M

( 1
2

g′′ijg
ij√g

︸ ︷︷ ︸
(1)

+
1
2

g′ij(gij)′
√

g
︸ ︷︷ ︸

(2)

+
1
2

g′ijg
ij(
√

g)′
︸ ︷︷ ︸

(3)

)
dx1 ∧ · · · ∧ dxn.

At p ∈ M, s = 0, we pick the Riemann normal coordinate so that
gij(p) = δij, (∇∂i ∂j)(p) = 0. Then

(1) = η〈∇∂i ∂i, ∂i〉 = 〈∇η∇η∂i, ∂i〉+ 〈∇η∂i,∇η∂i〉
= 〈∇η∇∂i η, ∂i〉+ ‖∇∂i η‖2

= 〈R(η, ∂i)η, ∂i〉+ 〈∇∂i∇ηη, ∂i〉+ ‖∇∂i η
T‖2 + ‖∇∂i η

N‖2

= −R(η, ∂i, η, ∂i) + ∂i〈∇ηη, ∂i〉 − 〈∇ηη,∇∂i ∂i〉
+ ‖∇∂i η

T‖2 + ‖∇∂i η
N‖2.

For (2), recall that (G−1)′ = −G−1G′G−1. Hence

(2) = −1
2 ∑

i,j
g′ij(gikg′k`g`j) = −1

2

n

∑
i,j
(g′ij)

2

= −1
2 ∑

i,j

(
〈∇η∂i, ∂j〉+ 〈∂i,∇η∂j

)2

For (3), we have seen that
√

g′ = 1
2 ∑ g′ijg

ij, hence

(3) =
1
4

(
∑
i,j

g′ijg
ij

)2

=
(

∑〈∇η∂i, ∂i〉
)2

.

By putting together (1), (2) and (3) we get
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Theorem 3.59 (Second variation formula). Under the Riemann normal
coordinates,

A′′(0) =
∫

∂M
〈∇ηη, ν〉 −

∫

M

(
〈∇ηη,

−→
H 〉+ ∑

i
〈R(∂i, η)η, ∂i〉

)

+
∫

M
∑
i,j
〈∇∂i η, ∂j〉2 + ∑

i
‖∇∂i η

N‖2

− 1
2

∫

M

n

∑
i,j=1

(
〈∇η∂i, ∂j〉+ 〈∂i,∇η∂j〉

)2

+
∫

M

(
∑

i
〈∇η∂i, ∂i〉

)2
.

The expression is complicate. Nevertheless, in many specific ap-
plications it can be simplified considerably.

For i : M ↪→ N (minimal), F normal variation (η ⊥ TM), let
η = f µ with µ being an unit normal vector field. In this case,

〈∇η∂i, ∂j〉 = 〈∇∂i η, ∂j〉 = ∂i〈η, ∂j〉 − 〈η,∇∂i ∂j〉
= −〈η, B(∂i, ∂j)〉,

and the calculation for 〈∂i,∇η∂j〉 is the same. So

−1
2

∫

M

n

∑
i,j=1

(
〈∇η∂i, ∂j〉+ 〈∂i,∇η∂j〉

)2
= −2

∫

M

n

∑
i,j=1
| f |2〈µ, B(∂i, ∂j)〉2.

Combining with the term ∑〈∇∂i η, ∂j〉2, we get

−
∫

M
| f |2‖〈B, µ〉‖2.

Also,

∑
i
〈∇η∂i, ∂i〉 = ∑

i
〈∇∂i η, ∂i〉 = − f ∑

i
〈∇∂i ∂i, µ〉 = − f 〈−→H , µ〉.

For ∑i ‖∇
N
∂i

η‖2, if M is a hypersurface we may write η = f en+1

(ν = en+1), and then

∇∂i η = ∇∂i( f en+1) = (∂i f )en+1 + f∇∂i en+1.

Since 〈∇∂i en+1, en+1〉 = 1
2 ∂i〈en+1, en+1〉 = 0, f∇∂i en+1 ∈ TM. So

∇N
∂i

η = (∂i f )en+1, ∑
i
‖∇N

∂i
η‖2 = ‖d f ‖2 = ‖∇ f ‖2.
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We have thus a corollary:

Corollary 3.60. For ∂M-fixed normal variations of a minimal immersion
M# N,

A′′(0) =
∫

M

(
‖∇ f ‖2 −

(
Ric(−→n ,−→n ) + ‖B‖2

)
f 2
)

,

where −→n = en+1.

As an application, we prove a theorem due to Schoen and Yau
which was used in their 1979 proof of the “positive mass theorem”
in general relativity.

Definition 3.61. A minimal immersion M # N is stable if A′′(0) ≥ 0
for all variations which fixed ∂M.

Theorem 3.62 (Schoen–Yau). Let M is a compact oriented 3-dimensional
manifold with non-negative scalar curvature and s(p) > 0 for some p ∈
M. Then there is no stable minimal immersed surface M # N which is
compact orientable, ∂M = ∅, and g(M) ≥ 1.

PROOF. If M is stable, i.e. A′′(0) ≥ 0, then for all f ∈ C∞(M):
∫

M

(
Ric(−→n ,−→n ) + ‖B‖2) f 2 ≤

∫

M
|∇ f |2.

Let f ≡ 1 and apply the follwoing lemma:

Lemma 3.63. Let M2 # M3 be a minimal immersion. Then

Ric(−→n ,−→n ) =
1
2

s− K− 1
2
‖B‖2

where K is the Gauss curvature of M.

With this lemma, we then have
∫

M

(1
2

s +
1
2
‖B‖2

)
−
∫

M
K ≤ 0

By the Gauss–Bonnet theorem, we have
∫

M
K = 2πχ(M) = 4π(1− g(M)) ≤ 0

if g(M) ≥ 1. This contradicts to the assumption on s. �
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PROOF OF LEMMA. Pick Riemann normal coordinate at p. Then

R = gijgk`Rikj` = 2(R1212 + R1313 + R2323)

= 2(Ric(e3, e3) + R1212).

By Gauss’ equation Rijk` = Rijk` + hikhj` − hi`hjk, we get

K = R1212 = R1212 + h11h22 − h12h21.

Since M is minimal, we have

B =

[
h11 h12

h21 h22

]
, tr(B) = h11 + h22 = 0.

Hence ‖B‖2 = h2
11 + h2

12 + h2
21 + h2

22 = 2h2
11 + 2h2

12 and h11h22 −
h12h21 = −(h2

11 + h2
12) =

1
2‖B‖2. The formula follows. �

9. Problems

1. Determine all the geodesics on the sphere Sn.
2. ([Car92] Ch.2 #8) Consider the upper half-plane

R2
+ = {(x, y) ∈ R2 | y > 0}

with the metric given by g11 = g22 = 1
y2 , g12 = 0 (metric of Lobatchevski’s

non-euclidean geometry).
(a) Show that the Christoffel symbols of the Riemannian connection are:

Γ1
11 = Γ2

12 = Γ1
22 = 0, Γ2

11 = 1
y , Γ1

12 = Γ2
22 = − 1

y .
(b) Let v0 = (0, 1) be a tangent vector at point (0, 1) of R2

+ (v0 is a unit
vector on the y-axis with origin at (0, 1)). Let v(t) be the parallel
transport of v0 along the curve x = t, y = 1. Show that v(t) makes
an angle t with the direction of the y-axis, measured in the clockwise
sense.

3. ([Car92] Ch.3 #5) Let M be a Riemannian manifold and X ∈ X (M) (the
set of all vector field of class C∞ on M). Let p ∈ M and let U ⊂ M
be a neighborhood of p. Let ϕ : (−ε, ε) × U → M be a differentiable
mapping such that for any q ∈ U the curve t → ϕ(t, q) is a trajectory
of X passing through q at t = 0 (U and ϕ are given by the fundamental
theorem for ordinary differential equations). X is called a Killing field (or
an infinitesimal isometry) if, for each t0 ∈ (−ε, ε), the mapping ϕ(t0, ·) :
U ⊂ M→ M is an isometry. Prove that
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(a) A vector field v on Rn may be seen as a map v : Rn → Rn; we say
that the field is linear if v is a linear map. A linear field on Rn, defined
by a matrix A, is a Killing field if and only if A is anti-symmetric.

(b) Let X be a Killing field on M, p ∈ M, and let U be a normal neighbor-
hood of p on M. Assume that p is a unique point of U that satisfies
X(p) = 0. Then, in U, X is tangent to the geodesic spheres centered
at p.

(c) Let X be a differentiable vector field on M and let f : M → N be
an isometry. Let Y be a vector field on N defined by Y( f (p)) =

d fp(X(p)), p ∈ M. Then Y is a Killing field if and only if X is also a
Killing vector field.

(d) X is Killing ⇔ 〈∇YX, Z〉+ 〈∇ZX, Y〉 = 0 for all Y, Z ∈ X (M) (the
equation above is called the Killing equation).

(e) Let X be a Killing field on M with X(q) 6= 0, q ∈ M. Then there
exists a system of coordinates (x1, . . . , xn) in a neighborhood of q, so
that the coefficients gij of the metric in this system coordinates do
not depend on xn.

4. ([Car92] Ch.4 #4) Let M be a Riemannian manifold with the following
property: given any two points p, q ∈ M, the parallel transport from p to
q does not depend on the curve that joins p to q. Prove that the curvature
of M is identically zero, that is, for all X, Y, Z ∈ X (M), R(X, Y)Z = 0.

5. Define covariant derivatives on differential forms.
6. ([Car92] Ch.4 #8)(Schur’s theorem) Let Mn be a connected Riemannian

manifold with n ≥ 3. Suppose that M is isotropic, that is, for each p ∈ M,
the sectional curvature K(p, σ) does not depend on σ ⊂ Tp M. Prove that
M has constant sectional curvature, that is, K(p, σ) also does not depend
on p.

7. ([Car92] Ch.4 #10) (Einstein manifolds) A Riemannian manifold Mn is
called an Einstein manifold if, for all X, Y ∈ X (M), Ric(X, Y) = λ〈X, Y〉,
where λ : M→ R is a real valued funciton. Prove that:

(a) If Mn connected and Einstein , with n ≥ 3, then λ is constant on M.
(b) If M3 is a connected Einstein manifold then M3 has constant sec-

tional curvature.
8. Show that the sectional curvature is the Gauss curvature.
9. ([Car92] Ch.4 #6) Let M be a Riemannian manifold. M is a locally sym-

metric space if ∇R = 0, where R is the curvature tensor of M.
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(a) Let M be a locally symmetric space and let γ : [0, `) → M be a
geodesic of M. Let X, Y, Z be parallel vector fields along γ. Prove
that R(X, Y)Z is a parallel field along γ.

(b) Prove that if M is locally symmetric, connected, and has dimension
two, then M has constant sectional curvature.

(c) Prove that if M has constant (sectional) curvature, then M is a locally
symmetric space.

10. ([Car92] Ch.5 #5) (Jacobi fields and conjugate points on locally symmet-
ric spaces) Let γ : [0, ∞)→ M be a geodesic in a locally symmetric space
M and let v = γ′(0) be its velocity at p = γ(0). Define a linear transfor-
mation Kv : Tp M→ Tp M by

Kv(x) = R(v, x)v, x ∈ Tp M.

(a) Prove that Kv is self-adjoint.
(b) Choose an orthonormal basis {e1, . . . , en} of Tp M that diagonalizes

Kv, that is,

Kv(ei) = λiei, i = 1, . . . , n.

Extend the ei to fields along γ by parallel transport. Show that, for
all t,

Kγ′(t)(ei(t)) = λiei(t).

where λi does not depend on t.
(c) Let J(t) = ∑i xi(t)ei(t) be a Jacobi field along γ. Show that the

Jacobi equation is equivalent to the system

d2xi

dt2 + λixi = 0, i = 1, . . . , n.

(d) Show that the conjugate points of p along γ are given by γ(πk/
√

λi),
where k is a positive integer and λi is a positive eigenvalue of Kv.

11. ([Car92] Ch.7 #1) If M, N are Riemannian manifolds such that the inclu-
sion i : M ↪→ N is an isometric immersion, show by an example that the
strict inequality of metrics dM > dN can occur.

12. ([Car92] Ch.7 #4) Consider the universal covering

π : M→ R2 \ {(0, 0)}

of the Euclidean plane minus the origin. Introduce the covering met-
ric on M. (Note: For M̃ a covering space of M, it is possible to give
the covering space a Riemannian structure such that the covering map
π : M̃ → M is a local isometry.) Show that M is not complete and
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not extendible, and that the Hopf-Rinow theorem is not true for M (this
shows that the definition of non-extendibility, though natural, is not a
satisfactory one).

13. ([Car92] Ch.7 #5) A divergent curve in a Riemannian manifold M is a
differentiable mapping α : [0, ∞) → M such that for any compact set
K ⊂ M there exists t0 ∈ (0, ∞) with α(t) /∈ K for all t > t0 (that is, α “es-
capes” every compact set in M). Define the length of a divergent curve
by

lim
t→∞

∫ t

0
|α′(t)| dt.

Prove that M is complete if and only if the length of any divergent curve
is unbounded.

14. ([Car92] Ch.7 #6) A geodesic γ : [0, ∞) → M in a Riemannian manifold
M is called a ray starting from γ(0) if it minimizes the distance between
γ(0) and γ(s), for any s ∈ (0, ∞). Assume that M is complete, non-
compact, and let p ∈ M. Show that M contains a ray starting form p.

15. ([Car92] Ch.7 #12) A Riemannian manifold is said to be homogeneous if
given p, q ∈ M there exists an isometry of M which takes p into q. Prove
that any homogeneous manifold is complete.

16. ([Car92] Ch.8 #1) Consider, on a neighborhood in R2, n > 2 the metric

gij =
δij

F2

where F 6= 0 is a function of (x1, . . . , xn) ∈ Rn. Denote by Fi = ∂F
∂xi

,

Fij =
∂2F

∂xi∂xj
, etc.

(a) Show that a necessary and sufficient condition for the metric to have
constant curvature K is




Fij = 0, i 6= j

F(Fjj + Fii) = K + ∑n
i=1(Fi)

2.

(b) Use (a) to prove that the metric gij has constant curvature K if and
only if

F = G1(x1) + G2(x2) + · · ·+ Gn(xn),

where

Gi(xi) = ax2
i + bixi + ci

and
n

∑
i=1

(4cia− b2
i ) = K.
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(c) Put a = K/4, bi = 0, ci = 1/n and obtain the formula of Riemann

gij =
δij

(
1 + K

4 ∑ x2
i

)2

for a metric gij of constant curvature K. If K < 0, the metric gij is

defined in a ball of radius of
√

4
−K .

(d) If K > 0, the metric is defined on all of Rn. Show that such a metric
on Rn is not complete.

17. ([Car92] Ch.6 #1) Let M1 and M2 be Riemannian manifolds, and consider
the product M1 ×M2, with the product metric. Let ∇1 be the Riemann-
ian connection of M1 and let ∇2 be the Riemannian connection of M2.

(a) Show that the Riemannian connection ∇ of M1 × M2 is given by
∇Y1+Y2(X1 + X2) = ∇1

Y1
X1 +∇2

Y2
X2, for X1, Y1 ∈ X (M1), X2, Y2 ∈

X (M2).
(b) For every p ∈ M1, the set (M2)p = {(p, q) ∈ M1 ×M2; q ∈ M2} is

a submanifold of M1 × M2, naturally diffeomorphic to M2. Prove
that (M2)p is a totally geodesic submanifold of M1 ×M2.

(c) Let σ(x, y) ⊂ T(p,q)(M1 × M2) be a plane such that x ∈ Tp M1 and
y ∈ Tq M2. Show that K(σ) = 0.

18. ([Car92] Ch.6 #2) Show that x : R2 → R4 given by

x(θ, ϕ) =
1√
2
(cos θ, sin θ, cos ϕ, sin ϕ), (θ, ϕ) ∈ R2

is an immersion of R2 into the unit sphere S3(1) ⊂ R4, whose image
x(R2) is a torus T2 with sectional curvature zero in the induced metric.

19. ([Car92] Ch.6 #4) Let N1 ⊂ M1, N2 ⊂ M2 be totally geodesic submani-
folds of the Riemannian manifolds M1 and M2 respectively. Prove that
N1 × N2 is a totally geodesic submanifold of the product M1 ×M2 with
the product metric.

20. ([Car92] Ch.6 #5) Prove that the sectional curvature of the Riemannian
manifold S2 × S2 with the product metric, where S2 is the unit sphere in
R3, is non-negative. Find a totally geodesic, flat torus, T2, embedded in
S2 × S2.

21. ([Car92] Ch.6 #8) (The Clifford torus) Consider the immersion x : R2 →
R4 given in the above exercise 18.

(a) Show that the vectors

e1 = (− sin θ, cos θ, 0, 0), e2 = (0, 0,− sin ϕ, cos ϕ)
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form an orthonormal basis of the tangent space, and that the vectors

n1 =
1√
2
(cos θ, sin θ, cos ϕ, sin ϕ),

n2 =
1√
2
(− cos θ,− sin θ, cos ϕ, sin ϕ)

form an orthonormal basis of the normal space.
(b) Use the fact that

〈Snk(ei), ej〉 = −〈∇ei nk, ej〉 = 〈∇ei ej, nk〉,

where ∇ is the covariant derivative (that is, the usual derivative)
of R4, and i, j, k = 1, 2, to establish that the matrices of Sn1 and Sn2

with respect to the basis {e1, e2} are

Sn1 =

[
−1 0
0 −1

]
, Sn2 =

[
1 0
0 −1

]

(c) From the above exercise 18, x is an immersion of the torus T2 into
S3(1) (the Clifford torus). Show that x is a minimal immersion.

22. ([Car92] Ch.6 #11) Let f : Mn+1 → R be a differentiable function. Define
the Hessian, Hess f of f at p ∈ M as the linear operator

Hess f : Tp M→ Tp M, (Hess f )Y = ∇Y grad f , Y ∈ Tp M,

where ∇ is the Riemannian connection of M. Let a be a regular value of
f and let Mn ⊂ Mn+1 be the hypersuperface in M defined by M = {p ∈
M | f (p) = a}. Prove that:
(a) The Laplacian ∆ f is given by

∆ f = trace(Hess f ).

(b) If X, Y ∈ X (M), then

〈(Hess f )Y, X〉 = 〈Y, (Hess f )X〉.

Conclude that Hess f is self-adjoint, hence determines a symmetric
bilinear form on Tp M, p ∈ M, given by (Hess f )(X, Y) = 〈(Hess f )X, Y〉,
X, Y ∈ Tp M.

(c) The mean curvature H of M ⊂ M is given by

nH = −div
(

grad f
|grad f |

)
.
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(d) Observe that every embedded hypersurface Mn ⊂ Mn+1 is locally
the inverse image of a regular value. Conclude from (c) that the
mean curvature H of such a hypersuperface is given by

H = − 1
n

divH,

where N is an appropriate local extension of the unit normal vector
field on Mn ⊂ Mn+1.

23. ([Car92] Ch.8 #8) (Riemannian submersions) A differentiable mapping
f : Mn+k → Mn is called a submersion if f is surjective, and for all p̄ ∈ M,
d f p̄ : Tp̄ M → Tf ( p̄)M has rank n. In this case, for all p ∈ M, the fiber
f−1(p) = Fp is a submanifold of M and a tangent vector of M, tangent
to some Fp, p ∈ M, is called a vertical vector of the submersion. If, in
addition, M and M have Riemannian metrics, the submersion f is said
to be Riemannian if, for all p ∈ M, d fp : Tp M→ Tf (p)M preserves lengths
of vectors orthogonal to Fp. Show that:
(a) If M1 ×M2 is the Riemannian product, then the natural projections

πi : M1 ×M2 → Mi, i = 1, 2 are Riemannian submersions.
(b) Let the tangent bundle TM be given the Riemannian metric as:

〈V, W〉(p,v) = 〈dπ(V), dπ(W)〉p + 〈
Dv
dt

(0),
Dw
ds

(0)〉p

for (p, v) ∈ TM, V, W tangent vectors at (p, v) in TM where V =

α′(0), W = β′(0) for curves α, β chosen such that α(t) = (p(t), v(t)),
β(t) = (q(s), w(s)), p(0) = q(0) = 0, v(0) = w(0) = v (cf. [Car92]
Ch.3 #2). Show that the projection π : TM → M is a Riemannian
submersion.

24. ([Car92] Ch.8 #9) (Conneciton of a Riemannian submersion) Let f : M→
M be a Riemannian submersion. A vector x̄ ∈ Tp̄ M is horizontal if it
is orthogonal to the fiber. The tangent space Tp̄ M then admits a de-
composition Tp̄ M = (Tp̄ M)h ⊕ (Tp̄ M)v, where (Tp̄ M)h and (Tp̄ M)v de-
note the subspaces of horizontal and vertical vectors, respectively. If
X ∈ X (M), the horizontal lift X of X is the horizontal field defined by
d f p̄(X( p̄)) = X( f (p)).

(a) Show that X is differentiable.
(b) Let ∇ and ∇ be the Riemannian connections of M and M respec-

tively. Show that

∇XY = ∇XY +
1
2
[X, Y]v, X, Y ∈ X (M),
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where Zv is the vertical component of Z.
(c) [X, Y]v( p̄) depends only on X( p̄) and Y( p̄).

25. ([Car92] Ch.8 #10) (Curvature of a Riemannian submersion) Let f : M→
M be a Riemannian submersion. Let X, Y, Z, W ∈ X (M), X, Y, Z, W be
their horizontal lifts, and let R and R be the curvature tensors of M and
M respectively. Prove that:
(a)

〈
R(X, Y)Z, W

〉
= 〈R(X, Y)Z, W〉 − 1

4
〈
[X, Z]v, [Y, W]v

〉

+
1
4
〈
[Y, Z]v, [X, W]v

〉
− 1

2
〈
[Z, W]v, [X, Y]v

〉

(b) K(σ) = K(σ) + 3
4

∣∣[X, Y]v
∣∣2 ≥ K(σ), where σ is the plane gener-

ated by the orthonormal vectors X, Y ∈ X (M) and σ is the plane
generated by X, Y.

26. ([Car92] Ch.8 #11) (The complex projective space) Let

Cn+1 \ {0} = {(z0, . . . , zn) = Z 6= 0 | zj = xj + iyj, j = 0, . . . , n}

be the set of all non-zero (n + 1)-tuples of complex numbers zj. Define
equivalence relation on Cn+1 \ {0}: (z0, . . . , zn) ∼ W = (w0, . . . , wn) if
zj = λwj, λ ∈ C, λ 6= 0. The equivalence class of Z will be denoted by
[Z] (the complex line passing through the origin and through Z). The
set of such classes is called, by analogy with the real case, the complex
projective space Pn(C) of complex dimension n.

(a) Show that Pn(C) has a differentiable structure of a manifold of real
dimension 2n and that P1(C) is diffeomorphic to S2.

(b) Let (Z, W) = z0w0 + · · ·+ znwn be the hermitian product on Cn+1,
where the bar denotes complex conjugation. Identify Cn+1 ≈ R2n+2

by putting zj = xj + iyj = (xj, yj). Show that

S2n+1 = {N ∈ Cn+1 ≈ R2n+2 | (N, N) = 1}

is the unit sphere in R2n+2.
(c) Show that the equivalence relation ∼ induces on S2n+1 the follow-

ing equivalence relation: Z ∼ W if eiθZ = W. Establish that there
exists a differentiable map (the Hopf fibering) f : S2n+1 → Pn(C)
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such that

f−1([Z])

={eiθ N ∈ S2n+1 | N ∈ [Z] ∩ S2n+1, 0 ≤ θ ≤ 2π}
=[Z] ∩ S2n+1.

(d) Show that f is a submersion.
27. ([Car92] Ch.8 #12) (Curvature of the complex projective space) Define a

Riemannian metric on Cn+1 \ {0} in the following way: If Z ∈ Cn+1 \ {0}
and V, W ∈ TZ(C

n+1 \ {0}),

〈V, W〉Z =
Real(V, W)

(Z, Z)
.

Observe that the metric 〈 , 〉 restricted to S2n+1 ⊂ Cn+1 \ {0} coincides
with the metric induced from R2n+2.

(a) Show that, for all 0 ≤ θ ≤ 2π, eiθ : S2n+1 → S2n+1 is an isometry,
and that, therefore, it is possible to define a Riemannian metric on
Pn(C) in such a way that the submersion f is Riemannian.

(b) Show that, in this metric, the sectional curvature of Pn(C) is given
by

K(σ) = 1 + 3 cos2 ϕ,

where σ is generated by the orthonormal pair X, Y, cos ϕ = 〈X, iY〉,
and X, Y are the horizontal lifts of X and Y, respectively. In partic-
ular, 1 ≤ K(σ) ≤ 4.




	空白頁面



