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Morse Theory and Bott Periodicity

Pei-Hsuan Chang

In this article, we will go through the basics of Morse theory, which Bott calls

“Baby Morse Theory”. It gives us a way to recover the homotopy type of a manifold.

After the proof of Morse theory, as an application to compact Lie groups, we will prove

Bott periodicity theorem, which calculates the homotopy groups of a unitary group in

arbitrary dimension.

We will follow the methods in J. Milnor’s Morse theory (§1⇠3, §23, and part of

§20,§22). However, there is a more elementary proof of Bott periodicity theorem, which

does not involve Morse theory. It can be found in M. Atiyah and R. Bott, On the

Periodicity Theorem for Complex Vector Boundle, Acta Methematica, Vol. 112 (1964),

pp. 229⇠247.

1 Basic Morse Theory

The fundamental concept in Morse theory is: a ”good fuction” f : M ! R encodes

a lot of information about M . To be more specific, Morse theory studies the critical

points of good functions on M , and gives a nice way to recover the homotopy type of

M .

Consider a smooth function f : M ! R. At each point p on M , f induces a map

f⇤ : TpM ! Tf(p)R between the tangent spaces of M at p and of R at f(p).

Definition 1.1. p 2 M is a critical point of f if the induced map f⇤ is zero. More

specifically, with local coordinate system (x1
, · · · , xn), p satisfies

@f

@x1
(p) =

@f

@x2
(p) = · · · = @f

@xn
(p) = 0.

Definition 1.2. The Hessian Hf (p) (or f⇤⇤) of a function f : M ! R at p is the

n ⇥ n symmetric matrix whose ij-th entry is @2f
@xi@xj , where (x1

, · · · , xn) is the local

coordinate system at p. We said a critical point p is nondegenerate if the matrix Hf (p)

is nonsingular.
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Definition 1.3. The index of a billinear form H is the maximal dimension of sunspace

of V on which H is negative definite.

The point p is a nondegenerate critical point of f if and only if Hf (p) has nullity

equal to 0. The index of Hf (p) on TpM will be refered to simply as the index of f at p.

As mention above, we are going to study a ”good function” on M . The notion of a

“good function” is formalised to mean a Morse function.

Definition 1.4. A map f : M ! R is a Morse function if all the critical points of f

are nondegenerate. That is, if Hf (p) at each critical point p is non-singular.

To reach out goal of studying critical point p, we need a nice coordinate system

to work near p. This important tool is Morse lemma. Furthermore, we only need

information about the index at p to apply this proposition.

Proposition 1.5 (Morse lemma). If p is a nondegenerate critical point of f and the

index of f at p is �, then there exists local coordinate (y1, y2, · · · , yn) in a neighborhood

U of p with y
i(p) = 0 for all i and such that the identity

f = f(p)� (y1)2 � · · ·� (y�)2 + (y�+1)2 · · ·+ (yn)2

holds throughout U .

Before we prove Morse lemma, we firstly show the following:

Lemma 1.6. Let f be a smooth function in a convex neighborhood V of 0 in Rn, with

f(0) = 0. Then

f(x1, · · · , xn) =
nX

i=1

xigi(x1, · · · , xn)

for some suitable smooth finction gi defined in V , with gi(0) =
@f
@xi

(0).

Proof.

f(x1, · · · xn) =

Z 1

0

df(tx1, · · · , txn)

dt
dt =

Z 1

0

nX

i=1

@f

@xi
(tx1, · · · , txn)xi dt.

Just define gi(x1, · · · , xn) =
R 1

0
@f
@xi

(tx1, · · · , txn)dt, then we get the result.

Now, we return to the proof of Morse lemma.
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Proof of the Morse lemma. By linear algebra, we can easily show that for any such

expression for f , � must be the index of f at p.

It remains to show that there is such suitable coordinate system (y1, · · · , yn) exists.
Without loss of generalization, we may assume that p is the origin of Rn and that

f(p) = f(0) = 0. By the previous lemma, we can write

f(x1, · · · , xn) =
nX

i=1

xigi(x1, · · · , xn)

for (x1, · · · xn) on some neighborhood of 0. Since 0 is assumed to be a critical point,

gi(0) =
@f

@xj
(0) = 0.

By applying the lemma to gi’s, we get

gi(x1, · · · xn) =
nX

j=1

xjhij(x1, · · · xn),

for some smooth hij with

hij(0) =
@gi

@xj
(0) =

Z 1

0

@
2
f

@xi@xj
(tx1, · · · , txn) · t dt

����
X=0

=
1

2

@
2
f

@xi@xj
(0).

It follows that

f(x1, · · · , xn) =
nX

i,j=1

xixjhij(x1, · · · , xn).

Let h̄ij =
1
2(hij + hji), and then we have h̄ij = h̄ji and f =

P
i,j xixjh̄ij. Moreover, the

matrix (h̄ij(0)) is equal to (12
@2f

@xi@xj (0)) and hence is nonsingular.

This give us the desired expression for f , in perhaps smaller neighborhood of 0. To

complete the proof, we just imitate the prove of usual diagonalization for quadratic

forms. The key step is as follows:

It will be proved by induction. Suppose that there is a coordinate (u1, · · · , un) in a

neighborhood U1 of 0 such that:

f = ±(u1)
2 ± · · · ± (ur�1)

2 +
X

i,j�r

uiujHij(u1, · · · un)

throughout U1, where the matrix (Hij) are symmetric. We may assume thatHrr(0) 6= 0.
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Now, let g(u1, · · · , un) be the square root of |Hrr(u1, · · · un)|. Then g will be a smooth,

non-zero function throughout some smaller neighborhood U2 ⇢ U1 of 0. Next, we

introduce new coordinates (v1, · · · vn) by vi = ui, for i 6= r.

vr = g ·
"
ur +

1

Hrr

X

i>r

uiHir

#

By the inverse function theorem, (v1, · · · vn) can serve as a coordinate function within

a su�ciently smaller neighborhood U3 of 0. So f can be expressed as

f =
X

ir

±(vi)
2 +

X

i,j>r

vivjH
0
ij

throughout U3. This complete the induction and the proof of Morse lemma.

Corollary 1.7. Nondegenerate critical points are isolated.

Another important tool for us to prove Morse theory is ”1-parameter group of dif-

feomorphism”. It gives us a way to construct the deformation we need in the proof of

Morse theory.

Definition 1.8. A 1-parameter group of di↵eomorphism of a manifold M is a smooth

map ' : R⇥M ! M such that

1. for each t 2 R the map 't : M ! M defined by 't(q) = '(t, q) is a di↵eomorphism

of M onto itself,

2. for all t, s 2 R we have 't+s = 't � 's.

Definition 1.9. Given a 1-parameter group ' of di↵eomorphisms of M we define a

vector field X on M as follows. For every smooth real valued function f let

Xq(f) = lim
h!0

f('h(q))� f(q)

h

This vector field X is said to generate the group '.

Lemma 1.10. A smooth vector field on M which vanishes outside of a compact set

K ⇢ M generates a unique 1- parameter group of di↵eomorphisms of M .
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Proof. Given any smooth curve t 7! C(t) 2 M , we can define the velocity vector
dc
dt 2 Tc(t)M by the idenity dc

dt (f) = limh!0
f(c(t+h))�f(c(t))

h . Now, let ' be a 1-parameter

group of di↵eomorphisms, generated by the vector field X. Then for each fixed q the

curve t 7! 't(q) satisfies the di↵erential equation d't(q)
dt = X't(q), with initial condition

'0(q) = q. This is true since

d't(q)

dt
= X't(q)(f) = lim

h!0

f('t+h(q))� f('t(q))

h
= lim

h!0

f('h(p))� f(p)

h
= Xp(f),

where p = 't(q). Also, such a di↵erential equation locally, has a unique solution which

depends smoothly on the initial condition.

Thus, for each point of M there exists a neighborhood U and a number ✏ > 0 so

that this di↵erential equation has a unique solution for q 2 U , and |t| < ✏.

By the compactness of K, we can cover it by finite number of such neighborhood

U . Now, let ✏0 > 0 be the smalllest of the corresponding ✏. We setting 't(q) = q for

q /2 K, then this di↵erential equation has a unique solution 't(q) for |t| < ✏0 and for

all q 2 M . Also, this solution is smooth as a function of both variables. Moreover, it is

clear that 't+s = 't � 's for |t|, |s|, |t+ s| < ✏0, and each ' is a di↵eomorphism.

It remains to defined 't for |t| > ✏0. Any t can be expressed as

t = k(
✏0

2
) + r

with k 2 Z and |r| < ✏0
2 . If K � 0, then set

't = ' ✏0
2
� ' ✏0

2
� · · · � ' ✏0

2
� 'r,

where ' ✏0
2
is iterated k times. If k < 0, we just replace ' ✏0

2
by '� ✏0

2
. It is easy to see

't is well-defined, smooth and satisfies 't+s = 't � 's.

Remark. The hypothesis that X vanishes outside a compact set is important. For

example, let M be the open interval (0, 1) ⇢ R, and that X = d
dt be standard vector

field on M . Then X does NOT generate any 1- parameter group of di↵eomorphisms of

M .

We now give the proof of Morse theory, and it will be cover by the two main

theorems.

For each a 2 R, we denote the set {p 2 M |f(p)  a} by M
a. The following theorem

is significant as it shows us the homotopy type of Ma can only change if a moves past a
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critical point, we will investigate the e↵ects of when a moves past a critical point after

this theorem.

Theorem 1.11. If f is a smooth real valued function on M , a  b and f
�1[a, b] is

compact and contains no critical points of f , then M
a is di↵eomorphic to M

b. In fact,

M
a is a deformation retract of M b.

Proof. The idea of the proof is to pushM
b down toMa along the orthogonal trajectories

of the hypersurfaces f = constant.

Notice that the vector field grad f can be characterized by the identity

< X, grad f >= X(f),

for any vector field X. grad f vanishes precisely at the critical points of f . Also, for a

curve c : R ! M with velocity vector dc
dt , we have

<
dc

dt
, grad f >=

dc

dt
(f) =

d(c � f)
dt

.

Let ⇢ : M ! R be a smooth function which equal to 1
<grad f,grad f> throughout the

compact set f
�1[a, b]; and which vanishes outside of a compact neighborhood of this

set. Define X by

Xq = ⇢(q)(grad f)q.

Then X satisfies the condition of Lemma 1.10, so X generated a 1-parameter group of

di↵eomorphism 't.

For each q 2 M , consider the function gq(t) = f('t(q)). If 't(q) 2 f
�1[a, b], then

dgq(t)

dt
=

df('t(q))

dt
=<

d't(q)

dt
, grad f >=< X, grad f >= +1.

Therefore, gq(t) is linear with derivative 1 as long as 't(q) 2 f
�1[a, b]. So f('t(q)) =

t + f(q), whenever f('t(q)) 2 [a, b]. Thus, 'b�a : M ! M is a di↵eomorphism carries

M
a to M

b.

To see M
a is a deformation retract of M b, define a parameter family of maps rt :

M
b ! M

b by

rt(q) =

(
q if f(q)  a

't(a�f(q))(q) if a  f(q)  b.

It is easy to see r0 is identity, and r1 is a retraction from M
b to M

a. This complete the

proof.
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With the next theorem, we will have completely characterized the homotopy type

of M based on a Morse function f defined on it.

Theorem 1.12. Let f : M ! R be a smooth function, and let p be a nondegenerate

critical point of f with index �. if f(p) = c, Suppose for some ✏ > 0, f�1[c� ✏, c+ ✏] is

compact. It also contains no critical points of f other then p. Then for all su�ciently

small ✏, M c+✏ has the homotopy type of M c�✏ with a � cell attached.

Proof. We first modify f to a new function, F , that agrees with f except for in a small

neighborhood of p. Then, when we look at those q such that F (q)  c � ✏, there will

be an extra portion that M c�✏ will not have. Studying this extra portion will allow us

to prove the theorem. By Morse lemma, we may write f as

f = c� (x1)2 � · · ·� (x�)2 + (x�+1)2 + · · · (xn)2,

where (x1
, · · · , xn) is a local coordinate in a neighborhood U of p such that

x
1(p) = · · · = x

n(p) = 0.

Next, choose ✏ > 0 su�ciently small so that the image of U under the di↵eomorphism

imbedding (x1
, · · · , xn) : U ! Rn contains the closed ball {(x1

, · · · , xn)|
P

(xi)2  2✏},
and f

�1[c� ✏, c+ ✏] is compact and contains no critical points other that p.

We now let g be a smooth function such that:

1. g(0) > ✏;

2. g(r) = 0 for r > 2✏;

3. �1 < g
0(r)  0 for all r.

We defined F to be a function in U by

F = f � g((x1)2 + · · · (x�)2 + 2((x�+1)2 + · · · (xn)2).

It is convenient to define two functions ⇠, ⌘ : U ! [0,1) by

⇠ = (x1)2 + · · · (x�)2 and ⌘ = (x�+1)2 + · · · (xn)2.
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Then f = c� ⇠ + ⌘ and F = c� ⇠ + ⌘ � g(⇠ + 2⌘). By the construction of g, g � 0 for

all r � 0. Moreover, g(r) = 0 when r > 2✏. So we find that F  f when ⇠ + 2⌘ � 2✏,

and F = f when ⇠ + 2⌘ > 2✏.

Claim 1. The region F
�1(�1, c+ ✏] coincides with the region M

c+✏.

Proof of the claim. If ⇠ + 2⌘ � 2✏, then F = f .

If ⇠ + 2⌘ > 2✏, we have

F  f = x� ⇠ + ⌘  c+
1

2
⇠ + ⌘  c+ ✏.

So the region ⇠ + 2⌘ � 2✏ lies in both F
�1(�1, c+ ✏] and M

c+✏. ⇤

Claim 2. The critical points of F in U are the same as those of f in U .

Proof of the claim. Notice that

@F

@⇠
= �1� g

0(⇠ + 2⌘) < 0

@F

@⌘
= 1� 2g0(⇠ + 2⌘) > 1,

and

dF =
@F

@⇠
d⇠ +

@F

@⌘
d⌘.

So dF = 0 in the region ⇠ + 2⌘  2✏ if and only if d⇠ and d⌘ are both 0. Then F has

no critical points in U other than the origin, which was the only critical point of f in

U . ⇤

Claim 3. The region F
�1(�1, c� ✏] is a deformation retract of M c+✏.

Proof of the claim. Consider F�1[c� ✏, c+ ✏]. By Claim 1 and F  f , we get

F
�1[c� ✏, c+ ✏] ⇢ f

�1[c� ✏, c+ ✏].

Therefore, F�1[c� ✏, c+ ✏] is compact. Also,

F (p) = c� g(0) < c� ✏,

so the only possible critical point p of F is not in F
�1[c� ✏, c+ ✏]. Thus, we can apply

Theorem 1.11 which gives the desired result. ⇤
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For convenient, we denote this region F
�1(�1, c�✏] by M

c�✏[H, where H denotes

the closure of F�1(�1, c� ✏] \M c�✏.

Now consider the cell e� consisting of all points q with ⇠(q)  ✏, ⌘(q) = 0. Note

that e� is contained in the ”handle” H, since @F
@⇠ < 0, we have

F (q)  F (p) < c� ✏,

but f(q) = c� ⇠(q) + ⌘(q) � c� ✏ for q 2 e
�. So e

� ⇢ F
�1(�1, c� ✏] \M c�✏ ⇢ H.

Claim 4. M c�✏ [ e
� is a deformation restract of M c�✏ [H.

Proof of the claim. Define rt be the identity ontside U , and define rt within U as

follows.

Case 1 On the region ⇠  ✏, define rt by

(x1
, · · · , xn) 7! (x1

, · · · , x�
, t�

�+1
, · · · txn).

It is easy to cheak rt maps F
�1(�1, c � ✏] into itself since @F

@⌘ > 0. Also, r1 is the

identity and r0 maps this region into e
�.

Case 2 Within the region ✏ < ⇠  ⌘ + ✏, define rt by

(x1
, · · · , xn) 7! (x1

, · · · , x�
, stx

�+1
, · · · , stxn),

where the number st 2 [0, 1] is defined by

st = t+ (1� t)

s
⇠ � ✏

⌘
.

Thus, r1 is again the identity, and r0 maps this region into f
�1(c� ✏). Notice that rt is

continous as ⇠ ! ✏, ⌘ ! 0, and this definition coincides with that of the Case 1 when

⇠ = ✏.

Case 3 On the region ⌘+ ✏ < ⇠ (i.e. on M
c�✏). Let rt be the identity. This coincide

the Case 2 when ⇠ = ⌘ + ✏.

Hence, we get the desired maps rt. ⇤
Together all these four claims, we complete the proof of the therorem.

It is amazing that a study of local behavior of a Morse fuction f can determine the

homotopy type of M .
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2 Conjugate Points and Path Space

To prove the Bott periodicity theorem, we need several tool. Some of them are appli-

cations of Morse theory.

Let M be a smooth manifold and let p and q be two (not necessarily distinct) points

of M . A piecewise smooth path from p to q will be meant a map ! : [0, 1] ! M such

that

1. there exists a subdivision 0 = t0 < t1 < · · · < tk = 1 of [0, 1] so that each !|[ti�1,ti]

is smooth;

2. !(0) = p and !(1) = q.

We denote the set of all piecewise smooth paths from p to q in M by ⌦(M ; p, q), or

briefly by ⌦(M) or ⌦.

Suppose now thatM is a Riemannian manifold. The length of a vector v 2 TpM

will be denoted by kvk =< v, v >
1
2 . For ! 2 ⌦, define the energy of ! from a to b

(where 0  a < b  1) as

E
b
a(!) =

Z b

a

����
d!

dt

����
2

dt.

We denote E
1
0 by E.

Definition 2.1. Let p = �(a) and q = �(b) be two points on the geodesic � with a 6= b.

p and q are said to be conjugate along �(t) if there is a non-zero Jacobi field J along

�(t) which vanishes at t = a and t = b. The multiplicity of the conjugate points is the

dimension of the vector space of all the Jacobi fields satisfying this condition.

Notice that the index of the Hessian of E

E⇤⇤ : T�⌦⇥ T�⌦ ! R

is defined to be the maximum dimension of a subspace of T�⌦ on on which E⇤⇤ is

negative definite.

To compute the index of a geodesic, We will state the following theorem without

proof. This theorem allow us compute the index by counting the multiplicity of all the

conjugate points.

Theorem 2.2 (Morse). The index � of E⇤⇤ is equal to the number of points �(t), with

0 < t < 1, such that �(t) is conjugate to �(0) along �; each such conjugate point being

counted with its multiplicity. This index � is always finite.
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Now, we are going to introduce a useful tool which connect the multiplicity and the

eigenvalue of a special linear transformation on TpM .

Theorem 2.3. Let � : R ! M be a geodesic in a locally symmetric manifold. Let

V = d�
dt (0) be the velocity vector at p = �(0). Define a linear transformation KV :

TpM ! TpM by KV (W ) = R(V,W )V . Let e1, · · · , en denote the eigenvalues of KV .

The conjugate points to p along � are the points �(⇡k/
p
ei) where k is any non-zero

integer, and ei is any positive eigenvalue of KV . The multiplicity of �(t) as a conjugate

point is equal to the number of ei such that t is a multiple of ⇡/
p
ei.

Proof. First observe that KV is self-adjoint:

< KV (W ),W 0
>=< W,KV (W

0) > .

This follows immediately from the symmetry relation

< R(X, Y )Z,W >=< R(Z,W )X, Y > .

Therefore we may choose an orthonormal basis U1, · · · , Un for Mp so that

KV (Ui) = eiUi,

where e1, · · · , en are the eigenvalues. Extend the Ui to vector fields along � by parallel

translation. Then since M is locally symmetric, the condition

R(V, Ui)V = eiUi

remains ture along �. Any vector field W along � may be expressed uniquely as

W (t) = W1(t)U1(t) + · · ·Wn(t)Un(t).

Then the Jacobi equationD2W
dt2 +KV (W ) = 0 takes the form

P
D2W
dt2 Ui+

P
eiWiUi = 0.

Since the Ui’s are everywhere linearly independent, this is equivalent to the system of

n equations
d
2
Wi

dt2
+ eiWi = 0.

If ei > 0 then

wi(t) = ci sin(
p
eit),
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for some constant ci. Then the zeros of Wi(t) are at the the multiples of t = ⇡/
p
ei.

If ei = 0, then W(t) = cit and if ei < 0, then Wi(t) = ci sinh(
p
|ei|t), for some

constant ci. Thus, if ei  0, Wi(t) vanish only at t = 0. This complete the proof.

Let
p
d be the length of minimal geodesic from p to q, and denote E

�1[0, d] by ⌦d.

The next theorem shows what conditions make the relative homotopy group ⇡i(⌦,⌦d) =

0. These conditions have something to do with the index of geodesic.

Theorem 2.4. If the space of minimal geodesics from p to q is a topological manifold,

and if every non-minimal geodesic from p to q has index at least �0, then the relative

homotopy group ⇡i(⌦,⌦d) is zero for 0  i  �0.

The proof will be based on the following lemmas:

Let K be a compact subset of Rn, and U be a neighborhood of K, and let f : U ! R
be a smooth function such that all critical points of f in K have index � �.

Lemma 2.5. If g : U ! R is a smooth function such that

����
@g

@xi
� @f

@xi

���� < ✏ and

����
@
2
g

@xi@xj
� @

2
f

@xi@xj

����  ✏,

for all i,j uniformly throughout K, for some small ✏, then all the critical points of g

have index � �.

Proof. let

Kg =
X

i

����
@g

@xi

���� > 0.

Let e1g(x)  · · ·  e
n
g (x) be the n eigenvalues of the matrix that has ij-th entry ( @g

@Xi@xj
).

So we see a critical point of x is of index at least � if and only if e
l
gambda(x) is

negative. Note that these functions are continuous as the eigenvalues of a matrix

depend continuously on the entries of the matrix.

Now, consider mg(x) = max{Kg(x),�(eg)�0} and define mf (x) similarly. As the

critical points of f have index at least �0, we must have �e
�0
f (x) > 0 whenever Kf (x) =

0. So mf (x) > 0, for all x 2 K. Now, let � be the minimum of mf . Suppose g is so

”closed” to f so that

|Kg(x)�Kf (x)| < � and |e�0
g (x)� e

�0
f (x)| < �. (?)

12



Then mg is always positive; hence, every critical point of g will have index at least

�0.

Finally, it is easy to show that (?) will be satisfied providing that

����
@g

@xi
� @f

@xi

���� < ✏ and

����
@
2
g

@xi@xj
� @

2
f

@xi@xj

����  ✏,

for su�ciebtly small ✏. This proves the lemma.

We can now show a special case of the desired theorem.

Lemma 2.6. Let f : M ! R be a smooth function with minimum 0, such that each

M
c = f

�1[0, c] is compact. If M0 is a manifold, and the critical points of M \M0 has

index at least �0, then ⇡r(M,M
0) = 0 for 0  r  �0.

Proof. Choose a neighborhood around each point of M0 so that M0 is a retract of the

open set which is unions of the neighborhoodẆe may assume that each point of U

is joined to the point of M0 of which it is in a neighborhood of (we can shrink the

neighborhood so that each neighborhood contains only one point of M0 if necessary).

Let Ir be the unit cube of dimension r < �0. Consider a function

h : (Ir, Sr) ! (M,M
0).

We are going to show that h is homotopic to a map h
0 where f

0(Ir) ⇢ M
0.

Firstly, We choose a g that approximates f on M
c, where c is the maximum of f on

h(Ir). By the previous lemma, we can choose g such that it has no degenerate critical

points and each critical point has index at least �.

Let � be the minimum of f on M \ U , then g
�1(M c) has the homotopy type of

the union of g
�1(�1, �] and cells of dimenstion �. Then consider h : (Ir, Sr) !

(M c
,M

0) ⇢ (g�1(�1, c+ ✏),M0).

Since r < �, then h is homotopic to some h0 that maps into (g�1(�1, �),M0). This

is true because all the critical points of g have index > �. However, g�1(�1, 2✏] is

contained in U and U can be deformed into M
0, so we have ⇡r(M,M

0) = 0.

proof of the Theorem 2.4. We use the energy function restricted to Int⌦(t0, · · · , tk) to
relate the previous theorem to geodesics. Note that the energy function satisfies all the

hypotheses of the previous theorem except that it does not range over [0,1). We can

fix this by just applying some di↵eomorphism that takes the range of E into [0,1).

Call such a di↵eomorphism f , then applying the previous lemma to the function f ?E

gives ⇡i(Int⌦(t0, · · · , t)k),⌦d) = 0 as desired.

13



There is a more useful form of Theorem 2.4, and in fact, this is what we use to prove

the Bott periodicity theorme.

Corollary 2.7. If the space of minimal geodesics is a topological manifold, and if every

non minimal geodesic has index at least �0 then ⇡i(⌦d) is isomorphic to ⇡i+1(M) for i

at most �0 � 2.

Proof. ⇡i(⌦d) is isomorphic to ⇡i(⌦) for i less than �0�1 because the relative homotopy

group is 0, and ⇡i(⌦) is isomorphic to ⇡i+1(M).

3 Bott Periodicity Theorem

Let Cn be the space of n-tuples of complex numbers, equipped the standard Hermi-

tian inner product. The unitary group U(n) is the group of all linear transformations

S : Cn ! Cn which preserve this inner product. Equivalently, using the matrix repre-

sentation, U(n) is the group of all n⇥ n complex matrices S such that SS⇤ = I; where

S
⇤ denotes the conjugate transpose of S.

For any n⇥ n complex matrix A the exponential of A is defined by the convergent

power series expansion:

expA = I + A+
1

2!
A

2 +
1

3!
A

3 + · · ·

The following properties are easily verified:

1. exp(A⇤) = (expA)⇤; exp(TAT�1) = T (expA)T�1;

2. IfA andB commute then exp(A+B) = (expA)(expB). In particular, (expA)(exp�A) =

I.

3. The function exp maps a neighborhood of 0 in the space of n⇥n matrices di↵eo-

morphically onto a neighborhood of I.

It follows from the above that A is skew-Hermitian (i.e. if A+ A
⇤ = 0) if and only

if expA is unitary. It is easy to see:

4. U(n) is a smooth submanifold of the space of n⇥ n matrices;

5. the tangent space of TIU(n) can be identified with the space of n ⇥ n skew-

Hermitian matrices.

14



Thus, the Lie algebra g of U(n) can be identified with the space of skew-Hermitian

matrices. For any tangent vector at I extends uniquely to a left invariant vector field

on U(n). A directly computation shows that the Lie bracket of left invariant vector

field is as same as the Lie bracket of matrices, [A,B] = AB � BA.

Since U(n) is compact, it processes a left and right invariant Riemannian metric.

Notice that the map exp : TIU(n) ! U(n) defined by exponentiation of matrices

coincides with the exponential map defined by geodesics on the resulting Riemannian

manifold. In fact, for each skew-Hermitian matrix A, the map t 7! exp(tA) defines a

1-parameter subgroup of U(n) and hence defines a geodesic.

We now define an inner product by

< A,B >= Re(trace(AB⇤)) = Re
X

i,j

AijB̄ij.

It is clearly that this is positive definite, 0 , A or B = 0, conjugate symmetric and

linear on g. This inner product on g induced a left invariant Riemannian metric on

U(n). To check that the resulting metric is also right invariant, we check it is invariant

under the adjoint action U(n) on g.

Definition 3.1. An adjoint action is: each S 2 U(n) determines an automorphism

X 7! SXS
�1 = (LSR

�1
S )X. The induced mapping (LSR

�1)⇤ is denoted AdS. As

exp(TAT�1) = T exp(A)T�1, we then have AdS A = SAS
�1.

We see that the inner product is invariant under AdS by direct computation:

< AdS A,AdS B > = Re(trace((AdS A)(AdS B)))

= Re(trace(SAS�1(SBS
�1)⇤))

= Re(trace(SAS�1(S�1)⇤B⇤
S
⇤))

= Re(trace(SAB⇤
S
⇤)) (* S 2 U(n))

= Re(trace(AB⇤)) =< A,B >

It follows that the corresponding left invariant metric on U(n) is also right invariant.

Given A 2 g we know that there exists T 2 U(n) such that TAT�1 is in diagonal

form:

TAT
�1 =

0

BBBB@

ia1

ia2

. . .

ian

1

CCCCA
,

15



where the ai’s are real. Also, for any S 2 U(n), there exists T 2 U(n) such that:

TST
�1 =

0

BBBB@

e
ia1

e
ia2

. . .

e
ian

1

CCCCA
,

where the ai’s are real again. Hence, exp : g ! U(n) is surjective.

We may treat the special unitary group SU(n) in the same way. SU(n) is defined

as the subgroup of U(n) consisting of matrices of determinant 1. It is easy to show that

for T 2 U(n) such that TAT�1 is diagonal, then

det(expA) = det(T (expA)T�1) = det(exp(TAT�1)) = e
trace(TAT�1) = e

traceA
.

This shows that the Lie algebra of SU(n), g0, is the set of all matrices A such that

A+ A
⇤ = 0 and traceA = 0.

To apply Mores theory, we need to consider the geodesics from I to �I. In other

words, we consider all A 2 g = TIU(n) such that expA = �I. Suppose A is such

matrix. If it is not of diagonal form, let T 2 U(n) so that TAT�1 is diagonal. Then we

have:

exp(TAT�1) = T (exp)AT�1 = T (�I)T�1 = �I.

Thus, we may assume that A is diagonal:

A =

0

B@
ia1

. . .

ian

1

CA .

Then

expA =

0

B@
e
ia1

. . .

e
ian

1

CA .
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So in this case, expA = �I if and only if A is of the form

0

BBBB@

ik1⇡

ik2⇡

. . .

ikn⇡

1

CCCCA
,

for some odd integers k1, · · · , kn.
It is clearly that the length of geodesic t 7! exp tA from t = 0 to t = 1 is

|A| =
p

Re(traceAA⇤)) =
p
trace(AA⇤),

so the length of the geodesic is determined by

⇡

q
k
2
1 + · · ·+ k2

n.

Thus, A determines a minimal geodesic if and only if each ki = ±1, and in this case

the length is ⇡
p
n.

Now, treat A as a linear map from Cn to Cn, then A is complete determined by

Eigen(i⇡), the eigenspace with respect to eigenvalue i⇡, and Eigen(�i⇡), the eigenspace

with respect to eigenvalue �i⇡. In fact, since Cn splits as

Eigen(i⇡)� Eigen(�i⇡),

it can only determined by Eigen(i⇡), which can be an arbitrary subspace of Cn. Hence,

the space of all minimal geodesic in U(n) from I to �I can be identified with the space

of all sub-vector-space of Cn.

Unfortunately, this space is inconvenient to use since its element has varying dimen-

sions. This di�culty can be removed by replacing U(n) by SU(n) and setting n = 2m.

In this case, all the discussion above remain valid. But the additional condition that

k1 + · · · k2m = 0 with ki = ±1 restricts Eigen(i⇡) to being an arbitrary m-dimensional

sub-vector-space of C2m. This proves the following:

Lemma 3.2. The space of minimal geodesics from I to �I in SU(2m) is homeomorphic

to the complex Grassmann manifold Gm(C2m), consisting of all m-dimensional sub-

vector-spaces of c2m.

17



Lemma 3.2 shows the minimal geodesics from I to �I in SU(2m) is a manifold. To

apply Corollary 2.7, we also need the information about index of non-minimal geodesics.

Lemma 3.3. Every non-minimal geodesic from I to �I in SU(2m) has index � 2m+2.

Proof. To compute the index of non-minimal geodesic from I to �I on SU(2m), let

A 2 g0 be a matrix corresponds to a geodesic from I to �I (i.e. the eigenvalues of A

have the form ik1⇡, · · · , ikn⇡ where ki’s are odd integers with sum zero).

We need to find the conjugate points to I along the geodesic t 7! exp(tA). According

to Theorem 2.3, these will be determined by the positive eigenvalues of the linear

transformation

KA : g0 ! g0,

where

KA(W ) = R(A,W )A =
1

4
[[A,W ], A].

We may assume A is diagonal matrix:

0

B@
ik1⇡

. . .

ikn⇡

1

CA

with k1 � k2 � · · · � kn. If W = (wj`), then a direct computation shows that

[A,W ] = i⇡(kj � k`)wj`,

and hence

[A, [A,W ]] = �⇡
2(kj � k`)

2
wj`.

So,

KA(W ) =
⇡
2

4
(kj � k`)

2
wj`.

Now we find a basis for g0 consisting of eigenvectors of KA, as follows:

1. For each j < `, let Ej` be the matrix with +1 in the j`-th entry, �1 in the j`-th

place and zeros elsewhere. It is in g0 and is an eigenvector corresponding to the

eigenvalue ⇡2

4 (kj � k`)2.

2. Similarly for each j < `, let E 0
j` be the matrix with +i in the j`-th entry, �i in

the j`-th place and zeros elsewhere. It is in g0 and is an eigenvector corresponding

to the eigenvalue ⇡2

4 (kj � k`)2

18



3. Each diagonal matrix in g0 is an eigenvector with eigenvalue 0.

Thus, the non-zero eigenvalues of KA are the numbers ⇡2

4 (kj � k`)2 with kj > k`.

Each such eigenvalue is to be counted twice.

Now consider the geodesic �(t) = exp(tA). Each eigenvalue e = ⇡2

4 (kj � k`)2 > 0

give rise to a series of conjugate points along � corresponding to the values

t =
⇡p
e
,
2⇡p
e
,
3⇡p
e
, · · · .

This gives

t =
2

(kj � k`)
,

4

(kj � k`)
,

6

(kj � k`)
, · · · .

The numder of such value of t in (0, 1) is equal to kj�k`
2 � 1 (We need to minus one

since the value t = 1 is not included).

Now let us apply the Index Theorem. For each j, ` with kj > k`, we obtain two

copies of the eigenvalue ⇡2

4 (kj � k`)2, and hence a contribution of 2(kj�k`
2 � 1) to the

index. Sum over all j, `, this gives

� =
X

kj>k`

(kj � k` � 2)

for the index of the geodesic �.

Now, we divided it into three cases:

Case 1 At least m+1 of the ki’s are negative. In this case at least one of the positive

ki must be � 3, and we have

� �
m+1X

1

(3� (�1)� 2) = 2(m+ 1).

Case 2 At least m+1 of the ki’s are positive. In this case at least one of the negative

 �3, so

� �
m+1X

1

(1� (�3)� 2) = 2(m+ 1).

Case 3 m of the ki are positive and m are negative but not all are ±1 (since we

assume that � is non-minimal). Then one is � 3 and one is  �3, so

� �
m�1X

1

(3� (�1)� 2) +
m+1X

1

(1� (�3)� 2) + (3� (�3)� 2) = 4m � 2(m+ 1).
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Thus, in either case we have � � 2m+ 2. This proves Lemma.

Then now we can prove the following:

Theorem 3.4. The inclusion map Gm(C2m) ! ⌦(SU(2m); I,�I) induces isomor-

phisms of homotopy groups in dimensions  2m. Hence,

⇡iGm(C2m) ⇠= ⇡i+1SU(2m),

for i  2m.

Proof. By Lemma 3.2, ⌦(SU(2m); I,�I) is a topological manifold, since it is isomorphic

to Gm(C2m). Also, every non-minimal geodesic has index at least �0 = 2m + 2, then

by Corollary 2.7,

⇡iGm(C2m) = ⇡i(⌦
⇡2n) ⇠= ⇡i+1(SU(2m)),

for i  �0 � 2 = 2m.

We are now going to establish the relation between of homotopy groups of U(m)

and those of SU(m).

Lemma 3.5. The group ⇡iGm(C2m) is isomorphic to ⇡i�1U(m) for i  2m. Moreover,

⇡i�1U(m) ⇠= ⇡i�1U(m+ k)

for i  2m, k 2 N; and
⇡j(U(m)) ⇠= ⇡j(SU(m)),

for j 6= 1.

Proof. We can choose fibrations

U(m) ! U(m+ 1) ! S2m+1

and

U(m) ! U(2m) ! U(2m)/U(m).

From the first one, we get

· · · ! ⇡iS2m+1 ! ⇡i�1U(m) ! ⇡i�1U(m+ 1) ! ⇡i�1S2m+1 ! · · · ,
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and this becomes

0 ! ⇡i�1U(m) ! ⇡i�1U(m+ 1) ! 0,

when i  2m.

Also, the second fibration gives

· · · ! ⇡iU(2m)/U(m) ! ⇡i�1U(m) ! ⇡i�1U(2m) ! ⇡i�1U(2m)/U(m) ! · · · ,

which implies ⇡i(U(2m)/U(m)) = 0, for i  2⇡.

Notice that the complex Grassmann manifold Gm(C2m) can be identified with

U(2m)/(U(m)⇥ U(m)), so we have a fibration:

U(m) ! U(2m)/U(m) ! Gm(C2m).

Using this fibration and ⇡i(U(m)/U(2m)) = 0, for i  2m, we now get:

⇡iGm(C2m) ⇠= ⇡i�1U(m),

for i  2m.

Finally, from the fibration

SU(m) ! U(m) ! S1
,

we obtain that

⇡jSU(m) ⇠= ⇡jU(m),

for j 6= 1. This proves the lemma.

From now on, we use ⇡iU to denote the i-th stable homotopy group of the unitary

group.

So, we see that:

⇡i�1U = ⇡i�1U(m) ⇠= ⇡iGm(C2m) ⇠= ⇡i+1SU(2m) ⇠= ⇡i+1U.

The first and the third isomorphism follows from Lemma 3.5, and the second isomor-

phism comes from Theorem 3.4. This proves the famous Bott Periodicity Theorem.

Theorem 3.6 (Bott Periodicity Theorem). For i � 1,

⇡i�1U
⇠= ⇡i+1U.
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1 Introduction

Let E,F ! M be two real or complex vector bundle over a compact manifold
M . Let P : C1 (M,E) ! C

1 (M,F ) be an elliptic operator. The index of
P is defined by

indP := dimkerP � dim cokerP

=dimkerP ⇤
P � dimkerPP

⇤
.

We had already studied that the index of an elliptic operator is expressible
as an integral on M via the heat kernel. This is known as McKean-Singular
formula

indP =

Z

M

(trEx HP ⇤P (x, x, t)� trFx HPP ⇤ (x, x, t)) dvolM (x) .
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Also, in the lecture, we had introduced the Dirac operator D on a Cli↵ord
module E. In order to prove the local index theorem, we need to use the
Lichnerowicz formula and the Getzler scaling method.

In this report, we will give a di↵erent approach to Atiyah–Singer index
theorem via twisted signature formula due to Gilkey [Gil95]. Precisely, we
will fiest study the index of twisted Dirac operator for the vector bundle E:

D : C1
⇣^±

(T ⇤
M)⌦ E

⌘
! C

1
⇣^⌥

(T ⇤
M)⌦ E

⌘
.

Then, we will prove the twisted signature formula:

indD =

Z

M

L (M) ch (E)

using the invariance theory. Finally, based on the twisted signature formula,
we will prove the Atiyah–Singer index theorem for general elliptic operator P
by interpreting the index as a function on K-ring under K-theory language.

In the second section, we will introduce the important invariant for an
elliptic operator. These invariants are highly related to the heat kernel
H (x, y, t) of the elliptic operator P . In the third section, we will study
the invariance theory on manifolds and vector bundles. Explicitly, we will
prove that all the invariants in terms of derivatives of metric and connection
one form are all linearly span of wedge products of Pontryagin classes of TM
and Chern classes of E. This will help us in proving the twisted signature
formula. In the fourth section, we give the proof of twisted signature formula
via the invariants. After that, in the fifth section, we will prove the Atiyah–
Singer Index Theorem for general elliptic operators. To achieve this goal, we
need to interpret the index of an elliptic operator as a function in K-theory
language:

ind : K (⌃ (T ⇤
M) ;C) /K (M ;C) ! C,

where ⌃ (T ⇤
M) is the fiberwise suspension of the unit sphere bundle S (T ⇤

M).
Then, we will prove that the group K (⌃ (T ⇤

M) ;C) /K (M ;C) is generated
by the special bundles

n
⇧+(⌃�PE

)
o

E2Vect(M)
. Then, the Atiyah–Singer Index

Theorem reduce to these special case that we may simply apply the twisted
signature formula.

As a supplement, in the last section, we will give a sketch of original
proof of Atiyah–Singer Index Theorem [AS63]. There are three key points
in the proof. First, we introduce the group of elliptic symbols Ell (M). By
analyzing the group, we reduced the Atiyah–Singer Index Theorem to the
twisted signature formula. Next, we introduce the cobordism ring A on
the pair (M,E), where E is a complex vector bundle on M . Using the

2



knowledge of singular integral operators on manifolds, we can prove that the
null-cobordant elements in A satisfy the theorem. Therefore, the concept
of index is well-defined on the cobordism ring A. Finally, generalizing the
Thom isomorphism theorem, we see that A ⌦ Q is generated by

�
CP2i

, 1
�

and (S2j
, Vj) as a polynomial algebra. Eventually, to achieve the theorem is

to verify the case CP2i and S
2j as the generators of A⌦Q.

2 Local Formula for the Index

Theorem 1. Let P be a self-adjoint elliptic operator of order d > 0 on a
vector bundle E over compact manifold M

m such that the symbol �P (x, ⇠)
of P is positive definite for ⇠ 6= 0. Then,

1. If we choose a coordinate system for M near a point x 2 M and choose
a local frame for E, we can define en(x) depending on the symbol
�P (x, ⇠) such that if H(t, x, y) is the heat kernel of e�tP then

H(t, x, x) ⇠
1X

n=0

t
n�m

d en(x) as t ! 0+

i.e., given any integer k, there exists n(k) such that:
������
H(t, x, x)�

X

nn(k)

t
n�m

d en(x)

������
1,k

< Ckt
k for 0 < t < 1.

2. Moreover, en(x) 2 END(E,E) is invariantly defined independent of the
coordinate system and local frame for E.

Theorem 2.

(a) Let Pi : C1 (Ei) ! C
1 (Ei) be elliptic self-adjoint di↵erential opera-

tors of order d > 0 with positive definite symbol. We set P = P1�P2 :
C

1 (E1 � E2) ! C
1 (E1 � E2). Then P is an elliptic self-adjoint par-

tial di↵erential operator of order d > 0 with positive definite symbol
and en (x, P1 � P2) = en (x, P1)� en (x, P2).

(b) Let Pi : C1 (Ei) ! C
1 (Ei) be elliptic self-adjoint partial di↵erential

operators of order d > 0 with positive definite symbol defined over
compact manifolds Mi. We let

P = P1 ⌦ 1 + 1⌦ P2 : C
1 (E1 ⌦ E2) ! C

1 (E1 ⌦ E2)

3



overM = M1⇥M2. Then, P is an elliptic self-adjoint partial di↵erential
operator of order d > 0 with positive definite symbol over M and

en(x, P ) =
X

p+q=n

ep (x1, P1)⌦ eq (x2, P2)

Proof. These follow from the identities:

e
�t(P1�P2) = e

�tP1 � e
�tP2

e
�t(P1⌦1+1⌦P2) = e

�tP1 ⌦ e
�tP2

so the heat kernels satisfy the identities:

H (t, x, x, P1 � P2) = H (t, x, x, P1)�H (t, x, x, P2)

H (t, x, x, P1 ⌦ 1 + 1⌦ P2) = H (t, x1, x1, P1)⌦H (t, x2, x2, P2) .

We equate equal powers of t in the asymptotic series:

X
t
n�m

d en(x, P1 � P2)

⇠
X

t
n�m

d en (x, P1)�
X

t
n�m

d en (x, P2)
X

t
n�m

d en(x, P1 ⌦ 1 + 1⌦ P2)

⇠
nX

t
p�m1

d ep (x1, P1)
o
⌦
nX

t
q�m2

d eq (x2, P2)
o

Hence, the proof is complete.

We define the scalar invariant

an(x, P ) = Tr en(x, P ),

where the trace is the fiber trace in E over the point x. These scalar invariants
an(x, P ) gives

Tr e�tP =

Z

M

TrEx H(t, x, x) dvolM(x)

⇠
1X

n=0

t
m�n

d

Z

M

an(x, P ) dvolM(x).

This is a spectral invariant of P which can be computed from local informa-
tion about the symbol of P .
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Let P be an elliptic operators on the vector bundle E and let �i be the
associated Laplacians. We define:

an(x, P ) =
X

i

(�1)i Tr en (x,�i)

then McKean-Singer formula gives

ind(P ) =
X

i

(�1)i Tr e�t�i ⇠
1X

n=0

t
n�m

d

Z

M

an(x, P ) dvolM(x)

Let t ! 0+, we get the following theorem.

Theorem 3. Let P be an elliptic di↵erential operators on the vector bundle
E over compact manifold M

m.

(a) an(x, P ) can be computed in any coordinate system and relative to any
local frames depending on the symbol of P and of P ⇤.

(b) Z

M

an(x, P ) dvolM(x) =

⇢
ind(P ) if n = m

0 if n 6= m.

3 Invariance Theory

We let Pm denote the ring of all invariant polynomials in {gij, gij;k, gij;k`, ...},
the derivatives of the metric, for a manifold M of dimension m. We defined
ord (gij;↵) = |↵|; let Pm,n be the subspace of invariant polynomials which are
homogeneous of order n. Then, we have the following useful coordinate free
characterization:

Lemma 4. Let P 2 Pm, then P 2 Pm,n if and only if P (c2g) (x0) =
c
�n

P (g) (x0) for every c 6= 0.

Proof. Fix c = 0 and let X be a normalized coordinate system for the metric
g at the point x0. Suppose that x0 = (0, . . . , 0) is the center of the coordinate
system X. Let Y = cX be a new coordinate system, then we have

@

@yi
= c

�1 @

@xi
c
2
g

✓
@

@yi
,
@

@yj

◆
= g

✓
@

@xi
,

@

@xj

◆

d
↵
y = c

�|↵|
d
↵
x gij;↵

�
Y, c

2
g
�
= c

�|↵|
gij;↵(X, g).

This implies that if A is any monomial of P that:

A
�
Y, c

2
g
�
(x0) = c

� ord(A)
A(X, g) (x0)

Since Y is normalized coordinate system for the metric c
2
g, P (c2g) (x0) =

P (Y, c2g) (x0) and P (g) (x0) = P (X, g) (x0). This proves the Lemma.
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If P 2 Pm, we can always decompose P = P0+ · · ·+Pn into homogeneous
polynomials. Above lemma implies the Pj are all invariant separately. There-
fore, Pm has a direct sum decomposition Pm = Pm,0�Pm,1� · · ·�Pm,n� · · ·
and has the structure of a graded algebra. Using Gauss lemma and Taylor’s
theorem, we can always find a metric with the gij;↵ (x0) = cij,↵ arbitrary con-
stants for |↵| � 2 and gij (x0) = �ij, gij;k (x0) = 0. Consequently, if P 2 Pm

is non-zero as a polynomial, then we can always find g so P (g) (x0) 6= 0 so P

is non-zero as a formula.
Finally, note that Pm,n is zero if n is odd since we may take c = �1 in

the above lemma.

Lemma 5. an (x,�p) defines an element of Pm,n, where �p is the Laplacian
on p-forms.

Proof. First, the Laplacian is defined to be � = dd
⇤+d

⇤
d = ±d⇤d⇤±⇤d⇤d.

In the flat metric metric, Laplacian is given by � = �
P

@2

@x2
i
which is smooth

in the metric g. For general metric, we parametrize the metric and we can
di↵erentiate the matrix representation of Hodge star ⇤ and each derivative
applied to ⇤ reduces the order of di↵erentiation by 1 and increase the order
of gij;↵ by 1. Thus, the linear term and the constant term of Laplacian is
also smooth in gij, gij;k, and gij;k`.

Note that en (x,�) for the second order elliptic operator � is defined as

H(t, x, x) ⇠
X

n�0

t
n�m

2 en(x, P ),

where H(t, x, x) be the heat kernel of e�tP . Then, an(x,�) = Tr en(x,�) is
the fiber trace and an(x,�) is homogeneous of order n in Pm,n.

Weyl’s theorem (See theorem 10 at the end of this section) on the invari-
ants of the orthogonal group gives a spanning set for the spaces Pm,n:

Lemma 6. We introduce formal variables Ri1i2i3i4;i5...ik for the multiple co-
variant derivatives of the curvature tensor. The order of such a variable is
k + 2. We consider the polynomials in these variables and contract on pairs
of indices. Then, all possible such expressions generate Pm. In particular,

(1) {1} spans Pm,0.

(2) {Rijij} spans Pm,2.

(3) {Rijij;kk, RijijRklkl, RijikRljlk, RijklRijkl} spans Pm,4. This particular
spanning set for Pm,4 is linearly independent and forms a basis ifm � 4.
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If I = {1  i1  · · ·  ip  m}, let |I| = p and dx
I = dxi1 ^ · · ·^ dxip . A

p-form valued polynomial is a collection {PI} = P for |I| = p of polynomials
PI in {gij, gij;k, · · · }. We write P =

P
|I|=p PIdx

I as a formal sum to represent
P . If all the {PI} are homogeneous of order n, we say P is homogeneous of
order n. We define:

P (X, g) (x0) =
X

I

PI(X, g)dxI 2
^p

(T ⇤
M)

to be the evaluation of such a polynomial. We say P is invariant if P (X, g) (x0) =
P (Y, g) (x0) for every normalized coordinate systems X and Y . Similar to
above lemma, we have

Lemma 7. Let P be p-form valued and invariant. Then, P is homogeneous
of order n if and only if P (c2g) (x0) = c

p�n
P (g) (x0) for every c 6= 0.

Proof. Fix c = 0 and let X be a normalized coordinate system for the metric
g at the point x0. Suppose that x0 = (0, . . . , 0) is the center of the coordinate
system X. Let Y = cX be a new coordinate system, then we have

@

@yi
= c

�1 @

@xi
c
2
g

✓
@

@yi
,
@

@yj

◆
= g

✓
@

@xi
,

@

@xj

◆

d
↵
y = c

�|↵|
d
↵
x gij;↵

�
Y, c

2
g
�
= c

�|↵|
gij;↵(X, g)

dy
1 ^ · · · ^ dy

p = c
p
dx

1 ^ · · · ^ dx
p
.

This implies that if A is any monomial of P that:

A
�
Y, c

2
g
�
(x0) = c

p�ord(A)
A(X, g) (x0)

Since Y is normalized coordinate system for the metric c
2
g, P (c2g) (x0) =

P (Y, c2g) (x0) and P (g) (x0) = P (X, g) (x0). This proves the Lemma.

Let Pm,n,p be the space of p-form valued invariants which are homogeneous
of order n.

Let Pj(g) = pj(TM) be the j-th Pontryagin class computed relative to the
curvature tensor of the Levi-Civita connection. If we expand pj in terms of
the curvature tensor, then pj is homogeneous of order 2j in the {Rijkl} tensor
so pj is homogeneous of order 4j and invariant in Pm,4j,4j. If ⇢ is a partition
of k = i1+ · · ·+ ij, we define p⇢ = pi1 . . . pij 2 Pm,4k,4k. The {p⇢} form a basis
of the Pontryagin 4k forms. Also, by considering products of these manifolds
with flat tori Tm�4k we see that the {p⇢} are linearly independent in Pm,4k,4k

if 4k  m.
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Lemma 8. Pm,n,n is spanned by the Pontryagin classes, i.e.,

(1) Pm,n,n = 0 if n is not divisible by 4k.

(2) Pm,4k,4k = span {p⇢} for 4k  m has dimension ⇡(k), where ⇡ (k) is the
integral partition number of k.

Proof. There is a natural restriction map r : Pm,n,p ! Pm�1,n,p. Note that
r : Pm,n,n ! Pm�1,n,n is injective for n < m since r (Adx1 ^ · · · ^ dx

p) =
Adx

1^· · ·^dxp appears in r(P ). The Pontryagin classes have dimension ⇡(k)
for n = 4k. By induction, rm�n : Pm,n,n ! Pn,n,n is injective so dimPm,n,n 
dimPn,n,n. Apply this lemma for the special case n = m. If n is not divisible
by 4k, then dimPn,n,n = 0 which implies dimPm,n,n = 0. If n = 4k, then
dimPn,n,n = ⇡(k) implies that ⇡(k)  dimPm,n,n  dimPn,n,n  ⇡(k) so
dimPm,n,n = ⇡(k). Lastly, since the Pontryagin classes span a subspace of
exactly dimension ⇡(k) in Pm,n,n, this completes the proof.

Finally, we discuss the invariance on vector bundles. Let E be a complex
vector bundle. Suppose that E is equipped with a Hermitian fiber metric
and let r be a Hermitian connection on E. Let ~s = (s1, . . . , sa, . . . , sv) be a
local orthonormal frame for E and introduce variables !abi for the connection
1-form;

r (sa) = !abidx
i ⌦ sb, i.e., r~s = ! ⌦ ~s.

We introduce variables !abi;↵ = d
↵
x (!abi) for the partial derivatives of the

connection 1-form. We shall also use the notation !abi;jk.... We use indices
1  a, b, · · ·  v to index the frame for E and indices 1  i, j, k  m for the
tangent space variables. We define:

ord (!abi;↵) = 1 + |↵| and degk (!abi;↵) = �i,k + ↵(k).

Let Q be the collection of polynomials in the {!abi;↵} variables for |↵| � 1. If
Q 2 Q, we define the evaluation Q(X,~s,r) (x0). We normalize the choice of
frame ~s by requiring r(~s) (x0) = 0. We also normalize the coordinate system
X as before so X (x0) = 0, gij(X, g) (x0) = �ij, and gij;k(X, g) (x0) = 0. We
say Q is invariant if Q(X,~s,r) (x0) = Q (Y,~s0,r) (x0) for any normalized
frames ~s,~s0 and normalized coordinate systems X, Y ; we denote this common
value by Q(r). Let Qm,p,v denote the space of all invariant p-form valued
polynomials in the {!abi;↵} variables for |↵| � 1 defined on a manifold M

of dimension m and for a vector bundle of complex fiber dimension v. Let
Qm,n,p,v denote the subspace of invariant polynomials homogeneous of order
n in the variables {!abi;↵} of the connection forms. Similarly as was done for
the P , we can show there is a direct sum decomposition

Qm,p,v =
M

n

Qm,n,p,v and Qm,n,p,v = 0 for n� p odd.
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Let P be invariant and let A be a monomial. We let c(A,P ) be the
coe�cient of A in P . We say A is a monomial of P if c(A,P ) 6= 0. Let Tj be
the linear transformation:

Tj (xk) =

⇢
�xj if k = j

xk if k 6= j

This is reflection in the hyperplane defined by xj = 0. Then

T
⇤
j (A) = (�1)degj(A)

A

for any monomial A. Since

T
⇤
j P =

X
(�1)degj(A)

c(A,P )A = P =
X

c(A,P )A.

we conclude degj(A) must be even for any monomial A of P . If A has the
form:

A = gi1j1;↵1 . . . girjr;↵r

we define the length of A to be:

`(A) = r.

It is clear 2`(A) + ord(A) =
P

j degj(A) so ord(A) is necessarily even if A is
a monomial of P . This also provides another proof Pm,n = 0 if n is odd.

In addition, we let Rm,n,p,v denote the space of p-form valued invariants
which are homogeneous of order n in the {gij;↵,!abk;�} variables for |↵| � 2
and |�| � 1. The spaces Pm,n,p and Qm,n,p,v are both subspaces of Rm,n,p,v.
Furthermore, wedge product gives a natural map Pm,n,p⌦Qm,n0,p0,v ! Rm,n+n0,p+p0,v.
We say that R 2 Rm,p,p,v is a characteristic form if it is in the linear span of
wedge products of Pontryagin classes of T (M) and Chern classes of E. The
characteristic forms are characterized abstractly by the following Theorem.

Theorem 9.

1. Rm,n,p,v = 0 if n < p or if n = p and n is odd.

2. If R 2 Rm,n,n,v then R is a characteristic form.

Proof. Let 0 6= R 2 Rm,n,p,v. Note that an invariant polynomial is homoge-
neous of order n if R (c2G,r) = c

p�n
R(G,r). Also, n� p must be even and

that if A is a monomial of R,A is a monomial of exactly one of the RI . We
decompose A in the form:

A = gi1j1/↵1 . . . giqjq/↵q!a1b1k1/�1 . . .!arbrkr/�r = A
g
A

!

9



and define `(A) = q+r to the length of A. We choose A such that degk (A
g) =

0 for k > 2q. By making a coordinate permutation we can assume that the
k⌫  2q + r for 1  ⌫  r. We choose the �i so that �1(k) = 0 for
k > 2q + r + 1, �2(k) = 0 for k > 2q + r + 2, . . ., �r(k) = 0 for k > 2q + 2r.
This choice of A so that degk(A) = 0 for k > 2`(A). If A is a monomial of RI

for I = {1  i1 < · · · < ip  m} then degip (A) is odd. We have the estimate
p  ip  2`(A) 

P
|↵⌫ | +

P
(|�µ|+ 1) = n so that Pm,n,p,v = {0} if n < p

or if n� p is odd. Hence, we prove the first part of this theorem.
In the limiting case, we must have equalities so |↵⌫ | = 2 and |�µ| = 1.

Furthermore, ip = p so there is some monomial A such that degk(A) = 0 for
k > p = n and Adx

1^· · ·^dxp appears in R. Consider the natural restriction
map

r : Rm,n,p,v ! Rm�1,n,p,v

and the argument above shows r : Rm,n,n,v ! Rm�1,n,n,v is injective for
n < m. Since the restriction of a characteristic form is again a characteristic
form, it su�ces to prove the second part for the case m = n = p.

Let 0 6= R 2 Rn,n,n,v, thenR is a polynomial in the {gij;k`,!abi;j} variables.
The restriction map r was defined by considering products M1⇥ S

1. Fix non-
negative integers (s, t) so that n = s+ t. Let M1 be a Riemannian manifold
of dimension s. Let M2 be the flat torus of dimension t and let E2 be a
vector bundle with connection r2 over M2 Let M = M1 ⇥ M2 with the
product metric and let E be the natural extension of E2 to M which is flat
in the M1 variables. Explicitly, if ⇡2 : M ! M2 is a projection on the second
factor, then (E,r) = ⇡

⇤
2 (E2,r2) is the pull back bundle with the pull back

connection. We define

⇡(s,t)(R) (g1,r2) = R (g1 ⇥ 1,r) .

Using the fact that Ps,n1,p1 = 0 for s < p1 or n1 < p1 and the factQt,n2,p2,k = 0
for t < p2 or n2 < p2, it follows that ⇡(s,t) defines a map

⇡(s,t) : Rn,n,v ! Ps,s,s ⌦Qt,t,t,v.

Algebraically, let A = A
g
A

! be a monomial, then we define:

⇡(s,t)(A) =

⇢
0 if degk (A

g) > 0 for k > s or degk (A
!) > 0 for k  s

A otherwise.

In this definition, we set gij;k` = 0 if any of these indices exceeds s and set
!abi;j = 0 if either i or j is less than or equal to s.

We will use these projections to reduce the proof to the case in which
R 2 Qt,t,t,v. Let 0 6= R 2 Rn,n,n,v and let A = A

g
A

! be a monomial of R. Let
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s = 2` (Ag) = ord (Ag) and let t = n� s = 2` (A!) = ord (A!). We choose A
such that degk (A

g) = 0 for k > s. Since degk(A) � 1 must be odd for each
index k, we can estimate:

t 
X

k>s

degk(A) =
X

k>s

degk (A
!) 

X

k

degk (A
!) = ord (A!) = t.

Then, as all these inequalities must be equalities, we conclude degk (A
!) = 0

for k  s and degk (A
!) = 1 for k > s. In particular, this shows that

⇡(s,t)(R) 6= 0 for some (s, t) so that

M

s+t=n

⇡(s,t) : Rn,n,n,v !
M

s+t=n

Ps,s,s ⌦Qt,t,t,v

is injective.
Finally, we prove that Qt,t,t,v consists of characteristic forms of E. Note

that Ps,s,s consists of Pontryagin classes of T (M). The characteristic forms
generated by the Pontryagin classes of T (M) and of E are elements ofRn,n,n,v

and ⇡(s,t) just decomposes such products. Thererfore, ⇡ is surjective when
restricted to the subspace of characteristic forms. This proves ⇡ is bijective
and also that Rn,n,n,v is the space of characteristic forms. This will complete
the proof.

Now, we have reduced the proof of Theorem to showing Qt,t,t,v consists of
the characteristic forms of E. We noted that 0 6= Q 2 Qt,t,t,v is a polynomial
in the {!abi;j} variables and that if A is a monomial of Q, then degk(A) = 1
for 1  k  t. Since ord(A) = t is even, we conclude Qt,t,t,v = 0 if t is odd.
The components of the curvature tensor are given by:

⌦abij = !abi;j � !abj;i and ⌦ab =
X

⌦abijdxi ^ dxj

up to a possible sign convention. If A is a monomial of P , we decompose:

A = !a1b1i1;i2 . . .!aubuit�1;it ,

where 2u = t. All the indices i⌫ are distinct. Then, we can express P in
terms of the expressions:

Ā =(!a1b1i1;i2 � !a1b1i2;i1) . . .
�
!aubuit�1;it � !aubuit;it�1

�
dxi1 ^ · · · ^ dxit

=⌦a1b1i1i2 . . .⌦aubuit�1itdxi1 ^ · · · ^ dxit

Using the alternating structure of these expression, we can express P in terms
of expressions of the form:

⌦a1b1 ^ · · · ^ ⌦aubu

11



so that Q = Q(⌦) is a polynomial in the components ⌦ab of the curvature.
Since the value of Q is independent of the frame chosen, Q is the invariant.
Hence, we see that in fact Q is a characteristic form which completes the
proof.

Weyl’s theorem on invariants In the remaining of this section, we will
review H. Weyl’s theorem briefly. Let V be a real vector space with a fixed
inner product. Let O(V ) denote the group of linear maps of V ! V which
preserve this inner product. Let ⌦k(V ) = V ⌦ · · ·⌦V denote the k-th tensor
product of V . If g 2 O(V ), we extend g to act orthogonally on ⌦k(V ). We let
z 7! g(z) denote this action. Let f : ⌦k(V ) ! R be a multi-linear map, then
we say f is O(V ) invariant if f(g(z)) = f(z) for every g 2 O(V ). By letting
g = �1, we can see there are no O(V ) invariant maps if k is odd. We let k =
2j and construct a map f0 : ⌦k(V ) = (V ⌦V )⌦ (V ⌦V )⌦ · · ·⌦ (V ⌦V ) ! R
using the metric to map (V ⌦V ) ! R. More generally, if ⇢ is any permutation
of the integers 1 through k, we define z 7! z⇢ as a map from ⌦k(V ) ! ⌦k(V )
and let f⇢(z) = f0 (z⇢). This will be O(V ) invariant for any permutation ⇢.
H. Weyl’s theorem states that the maps {f⇢} define a spanning set for the
collection of O(V ) invariant maps.

For example, let k = 4. Let {vi} be an orthonormal basis for V and
express any z 2 ⌦4(V ) in the form aijklvi⌦vj⌦vk⌦vl summed over repeated
indices. Then, after weeding out duplications, the spanning set is given by:

f0(z) = aiijj, f1(z) = aijij, f2(z) = aijji

where we sum over repeated indices. f0 corresponds to the identity permuta-
tion; f1 corresponds to the permutation which interchanges the second and
third factors; f2 corresponds to the permutation which interchanges the sec-
ond and fourth factors. We note that these need not be linearly independent;
if dimV = 1 then dim (⌦4

V ) = 1 and f1 = f2 = f3. However, once dimV is
large enough these become linearly independent.

We are interested in p-form valued invariants. We take ⌦k(V ) where k�p

is even. Again, there is a natural map we denote by

f
p(z) = f0 (z1) ^ ⇤ (z2)

where we decompose ⌦k(V ) = ⌦k�p(V )⌦⌦p(V ). We let f0 act on the first

k � p factors and then use the natural map ⌦p(V )
⇤! ^p(V ) on the last

p factors. If ⇢ is a permutation, we set f
p
⇢ (z) = f

p (z⇢). These maps are
equivariant in the sense that f p

⇢ (gz) = gf
p
⇢ (z), where we extend g to act on

^p(V ) as well. Again, these are a spanning set for the space of equivariant
multi-linear maps from ⌦k(V ) to ^p(V ).
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If k = 4 and p = 2, then after eliminating duplications this spanning set
becomes:

f1(z) = aiijkvj ^ vk, f2(z) = aijikvj ^ vk, f3(z) = aijkivj ^ vk

f4(z) = ajikivj ^ vk, f5(z) = ajiikvi ^ vk, f6(z) = ajkiivj ^ vk.

Again, these are linearly independent if dimV is large, but there are relations
if dimV is small. Generally speaking, to construct a map from ⌦k(V ) !
⇤p(V ) we must alternate p indices (the indices j, k in this example) and
contract the remaining indices in pairs (there is only one pair i, i here).

Theorem 10 (H. Weyl’s Theorem on the invariants of the orthogonal group).
The space of maps

�
f
p
⇢

 
constructed above span the space of equivariant

multi-linear maps from ⌦k
V ! ^p

V .

The theorem becomes an algebra problem and we refer to Weyl’s book
[Wey39].

4 Twisted Signature Formula

Untwisted Case Let
V

(T ⇤
M) be the space of complex valued forms on

M
m and ✏ be the chirality element on

V
(T ⇤

M). ✏ gives an endomorphism
✏ :
V

(T ⇤
M) !

V
(T ⇤

M) so that ✏2 = 1. Also, c(⇠)✏ = �✏c(⇠) for any ⇠, so
✏ anti-commutes with the symbol of (d + d

⇤). If we decompose
V
(T ⇤

M) =V+ (T ⇤
M)�

V� (T ⇤
M) into the ±1 eigenvalues of ✏, then (d+d

⇤) decomposes
to define:

(d+ d
⇤)± : C1

⇣^±
(T ⇤

M)
⌘
! C

1
⇣^⌥

(T ⇤
M)
⌘

where the adjoint of (d+ d
⇤)+ is (d+ d

⇤)�.

Proposition 11. WriteD = (d+ d
⇤)+ : C1 �V+ (T ⇤

M)
�
! C

1 �V� (T ⇤
M)
�
.

Suppose that 4 | m, then we have

indD = � (M) ,

where � (M) is the signature of M .

Proof. Note that if ! is a harmonic form in
Vq (T ⇤

M), then ! ± ✏! 2
ker D|V± . Then, if q 6= m

2 , we have an isomorphism

D|V+(T ⇤M)\(ker�q�ker�m�q)

⇠=�! ker D⇤|V�(T ⇤M)\(ker�q�ker�m�q) .
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Then, we obtain that

ind(D) = ind
⇣
D|V+ \

Vm/2

⌘
= dimker

⇣
D|V+ \

Vm/2

⌘
� dimker

⇣
D|V� \

Vm/2

⌘

= dim

✓^+
\ ker(d+ d

⇤)
���Vm/2

◆
� dim

✓^�
\ ker(d+ d

⇤)
���Vm/2

◆
.

For ! 2
V+ \ ker (d+ d

⇤)|Vm/2 , we have ⇤! = ! (as ✏ = ⇤ on
Vm/2), so

[!] · [!] =
Z

M

! ^ ! =

Z

M

! ^ ⇤! > 0.

Similarly, for ! 2
V� \ ker (d+ d

⇤)|Vm/2 , we have [!] · [!] < 0. Finally, since

H
m/2
dR

⇠= ker(d+ d
⇤)|Vm/2

=

✓^+
\ ker(d+ d

⇤)
���Vm/2

◆
�
✓^�

\ ker(d+ d
⇤)
���Vm/2

◆
.

It follows that
ind(D) = �(M).

Moreover, by the Hirzebruch signature formula, we have

ind (D) =

Z

M

L (M) .

Twisted Case Let E be a complex vector bundle over a compact man-
ifold M equipped with a Riemannian connection r. We take the Levi-
Civita connection on T

⇤(M) and on
V
(T ⇤

M) and let r be the tensor
product connection on

V
(T ⇤

M) ⌦ E. We define an operator (d+ d
⇤)E :

C
1 (M,

V
(T ⇤

M)⌦ E) ! C
1 (M,

V
(T ⇤

M)⌦ E) by the composition

(d+ d
⇤)E : C1

⇣^
(T ⇤

M)⌦ E

⌘
r! C

1
⇣
T

⇤
M ⌦

^
(T ⇤

M)⌦ E

⌘

c⌦1�! C
1
⇣^

(T ⇤
M)⌦ E

⌘
.

Note that if E = 1 is trivial vector bundle with flat connection, then the
resulting operator is just d+ d

⇤.
We define ✏E = ✏ ⌦ 1 on

V
(T ⇤

M) ⌦ E, then we have ✏
2
E = 1 and ✏E

anti-commutes with (d+ d
⇤)E. The ±1 eigenspaces of ✏E are

V± (T ⇤
M)⌦E

and the twisted signature operator is defined by the following:

(d+ d
⇤)±E : C1

⇣^±
(T ⇤

M)⌦ E

⌘
! C

1
⇣^⌥

(T ⇤
M)⌦ E

⌘
,

14



where as (d + d
⇤)�E is the adjoint of (d + d

⇤)+E. Then, we have the following
theorem.

Theorem 12 (Twisted Signature Formula).

ind (d+ d
⇤)+E =

Z

M

L (M) ch (E) .

Before we give the proof of this formula, we first construct a non-trivial
line bundle L over S2 such that

R
S2 ch1 (L) = 1. This example will help us

in proving the formula.

Example 13. Let e(x) be a linear map from Rm to the set of self-adjoint
matrices with e(x) = |x|2I. If {v0, . . . , vm} is any orthonormal basis for Rm,
then {e (v0) , . . . , e (vm)} forms a set of Cli↵ord matrices, i.e., e (vi) e (vj) +
e (vj) e (vi) = 2�ij.

If x 2 S
m, we let ⇧±(x) be the image of 1

2(1 + e(x)) = ⇡±(x). This is
the span of the +1 eigenvectors of e(x). If e(x) is a 2k ⇥ 2k matrix, then
dim⇧±(x) = k. Then, we have a decomposition S

m ⇥ C2k = ⇧+ � ⇧�.
We project the flat connection on S

m ⇥C2k to the two subbundles to define
connections r± on ⇧±. If e0± is a local frame for ⇧± (x0), we define e±(x) =
⇡±e

0
± as a frame in a neighborhood of x0. We compute

r±e± = ⇡±d⇡±e
0
±, ⌦±e± = ⇡±d⇡±d⇡±e

0
±.

Since e
0
± = e± (x0), this yields the identity:

⌦± (x0) = ⇡±d⇡±d⇡± (x0)

Since ⌦ is tensorial, this holds for all x.
Let m = 2j be even. We want to compute chj. Suppose first x0 =

(1, 0, . . . , 0) is the north pole of the sphere. Then:

⇡+ (x0) =
1

2
(1 + e0)

d⇡+ (x0) =
1

2

X

i�1

dxiei

⌦+ (x0) =
1

2
(1 + e0)

 
1

2

X

i�1

dxiei

!2

⌦+ (x0)
j =

1

2
(1 + e0)

 
1

2

X

i�1

dxiei

!2j

= 2�m�1
m! (1 + e0) (e1 . . . em) (dx1 ^ · · · ^ dxm)

15



The volume form at x0 is dx1 ^ · · · ^ dxm. Since e1 anti-commutes with the
matrix e1 . . . em, this matrix has trace 0 so we have computation:

chj (⌦+) (x0) =

✓
i

2⇡

◆j

2�m�1
m! tr (e0 . . . em) dvol (x0) /j!.

A similar computation shows this is true at any point x0 of Sm so that:
Z

Sm

chj (⇧+) =

✓
i

2⇡

◆j

2�m�1
m! tr (e0 . . . em) vol (s

m) /j!

Since the volume of Sm is j!2m+1
⇡
j
/m!, we conclude:

Lemma 14. Let e(x) be a linear map from Rm+1 to the set of self-adjoint
matrices. Suppose that e(x)2 = |x|2I and define bundles ⇧±(x) over S

m

corresponding to the ±1 eigenvalues of e. Let m = 2j be even, then:
Z

Sm

chj (⇧+) = i
j2�j Tr (e0 . . . em) .

In particular, if

e0 =

✓
1 0
0 �1

◆
, e1 =

✓
0 1
1 0

◆
, e2 =

✓
0 i

�i 0

◆

then tr (e0e1e2) = �2i so
R
S2 ch1 (⇧+) = 1 which shows ⇧+ is a non-trivial

line bundle L over S2.

Now, we begin our proof of twisted signature formula.

Proof. Let �±
E be the associated Laplacians to (d+ d

⇤)±E. Then, we have

ind
�
(d+ d

⇤)+E
�
= dimker

�
�+

E

�
� dimker

�
��

E

�
.

Then, using local formula for the index, we can write

ind
�
(d+ d

⇤)+E
�
=

Z

M

an (x,E) =

Z

M

�
an

�
x,�+

E

�
� an

�
x,��

E

��
dvolM (x) .

Note that the leading symbol of�± is |⇠|2I. The first order symbol is linear in
the gij;k and the connection form on E. The 0-th order symbol is linear in the
gij;k` and the connection form and quadratic in the gij;k and the connection
form. Thus, an(x,E) 2 Rm,n,m,v. Theorem 9 implies an = 0 for n < m while
am is a characteristic form of T (M) and of E.

If m = 2 and v = 1, then R2,2,2,1 is one dimensional and is spanned by the
first Chern class c1(E) = ch(E) = i

2⇡⌦. Consequently, a2 = c · c1 in this case.
Also, by direct computation on above example 13, this normalizing constant
is given by c = 1.

16



Lemma 15. Let m = 2 and let L be a line bundle over M2. Then,

ind
�
(d+ d

⇤)+E
�
=

Z

M

c1(L).

Now, we know am(x,E) is a characteristic form which integrates to ind
�
(d+ d

⇤)+E
�
,

so it su�ces to verify the formula

ind (d+ d
⇤)+E =

X

4s+2t=m

Z

M

Ls (M) ^ cht (E) .

If E1 and E2 are bundles, we let E = E1�E2 with the direct sum connection.
Since �±

E = �±
E1

��±
E2
, we conclude

ind (d+ d
⇤)+E = ind (d+ d

⇤)+E1
+ ind (d+ d

⇤)+E2
.

Since the integrals are additive, the local formulas must be additive. Then,
we have

an (x,E1 � E2) = an (x,E1) + an (x,E2) .

Let {P⇢}|⇢|=s be the basis for Pm,4s,4s and expand

am(x,E) =
X

4|⇢|+2t=m

P⇢ ^Qm,t,v,⇢

for Qm,t,v,⇢ 2 Qm,2t,2t,v a characteristic form of E. Then the additivity under
direct sum implies:

Qm,t,v,⇢ (E1 � E2) = Qm,t,v1,⇢ (E1) +Qm,t,v2,⇢ (E2) .

If v = 1, then Qm,t,1,⇢ (E) = c · c1(E)t since Qm,2t,2t,1 is one dimensional.
If A is diagonal matrix, then the additivity implies:

Qm,t,v,⇢(A) = Qm,t,v,⇢(�) = c ·
X

j

�
t
j = c · cht(A).

Since Q is determined by its values on diagonal matrices, we conclude:

Qm,t,v,⇢(E) = c(m, t, ⇢) cht(E)

where the normalizing constant does not depend on the dimension v. There-
fore, we expand am in terms of cht(E) to express

am(x,E) =
X

4s+2t=m

Pm,s ^ cht(E) for Pm,s 2 Pm,4s,4s.

17



We complete the proof of the theorem by identifying Pm,s = Ls by the Hirze-
bruch signature formula. Hence, we have reduced the proof of the theorem
to the case v = 1.

Now, we prove by induction on m; The above lemma establishes this
theorem if m = 2. Suppose m ⌘ 0 mod 4. If we take E to be the trivial
bundle, then if 4k = m

am(x, 1) = Lk = Pm,k

follows from the Hirzebruch signature formula. Then, we may assume 4s < m

in computing Pm,s. Let M = M1⇥S
2 and let E = E1⌦E2 where E1 is a line

bundle overM1 and where E2 is a line bundle over S2 such that
R
S2 c1 (E2) = 1

constructed in the example 13. We take the product connection on E1 ⌦ E2

and decompose:
^+

(E) =
^+

(E1)⌦
^+

(E2)�
^�

(E1)⌦
^�

(E2)
^�

(E) =
^�

(E1)⌦
^+

(E2)�
^+

(E1)⌦
^�

(E2)

The decomposition of the Laplacians yields

ind (d+ d
⇤)+E = ind (d+ d

⇤)+E1
ind (d+ d

⇤)+E2

= ind (d+ d
⇤)+E1

.

Also, since the signatures are multiplicative, the local formulas are multi-
plicative that

am(x,E) =
X

p+q=m

ap (x1, E1) aq (x2, E2)

and the fact ap = 0 for p < m1 and aq = 0 for q < m2. Thus we conclude:

am(x,E) = am1 (x1, E1) am2 (x2, E2) ,

where m2 = 2 and m1 = m� 2. Besides, we use the identity:

ch (E1 ⌦ E2) = ch (E1) ch (E2)

to conclude

ind (d+ d
⇤)+E1

= ind (d+ d
⇤)+E

=

(
X

4s+2t=m�2

Z

M1

Pm,s ^ cht (E1)

)Z

M2

ch1 (E2)

=
X

4s+2t=m�2

Z

M1

Pm,s ^ cht (E1) .

Also, Pm,s = Pm�2,s for 4s  m � 2. Therefore, by induction, Pm�2,s = Ls

and we complete the proof of the theorem.
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5 Toward the Atiyah–Singer Index Theorem

In this section, we shall discuss the Atiyah-Singer theorem for an elliptic
operator by interpreting the index as a map in K-theory. Let P : C1 (E1) !
C

1 (E2) be an elliptic complex with leading symbol �P (x, ⇠) : S (T ⇤
M) !

Hom (E1, E2). We let ⌃ (T ⇤
M) be the fiberwise suspension of the unit sphere

bundle S (T ⇤
M). We form the disk bundles D±(M) over M corresponding

to the northern and southern hemispheres of the fiber spheres of ⌃ (T ⇤
M).

We define ⇧+(⌃�P ) by the bundle E+
1 [E

�
2 over the disjoint union D+(M)[

D�(M) attached using the clutching function �P (x, ⇠) over their common
boundary S (T ⇤

M). If E1 is a rank k bundle, then ⇧+(⌃�P ) is a rank k

bundle on ⌃ (T ⇤
M). Then, the Atiyah–Singer Index Theorem states that

Theorem 16 (Index theorem). Let P : C1 (E1) ! C
1 (E2) be an elliptic

operator. Let Td(M) = Td(TM ⌦C) be the Todd class of the complexifica-
tion of the real tangent bundle. Then,

ind(P ) = (�1)dimM

Z

⌃(T ⇤M)

Td(M) ^ ch (⇧+(⌃�P )) .

Remark that the additional factor of (�1)dimM could have been avoided if
we changed the orientation of ⌃ (T ⇤

M).

The first step of the proof is to reduce to the case dimM = m even and
M orientable. If m is odd. We can take Q : C1 (S1) ! C

1 (S1) to be an
elliptic operator with index +1. Then, we form the operator R = P ⌦Q and
thus reduce to the even-dimensional case. If M is not orientable, consider
M

0 to be the orientable double cover of M . Then, we can reduce the proof
to the orientable manifolds.

Before the next step, we recall the topological K-ring and the Chern
character on it. Let X be a compact Hausdor↵ topological space. The
Grothendieck group K (X) is the free abelian group generated by all complex
vector bundles on X modulo short exact sequences. Besides, the tensor
product of bundles induces a commutative ring structure on K(X). An
important cohomological invariant is the Chern character ch : K (X) !
H

⇤ (X;Q) which is a ring homomorphism.
Next, we interpret the index of an elliptic operator to the C-valued map

on the K ring.

Lemma 17. There is a natural map ind : K (⌃ (T ⇤
M) ;C) ! C which is

linear so that ind(P ) = ind (⇧+(⌃�P )) if P : C
1 (E1) ! C

1 (E2) is an
elliptic operator over M with symbol �P .
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Proof. We simply define ind : Vect (⌃ (T ⇤
M)) ! Z so that ind (⇧+(⌃�P )) =

ind(P ) if P is an elliptic operator. Also, we have ⌃�P��Q = ⌃�P � ⌃�Q and
therefore ⇧+(⌃�P��Q) = ⇧+(⌃�P ) � ⇧+(⌃�Q). Moreover, we have ind(P �
Q) = ind(P ) + ind(Q). Thus, we extend the map to ind : K (⌃ (T ⇤

M)) ! Z
to be Z-linear. Finally, tensoring with C to extend ind : K (⌃ (T ⇤

M) ;C) !
C.
Lemma 18. Let ⇡ : ⌃ (T ⇤

M) ! M be the natural projection map. If E 2
K (⌃ (T ⇤

M) ;C) can be written as ⇡⇤
E1 for E1 2 K(M ;C), then ind(E) = 0.

Thus, ind : K (⌃ (T ⇤
M) ;C) /K(M ;C) ! C.

Proof. If E = ⇡
⇤
E1, then the clutching function defining E is just the identity

map. Consequently, the corresponding elliptic operator P can be taken to
be a self-adjoint operator on C

1(E) which has index zero.

These two lemmas show that all the information contained in an elliptic
complex from the point of view of computing its index is contained in the
corresponding description in K-theory. Since the index map is linear, it
su�ces to prove the Atiyah–Singer Index Theorem on the generators given
by the twisted signature operator due to the following lemma:

Lemma 19. AssumeM is orientable and of even dimensionm. Let PE be the

operator of the twisted signature operator of E. The bundles
n
⇧+(⌃�PE

)
o

E2Vect(M)

generate K (⌃ (T ⇤
M) ;C) /K(M ;C) additively.

To prove this lemma, we need following lemmas:

Lemma 20. Let P : C1 �V+�! C
1 �V�� be the operator of the signature

operator. Let ! = chm/2 (⇧+(⌃�P )) 2 H
m (⌃ (T ⇤

M) ;C). Then, if !M is the
orientation class of M , we have

1. !M ^ ! gives the orientation of ⌃ (T ⇤
M).

2. If Sm is a fiber sphere of ⌃ (T ⇤
M), then

R
Sm ! = 2m/2.

Proof. Let (x1, . . . , xm) be an oriented local coordinate system on M so that
the {dxj} are orthonormal at x0 2 M . If ⇠ = (⇠1, . . . , ⇠m) are the dual fiber
coordinates for T ⇤

M , then:

�P (⇠) =
X

j

p
�1⇠j (c (dxj))

gives the symbol of d+d
⇤, where c(·) denotes the Cli↵ord multiplication. We

let ej =
p
�1c (dxj); these are self-adjoint matrices such that ejek + ekej =

2�jk. The orientation class is defined by:

✏ =
p
�1

m/2
c (dx1) . . . c (dxm) = (�

p
�1)m/2

e1 . . . em
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The bundles
V± are defined as the ±1 eigenspaces of ✏. Consequently,

⌃�P (⇠,t) = t✏+
X

⇠jej

Therefore, when S
m is given its natural orientation. by lemma 14, we have

Z

Sm

chm/2 ⇧+(⌃�P ) =
p
�1

m/2
2�m/2 tr (✏e1 . . . em)

=
p
�1

m/2
2�m/2 tr

⇣
✏
p
�1

m/2
✏

⌘

= (�1)m/22�m/2 tr(I) = (�1)m/22�m/22m

= (�1)m/22m/2

Besides, Sm is in fact given the orientation induced from the orientation on
⌃ (T ⇤

M) and on M . At the point (x, 0, . . . , 0, 1) in T
⇤
M � R the natural

orientations are:

of X :dx1 ^ · · · ^ dxm

of ⌃ (T ⇤
M) :dx1 ^ d⇠1 ^ · · · ^ dxm ^ d⇠m

= (�1)m/2
dx1 ^ · · · ^ dxm ^ d⇠1 ^ · · · ^ d⇠m

of Sm :(�1)m/2
d⇠1 ^ · · · ^ d⇠m

Thus, with the induced orientation, the integral becomes 2m/2 and the lemma
is proved.

Consequently, ! provides a cohomology extension and we conclude the
following lemma:

Lemma 21. Let ⇢ : ⌃ (T ⇤
M) ! M where M is orientable and even dimen-

sional. Then,

1. ⇢
⇤ : H⇤(M ;C) ! H

⇤ (⌃ (T ⇤
M) ;C) is injective.

2. If ! is as defined in Lemma 20, then we can express any ↵ 2 H
⇤ (⌃ (T ⇤

M) ;C)
uniquely as ↵ = ⇢

⇤
↵1 + ⇢

⇤
↵2 ^ ! for some ↵i 2 H

⇤(M ;C).
Since ⇢

⇤ is injective, we shall drop it and regard H
⇤(M ;C) as being a

subspace of H⇤ (⌃ (T ⇤
M) ;C).

The Chern character gives an isomorphism K(M ;C) ' H
even(M ;C).

When we interpret Lemma 21 in K-theory, we conclude that we can decom-
pose K (⌃ (T ⇤

M) ;C) = K(M ;C) � K(M ;C) ⌦ ⇧+(⌃�P ). ch(E) generates
H

even(M ;C) asE ranges overK(M ;C). ThereforeK (⌃ (T ⇤
M) ;C) /K(M ;C)

is generated as an additive module by the twisted signature operator with
coe�cients in bundles over M . ⇧+ (⌃PE) = E ⌦⇧+(⌃P ) if PE is the symbol
of the twisted signature operator on E. This proves the lemma 19 and hence
Atiyah–Singer Index Theorem.
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6 Original Proof Atiyah–Singer Index Theo-

rem

Setting and statement First, we recall the topological K-ring and the
Chern character on it. Let X be a compact Hausdor↵ topological space.
The Grothendieck group K (X) is the free abelian group generated by all
complex vector bundles on X modulo short exact sequences. Besides, the
tensor product of bundles induces a commutative ring structure on K(X).
An important cohomological invariant is the Chern character ch : K (X) !
H

⇤ (X;Q) which is a ring homomorphism.
For two vector bundlesE,F on a topological space Y with an isomorphism

� on a suitable subspace Y0, we can define a di↵erence element

d(E,F,�) 2 K (Y/Y0) ,

where Y/Y0 is Y with Y0 pinched to a point by the following way. Let
I = [0, 1] and form the subspace

A = Y ⇥ 0 [ Y ⇥ 1 [ Y0 ⇥ I

of Y ⇥ I. On A, we define a complex vector bundle L by putting E on Y ⇥1,
F on Y ⇥0 and using � to join them along Y0⇥I. Then, d(E,F,�) is defined
to be the image of L in the following composition of maps:

K (A) ! K1 (Y ⇥ I/A) ⇠= K1 (S (Y/Y0)) ⇠= K (Y/Y0) ,

where K1 group is defined using vector bundles on a suspension of the space
andK0, K1 groups fits into an exact sequence similar to the relative homology
exact sequence.

We denote by B(M) the unit ball bundle of T ⇤ (M). Since an elliptic
operator P : C1 (E) ! C

1 (F ) gives an isomorphism between the sphere
bundles, it defines an element

d (p⇤E, p
⇤
F, �(D)) 2 K(B(M)/S(M)),

where p : B(M) ! M is the projection. Hence, P defines an element

ch d(E,F,�(P )) 2 H
⇤(B(M)/S(M);Q).

Also, using the Thom isomorphism

�⇤ : H
k(M ;Q) ⇠= H

m+k(B(M)/S(M);Q),
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we obtain finally the element

�
�1
⇤ ch d(E,F,�(P )) 2 H

⇤(M ;Q)

which we shall simply denote by ch(P ). Now, we can state the Atiyah–Singer
Index Theorem.

Theorem 22 (Atiyah–Singer Index Theorem). Let P : C1 (M,E) ! C
1 (M,F )

be an elliptic operator. Let Td(M) = Td(TM ⌦ C) be the Todd genus of
the complexification of the real tangent bundle. Then,

ind(P ) =

Z

M

Td(M) ch (P ) .

The group of elliptic symbols Let P : C1 (M,E) ! C
1 (M,F ) be an

elliptic operator with symbol � (P ). The index of P ind (P ) only depends on
the symbol � (P ). By definition, an elliptic operator gives an isomorphism
on the ⇡

⇤
E ! ⇡

⇤
F , where ⇡ : S (M) ! M is the projection from the sphere

bundle S (M) to M , we may regard the index as a function

indP : Iso (⇡⇤
E, ⇡

⇤
F ) ! Z

mapping the symbol � (P ) to ind (P ).
By the direct computation, it is easy to show that

1. ind (� (P )� � (P 0)) = ind (� (P )) + ind (� (P 0)).

2. ind (� (P )⌦ � (P 0)) = ind (� (P )) · ind (� (P 0)).

3. ind (� (P )) = 0 if � (P ) : ⇡
⇤
E ! ⇡

⇤
F extends to an isomorphism

p
⇤
E ! p

⇤
F on ball bundle B (M), where p : B (M) ! M is the

projection.

Let us define an equivalence relation on the set of all elliptic symbols by
� ⇠ �

0 if there exist ↵i(i = 1, 2, 3, 4) which extend to B(X) such that

�
0 � ↵1 = ↵2 (� � ↵3)↵4

and denote the set of equivalence classes by Ell(M). It is an abelian semi-
group under � and (i)-(iii) above show that ind induces a homomorphism

ind : Ell(M) ! Z.

The function µ defined by

µ(�) =

Z

M

ch(�) Td (M)
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defines another homomorphism

µ : Ell(M) ! Q.

Then, Atiyah–Singer Index Theorem asserts that µ = ind.
Now, the first key step in the proof is to determine Ell(M).

Proposition 23. Ell(M) is an abelian group and the tensor product makes
it into a K(X)-module. If dimM is even, D0 denotes the operator d + d

⇤ :V+
T

⇤
M !

V�
T

⇤
M , and �0 = � (D0) then Ell(M)/K(M)�0 is a finite

group.

This is proved by showing that1 Ell(M) ⇠= eK(B(M)/S(M)), then apply-
ing the Chern character and observing that ch (�0) is an invertible element
of H⇤(X;Q).

Proposition 23 reduces us to checking that ind (E ⌦ �0) = µ (E ⌦ �0) for
all vector bundles E on M . We will write

µ (E ⌦ �0) = µ(M,E), ind (E ⌦ �0) = ind(M,E)

to emphasize the base manifold M since we will change the base manifold in
the later proof.

Cobordism If E = 1 is the trivial vector bundle, then the equality µ(M, 1) =
ind(M, 1) is just the untwisted signature formula. Now, we introduce the
equivalence relation of cobordism on pairs (M,E) where M is a smooth com-
pact oriented manifold of even dimension and E is a complex vector bundle
on M :

(M1, E1) ⇠ (M2, E2)

if there exists a smooth compact oriented manifold Y with boundary @Y =
M1[(�M2). (�M2 denotes X2 with the opposite orientation) and a complex
vector bundle U on Y with U |Mi

⇠= Ei. Then, the set of cobordism classes
forms an abelian group under the disjoint union operation as the the additive
operator. We denote this group by A. Then, the second key step in the proof
of Atiyah–Singer Index Theorem is:

Proposition 24. If (M,E) ⇠ 0 in A, then µ(M,E) = 0 and ind(M,E) = 0.

This proof is highly based on the knowledge of singular integral operators
on manifolds (cf.[See61]). If T is a singular integral operator from E to F ,
then we can define the symbol of T , � (T ) : Int (E,F ) ! Hom (⇡⇤

E, ⇡
⇤
F )

1 eK denotes the “reduced” group of K.
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given by a Fourier transform. Also, the symbol map on singular integral
operators is surjective. The key point in the proof is to find a singular integral
operator such that its symbol is the symbol of twisted Dirac operator.

sketch of proof. Let @Y = M and U |M = E. On Y , the elliptic di↵erential
operator D = ⇤d + d⇤ operates (choose a Riemannian connection r on E)
on the vector bundle

P
k

V2k
T

⇤
Y ⌦ E. Then, D2 = 1 on M and thus along

the boundary M , this vector bundle splits into E1 ⌦ E and E2 ⌦ E as we
discussed in the twisted Dirac operator. Then,

Du = 0, u|M 2 E1 ⌦ E

Du = 0, u|M 2 E2 ⌦ E

are well-posed boundary problems in the sense of [ADN59] which give rise to
a singular integral operator T on M (see [AD62]) such that ind(T ) = 0, and
�(T ) = E ⌦ �0.

Now, by the following generalized Thom isomorphism theorem, we can
determine A⌦Q.

Proposition 25. A ⌦ Q is the polynomial algebra generated by
�
CP2i

, 1
�
,

i = 1, 2, . . ., and (S2j
, Vj), j = 1, 2, . . ., where Vj 2 K (S2j) has chj (Vj) a

generator of H2j (S2j;Z) ✓ H
2j (S2j;Q).

To complete the proof of Atiyah–Singer Index Theorem, for dimM even,
we therefore need only check that µ = � on the generators of A⌦Q. In fact,
one can prove that both µ and � are multiplicative, i.e., that

µ (M1, E1) · µ (M2, E2) = µ (M1 ⇥M2, E1 ⌦ E2)

and similarly

ind (M1, E1) · ind (M2, E2) = ind (M1 ⇥M2, E1 ⌦ E2) .

Using this one is finally reduced to checking the following:

1. The Hirzebruch signature of CP2n is equal to 1.

2. The Euler number of S2n is 2.

By using the multiplicative property of the index the case of an odd-dimensional
M can be reduced to that of the even-dimensional manifold M ⇥ S

1.
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CONSTRUCTION OF 28 DIFFERENTIAL STRUCTURES ON S7

YU-TING HUANG

Introduction

We have seen how Milnor construced exotic 7�spheres in class. In this report, our main

goal is to give a explicit construction of all 28 di↵erential structures on S7. The first

part introduces the results on group of homotopy spheres done by Kervaire and Milnor

[6], which gives us a di↵erent understanding toward di↵eomorphism class of topological

sphere. In the second part, we will follow Brieskorn’s work [1]. He considers a series of

hypersurfaces and constructs all di↵erential structures on S7 with some of them.

1. Group of homotopy spheres

In this section, we will go through several results about groups of homotopy sphere

(from [6]). From now on, all manifolds are compact, oriented and C1�di↵erentiable.

Definition 1.1. Two closed n�manifolds M1 and M2 are h-cobordant if the disjoint

sum M1 + (�M2) = @W is the boundary of some manifold W , where both M1 and

(�M2) are deformation retracts of W . Clearly, it is an equivalence relation.

Definition 1.2. For two connected manifoldsM1 andM2, choose imbeddings i1 : Dn !
M1 and i2 : Dn ! M2. The connected sum of M1 and M2 is obtained from the disjoint

sum (M1 � i1(0)) + (M2 � i2(0)) by identifying i1(tu) = i2((1� t)u) for each u 2 Sn�1.

Denote it by M1#M2. It can be shown that the connected sum is independent of the

choice of i1, i2.

Remark 1.3. Let W1 and W2 are (n+ 1)� manifolds with connected boundaries. We

can construct a manifold W such that @W = @W1#@W2 with the following technique.

Let Hn+1 = {x 2 R
n+1||x|  1, x0 � 0} be the half-disk and Dn = {x 2 Hn+1|x0 = 0}.
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Choose imbeddings

iq : (H
n+1, Dn) ! (Wq, @Wq),

so that i2 � i�1
1 reverse the orientation. Define W from

(W1 � i1(0)) + (W2 � i2(0)), q = 1, 2

by identifying i1(tu) = i2((1�t)u) for t 2 (0, 1), u 2 Sn\Hn+1. ThenW ia a di↵erential

manifold with @W = @W1#@W2. We denote (W, @W ) = (W1, @W1)#(W2, @W2).

Both this operator and connected sum are additive under taking signature.

Theorem 1.4. (⇥n,#) is a group.

We prove the following lemmas first.

Lemma 1.5. Let M1,M 0
1 and M2 be closed and simply connected. If M1 ⇠ M 0

1 then

M1#M2 ⇠ M 0
1#M2.

Proof. We may assume n � 3. Let i2 : Dn ! M2 and M1 + (�M 0
1) = @W1, where

M1 and (�M 0
1) are deformation retracts of W1. Choose p 2 M1, p0 2 M 0

1, and an arc

A ⇢ W1 connecting p and p0 so that a tubular neighborhood of A is di↵eomorphic to

R
n ⇥ [0, 1]. Thus, we have the imbedding

i : Rn ⇥ [0, 1] ! W1,

where i(Rn ⇥ {0}) ⇢ M1, i(Rn ⇥ {1}) ⇢ M 0
1 and i({0}⇥ [0, 1]) = A. Define W from

(W1 � A) + (M2 � i2(0))

by identifying i(v, s) = i2(
v
|v| � v)⇥ {s} for each v 2 Dn � {0} and s 2 [0, 1]. Then

M1#M2 + (�(M 0
1#M2)) = @W.

It remains to show M1#M2 and �(M 0
1#M2) are deformation retracts of W . By the

Mayer-Vietoris sequence, it su�ces to show that the inclusion M1 � {p} ! W � A is

a homotopy equivalence. Since n � 3, M 0
1 � {p0} and W1 � A are simply connected.

Consider the homology exact sequence from the pair (M1,M1 � p) to (W1,W1 � A).

Since M1 is a deformation retract of W1,

Hk(M1)
⇠! Hk(W1).
2



Combined with

Hk(M1,M1 � p)
⇠! Hk(W1,W1 � A),

we have

Hk(M1 � p)
⇠! Hk(W1 � A).

Thus, M1 � {p} ! W � A is a homotopy equivalence. ⇤

Lemma 1.6. Let M be a simply connected manifold. Then M ⇠ Sn if and only if M

bounds a contractible manifold.

Proof. Suppose M ⇠ Sn with M + (�Sn) = @W . Obtain W 0 by filling in Dn+1. Then

@W 0 = M . Since Sn is a deformation retract of W and Dn+1 is contractible, W 0 is

contractible.

Conversely, suppose M = @W 0 with W 0 contractible. Obtain W by removing the

interior of an imbedded disk. W is simply connected and @W = M + (�Sn) . Map the

homology exact sequence of the pair (Dn+1, Sn) into that of the pair (W 0,W ). Since

Dn+1 and W 0 are contractible, we can apply the same argument Lemma 1.5 and obtain

that Sn is a deformation retract of W . By Poincaré duality,

Hk(W,M) ' Hn+1�k (W,Sn) = 0.

Then Hk(M)
⇠! Hk(W ), hence M is a deformation retract of W . ⇤

Proof of Theorem 1.4. From Seifert-Van Kampen theorem, the connected sum of

two n�homotopy spheres is still an n�homotopy sphere. Note that |⇥1| = |⇥2| = 1,

so we may assume n � 3.

• By Lemma 1.5, # is well-defined on ⇥n.

• Sn is the identity:

For any n�manifold M , take i2 : Dn ⇠! Sn � {N}, it is easy to see that M#Sn

is di↵eomorphic to M . Thus Sn is an identity of ⇥n.
3



• �M is the inverse of M in ⇥n:

By Lemma 1.6, it su�ces to show that M#(�M) bounded a contractible man-

ifold. Define W from
✓
M � i

✓
1

2
Dn

◆◆
⇥ [0, ⇡] + Sn�1 ⇥H2

by identifying

(i(tu), ✓) = (u, ((2t� 1) sin ✓, (2t� 1) cos ✓))

for each 1
2 < t  1, 0  ✓  ⇡. Then W is a contractible di↵erentiable manifold

with @W = M#(�M).

• Associativity and commutativity of ⇥n are clear. ⇤

From Theorem 1.7 and Theorem 1.8, we will see that ⇥n is the set of all di↵eomorphism

classes on topological n�sphere, when n � 5.

Theorem 1.7. (Generalized Poincaré conjecture) Every homotopy n�sphere, n 6= 3, 4,

is homeomorphic to Sn. (See [11])

Theorem 1.8. Two homotopy n�sphere, n 6= 3, 4, are h�cobordant if and only if they

are di↵eomorphic. (See [12])

Definition 1.9. A smooth manifoldM is parallelizable if TM is trivial and is s�parallelizable

if TM � ✏ is trivial, where ✏ is the trivial line bundle over M.

Theorem 1.10. Homotopy spheres are s�parallelizable.

Proof. Since the case we concern about is n = 7, we will only prove the simpler case

n ⌘ 3, 5, 6, 7 (mod 8). For the cases remained, see Theorem 3.1 [6].

Let ⌃ be homotopy n�sphere. By Theorem 1.7, ⌃ is a topological n�sphere. We can

trivialize T⌃ on both hemisphere. This overlap part induces a map f : Sn�1 ! SO(n).

It su�ces to show that

Sn�1 f! SO(n) ,! SO(n+ 1)
4



is null-homotopic. By Bott’s computation [2], the stable group ⇡n�1(SO) = 0 when

n ⌘ 3, 5, 6, 7 (mod 8). Moreover, from the homotopy exact sequence of fibration

SO(n+ k) SO(n+ k + 1)

Sn+k

, we have ⇡n�1SO(n+ 1) = ⇡n�1SO(n+ k) for all k � 1.

Therefore, ⌃ is s�parallelizable. ⇤

We have proved the following theorem in class.

Theorem 1.11. Let M be a n�dimensional submanifold of Sn+k, k > n, then M is

s�parallizable if and only if the normal bundle is trivial. Moreover, a connected man-

ifold with nonempty boundary is s�parallelizable if and only if it is parallelizable.

We define a subgroup bPn+1 ⇢ ⇥n as follows. A homotopy n�sphere M represents

an element of bPn+1 if and only if M is the boundary of a parallelizable manifold. We

have shown that parallizable is invariant under h�cobordism in class.

Definition 1.12. LetX, Y be manifolds and i : X ,! Y be an imbedding. Consider the

imbedding ◆ : X ,! R
n+k. By tubular neighborhood theorem, we can factor through ◆

as the zero section imbedding to NXY followed by an imbedding into R
n+k.

X R
n+k

NXY

j

We consider the following sequence of maps

NXY R
n+k (Rn+k)+ ' Sn+k T (NXY ) ' D(NXY )/S(NXY )

X

j t

, where t sends points in the image of the disk bundle of NXY under j to their preimages

in the disk bundle and other points in Sn+k to the point made by collapsing the sphere
5



bundle. i.e. the base point of T (NXY ). t is called Pontryagin-Thom construction.

For homotopy n�sphere M , by Theorem 1,10, M is s�parallelizable and by Theorem

1.11, the normal bundle of M in Sn+k is trivial. For a field of normal k�frame ', the

Pontryagin-Thom construction yields a map

p(M,') : Sn+k ! Sk.

The homotopy class of p(M,') is an element in ⇡n+k(Sk). Denote p(M) = {p(M,')} ⇢
⇡n+k(Sk). From now on, we choose k � n + 2, then ⇡n+k(Sk) is stable and denote

⇧n = ⇡n+k(Sk).

Lemma 1.13. The subset p(M) ⇢ ⇧n contains the zero element of ⇧n if and only if

M bounds a parallelizable manifold.

Proof. Suppose M = @W with W is parallizable, then the imbedding i : M ! Sn+k

can be extended to W ! Dn+k+1. Let  be the normal k�frame of W and � =  |M .

Then p(M,�) : Sn+k ! Sk extends over Dn+k+1. Thus, p(M,�) = 0 2 ⇧n

Conversely, suppose p(M,�) = 0. Then there exists W such that @W = M and �

extends to a normal frames over W . By Theorem 1.11, W is parallelizable. ⇤

Lemma 1.14. If M and M 0 are s�parallelizable then

p(M) + p(M 0) ⇢ p(M#M 0) ⇢ ⇧n.

Proof. Consider M ⇥ [0, 1] and M 0 ⇥ [0, 1]. Apply the construction in Remark 1.3 to

glue only M ⇥ {1} and M 0 ⇥ {1} instead. Then we can construct a manifold W with

boundary (M#M 0) + (�M) + (�M 0).

Choose an imbedding W ,! Sn+k such that M#M 0 goes to Sn+k ⇥ {1} and (�M) +

(�M 0) goes to Sn+k ⇥ {0}. For ','0, normal frame on (�M) and (�M 0), it can be

extended to a normal frame on W . So p(M,') + p(M 0,'0) 2 p(M#M 0). ⇤
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Lemma 1.15. p(Sn) ⇢ ⇧n is a subgroup. For any ⌃ 2 ⇥n, p(⌃) is a coset of p(Sn).

Thus, ⌃ 7! p(⌃) defines the homomorphism p0 : ⇥n ! ⇧n/p(Sn).

Proof. For the first statement, apply Lemma 1.13 to Sn#Sn = Sn, then we get

p(Sn) + p(Sn) ⇢ p(Sn#Sn) = p(Sn),

Also, apply Lemma 1.13 to Sn#⌃ = ⌃ and ⌃#(�⌃) = Sn, then we find that p(⌃) is a

coset of p(Sn). ⇤

By Lemma 1.13, the kernel of p0 consists exactly all M 2 ⇥n which bounded a paral-

lelizable manifold. Then bPn+1 is a subgroup of ⇥n and ⇥n/bPn+1 is isomorphic to a

subgroup of ⇧n/p(Sn).

Remark 1.16. From [4] p(Sn) can be discribed as the image of Hopf-Whitehead ho-

momorphism Jn : ⇡n(SO(k)) ! ⇡n+k(Sk). We will not give the details here. ⇧n/p(Sn)

can be computed explicitly. In particular ⇧7/p(S7) = 0.

Thus, we have ⇥7 = bP8. This result will help us to construct the di↵erential structures

on S7 later.

In the following, we will consider 4m�manifolds M bounded by a homotopy (4m �
1)�sphere ⌃. We denote �m as the positive generator of signatures of all s�parallelizable

M0 bounded by S4m�1. We hope to use �(M) to characterize the h�cobordism class

of ⌃ in bP4m. Eventually, we have

Theorem 1.17. Let ⌃1 and ⌃2 be homotopy spheres of dimension 4m�1, m > 1, which

bound s�parallizable manifolds M1 and M2 respectively. Then ⌃1 is h�cobordant to

⌃2 if and only if

�(M1) ⌘ �(M2) (mod �m).

The key point of this theorem is a result in another Milnor’s work [8]. We will state it

below and sketch the proof of Theorem 1.17.
7



Definition 1.18. Let M be a n�dimensional manifold, n = p + q + 1 and ' : Sp ⇥
Dq+1 ! M be a di↵erential imbedding. Define M 0 from

(M � '(Sp ⇥ {0})) +Dp+1 ⇥ Sq

be identifying '(u, tv) = (tu, v) for u 2 Sp, v 2 Sq, t 2 (0, 1]. We say M 0 is obtained

from M by spherical modification.

Lemma 1.19. (from [8]) Let M be a parallelizable 4m-manifold with 4m > 4 bounded

by a homology sphere, then the homotopy group of M can be killed by a sequence of

spherical modification is and only if �(M) = 0.

Proof of Theorem 1.17.

Let �(M0) = �m. Suppose �(M1) = �(M2) + �(M0). By Remark 1.3, we construct

(M, @M) = (�M1,�@M1)#(M2, @M2)#(M0, @M0),

where @M = �⌃1#⌃2#S4m�1 = �⌃1#⌃2. Since

�(M) = ��(M1) + �(M2) + �(M0) = 0,

from Lemma 1.19, @M = �⌃1#⌃2 = 0.

Conversely, let W be an h�cobordism between �⌃1#⌃2 and S4m�1. Obtain M from

Gluing W to (�M1,�@M2)#(M2, @M2) along the common boundary �⌃1#⌃2. Then

M is s�parallelizable, bounded by S4m�1. Then

0 ⌘ �(M) = ��(M1) + �(M2) (mod �m).

⇤
By Theorem 1.17, we obtain that for n = 4m� 1, bP4m is a subgroup of a cyclic group

of order �m. In fact, we have bP4m = �m/8. (See [7])

In [5], Kervaire and Milnor gave a formula to compute �m.

�m = 22m�1(22m�1 � 1)Bmjmam/m,

whereBm is them�th Bernoulli number, jm is the order of the cyclic group Jk(⇡4m�1(SO))

and am equals 1 or 2 according asm is even or odd. In particular, form = 2 i.e. M 2 ⇥7,

�2 = 224 and |bP8| = 28.
8



2. The construction of element in ⇥7

In this section, we follow Brieskorn’s paper [1] to see the explicit construction of 28

di↵erential structure on S7.

Notation. Let a = (a1, . . . , an) be a n�tuple of integers with ai > 1. The following

are notations we will use in this section.

(1) Xa = X(a1, . . . , an) := {z 2 C
n|za11 + · · ·+ zann = 0}

(2) ⌃a = ⌃(a1, . . . , an) := X(a1, . . . , an) \ S2n�1.

(3) ⌅a(t) = {z 2 C
n|za11 + · · ·+ zann = t} . In particular, ⌅a := ⌅a(1).

(4) Ma(t) := ⌅a(t) \D2n and ⌃a(t) = ⌅a(t) \ S2n�1.

(5) Ga = G(a1, . . . , an) is a graph with vertices a1, . . . , an and there is an edge

connecting ai and aj if and only if gcd(ai, aj) > 1.

We will use ⌃a to construct the di↵erential structures on S7. For every k, one has

automorphism !k, the multiplication of k�th coordinate by ⇠k = e2⇡i/ak , on ⌅a. Denote

⌦a as the group generated by those !k.

⌦a =
Y

k

Zak

Let Ja = Z[⌦a] and Ia be the ideal of Ja generated by elements of the form 1 + !k +

· · ·+ !ak�1
k .

Lemma 2.1. The singular homologyHi(⌅a,Z) vanishes when i 6= 0, n�1, andHn�1(⌅a,Z) '
Ja/Ia.

Proof. We will construct a simplicail complex E such that E is a deformation retract

of ⌅a, then we can compute Hi(E ,Z) instead. Let

e = {(z1, . . . , zn) 2 ⌅a|zk 2 R�0},

which is homeomorphic to the standard simplex �n�1. Let

E = {(z1, . . . , zn) 2 ⌅a|zakk 2 R�0},

which is a simplicial complex consists of images of e under the action of ⌦a:

0 ! Jae !
M

i

Ja1,...,âi,...,an{@ie} !
M

i<j

Ja1,...,âi,...,âj ,...,an{@i@je} ! · · · ,

9



where Ja1,...,âj ,...,an = Z[
Q

k 6=j Zak ]. By computation, we can see that Hi(E ,Z) = 0 if

i 6= 0, n� 1. Let

e =
nY

k=1

(1� !k)e.

Then

Hn�1(E ,Z) = Jae = Ja/Ia.

It remains to show that E is a deformation retract of ⌅a. First, consider a complex

analytic hyperplane

X := {(⌘1, . . . , ⌘n) 2 C
n|
X

i

⌘i = 1},

Si = {⌘ 2 X|⌘i = 0}.

Construct a deformation retraction from the hyperplane system (X,S1, . . . , Sn) to the

simplicial system (�n�1, @1�n�1, . . . , @n�n�1): this can be done by combining the de-

formation retraction from complex to its real part and the deformation retraction on

�n�1 symbolized by the below figure (captured from [10]).

By the change of variables, zk = ⌘1/akk , we get a deformation retraction from E to ⌅a.

⇤

Remark 2.2. Hn�1(⌅a,Z) ' Ja/Ia is a free Z�module of rank
Qn

k=1(ak � 1).

Lemma 2.3. For n � 3, ⌅a is simply connected. (And therefore (n� 2)�connected).
10



Proof. From Lemma 2.1, we have E is a deformation retract of ⌅a, so it su�ces to

show that ⇡1(E2) is trivial. The vertices of E2 are psk = (0, . . . , ⇠sk, 0, . . . , 0), where ⇠k is

the primitive ak�th root of unity and 0  s  ak. There is exactly one edge connecting

pri , p
s
k for i 6= k and exactly one 2�simplex passing through triple pri , p

s
j , p

t
k for distinct

i, j, k. Then, the edge path connecting pri , p
s
j , p

t
k is homotopic to the edge connecting

pri , p
t
k, and the edge path connecting pr1i , pt1k , p

r2
i , pt2k is homotopic to the edge path con-

necting pr1i , psj , p
t2
k for some j 6= i, k. Both operations reduce the number of edges of the

path by 1. Therefore, one can convert every closed edge path in E2 into an obviously

zero homotopic path by repeatedly using them. So E2 and thus also ⌅a is simply con-

nected. ⇤

Consider ⌃a ⇢ S2n�1. By Poincaré duality and Alexander duality, we have

Hi�1(⌃a,Z) = H2n�2�i(⌃a,Z) ' Hi(S
2n�1 � ⌃a,Z).

Moreover, we have the homeomorphism ' : (S2n�1 � ⌃a)⇥ (0,1) ! C
n �Xa, where

'((z1, . . . , zn), ⌧) = (⌧ 1/a1z1, . . . , ⌧
1/anzn).

Therefore, S2n�1 � ⌃a is a deformation retract of Cn �Xa. To compute the homology

of ⌃a, it su�ces to look at Ya := C
n �Xa. Define p : Ya ! C

⇤ ' S1 by p(z1, . . . , zn) =

za11 + · · ·+ zann , which is a locally trivial bundle with fiber ⌅a(t).

Now, consider the action of the generator of ⇡1(C⇤) = ⇡1(S1) on Hn�1(⌅a,Z). The

action induces a family of di↵eomorphism on fibers ht : ⌅a ! ⌅a(eit), where

ht(z1, . . . , zn) = (!t
1z1, . . . ,!

t
nzn).

In particular, h2⇡ : ⌅a ! ⌅a by h2⇡(z1, . . . , zn) = (!1z1, . . . ,!nzn). This induces the

linear map ! =
Qn

k=1 !k on Hn�1(⌅a,Z). Denote the characteristic polynomial of the

linear map ! by �a(t).

Lemma 2.4.

�a(t) =
Y

0<ik<ak

(t� ⇠i11 · · · ⇠inn ), where ⇠k := e2⇡i/ak .

11



Proof. We can regard Ja/Ia as a tensor product ⌦n
k=1Vk, where Vk is a Z�module

spanned by !i
k. Then ! can be regarded as !1 ⌦ · · ·!n. For every ak�th root of unity

xk := ⇠ikk , 0 < ik < ak, the vector

ak�1X

r=0

xr
k!

r
k 2 Vk ⌦C

is an eigenvector of !k with eigenvalue x�1
k . Therefore,

nY

k=1

ak�1X

r=0

xr
k!

r
k 2 Ja/Ia ⌦C

is an eigenvector of ! with eigenvalue ⇠�i1
1 · · · ⇠�in

n . By calculating the dimension, we

can see that all eigenvectors are of this form, so

�a(t) =
Y

0<ik<ak

(t� ⇠i11 · · · ⇠inn ).

⇤
We have the exact sequence (see [9], p. 67)

· · · ! Hk�1(⌅a,Z)
!�1! Hk�1(⌅a,Z) ! Hk�1(Ya,Z) ! · · · .

Therefore, Hi(Ya,Z) vanishes when i 6= 0, 1, n � 1, n and it vanishes for i = n � 1, n if

and only if 1� ! is an isomorphism, that is

�a(1) = det(1� !) = ±1.

Lemma 2.5. For n � 4, ⌃a is at least (n� 3)�connected.

Proof. ⌃a is a deformation retract of Xa � {0}. Denote Xâ = {z 2 Xa|zn = 0}. The
inclusion Xa � Xâ ,! Xa � {0} induces the surjection ⇡1(X � Xâ) ! ⇡1(Xa � {0}).
Define q : Xa � Xâ ! C

⇤ by q(z) = zn, which is a fibration with fiber ⌅a(�zann ). By

Lemma 2.3 and the long exact sequence of homotopy group

0 = ⇡1(⌅a) ! ⇡1(Xa �Xâ) ! ⇡1(C
⇤) = Z ! ⇡0(⌅a) = 0,

we have ⇡1(Xa�Xâ) = Z. Therefore, ⇡1(⌃a) = ⇡1(Xa�{0}) is abelian. By the previous

argument on Hi(Ya,Z) and Hurewicz’s theorem,

⇡1(⌃a) ' H1(⌃a,Z) ' H2(Ya,Z) = 0
12



and for i  n� 3,

⇡i(⌃a) ' Hi(⌃a,Z) ' Hi+1(Ya,Z) = 0

⇤
Next, we formulate a condition of a component K ⇢ Ga:

K consists of an odd number of points and gcd(ai, aj) = 2 for every ai, aj 2 K. (⇤)

Theorem 2.6. If n > 3 and ak > 1 for every k, then the following are equivalent

(1) ⌃a is a topological sphere

(2) �a(1) = 1

(3) Ga fulfills one of the following conditions

(a) Ga has at least two isolated points

(b) Ga has one isolated point and there exists at least one K satisfying (⇤).

Proof. (1),(2): By Lemma 2.5, ⌃a is simply connected. By Theorem 1.7, ⌃a is a topo-

logical sphere if and only if ⌃a has the homology group of S2n�3. Since Hi�1(⌃a,Z) =

Hi(Ya,Z) = 0 for i 6= 0, 1, n�1, n, it su�ces to show that Hn�1(Ya,Z) = Hn(Ya,Z) = 0.

From the previous argument, Hn�1(Ya,Z) = Hn(Ya,Z) = 0 if and only if �a(1) = ±1.

From Lemma 2.4, �a(1) must be 1.

(2),(3): Also from Lemma 2.4,

�a(t) =
Y

d

�d(t),

where �d(t) is the cyclotomic polynomial and d runs through orders of ⇠i11 · · · ⇠inn . Note

that �qm(1) = q for every prime q and �d(1) = 1 if d is not a prime power. This implies

�a(1) = 1 if and only if for every i = (i1, . . . , in) with 0 < ik < ak, the order of ⇠
i1
1 . . . ⇠inn

is not a prime power.

Let K is a component of Ga. For convenience, write K = {a1, . . . , ar}. Let

(K) := |{(i1, . . . , ir)|0 < ik < ak, ⇠
i1
1 · · · ⇠irr = 1}|.

We see that (K) = 0 if and only if K is an isolated point or K satisfies the condition

(⇤).Moreover, there exists at least two componentsK1 andK2, with (K1) = (K2) = 0

if and only if the order of ⇠i11 . . . ⇠inn is not a prime power for every i = (i1, . . . , in) with
13



0 < ik < ak. Thus, (2) and (3) are equivalent. ⇤

Next, define

⌃a(t) = ⌅a(t) \ S2n�1 and Ma(t) = ⌅a(t) \D2n,

where D2n = {z 2 C
n||z|  1}.

When |t| is small enough, Ma(t) is a di↵erentiable manifold with boundary ⌃a(t).

Furthermore, when |t| is small enough, Ma(t) has a trivial normal bundle in C
n. Then

by Theorem 1.11, Ma(t) is parallelizable. Lastly, from [3] (Also, see the lecture notes in

class, Problem 5.16), we have ⌃(a1, . . . , an) is di↵eomorphic to ⌃a(t) when |t| is small

enough.

From now on, we choose a small enough t0 such that all above statements are satisfied,

and denote Ma = Ma(t0). Then we can summarize that

Lemma 2.7. Ma is a bounded parallelizable manifold, where @Ma is di↵eomorphic to

⌃a. Ma � @Ma is di↵eomorphic to ⌅a.

Theorem 2.8. For odd n � 5, let ⌃ (a1, . . . , an) be a topological sphere. Then the

di↵eomorphism type of ⌃a is determined by � (Ma). We have

� (Ma) = �+
a � ��

a ,

where �+
a = the number of n-tuples of integers

j = (j1, . . . , jn) , 0 < jk < ak

with

0 <
nX

k=1

jk
ak

< 1 (mod 2)

and ��
a = the number of n-tuples of integers (j1, . . . , jn) with

�1 <
nX

k=1

jk
ak

< 0 (mod 2).

Proof. Use the same notation as in Lemma 2.4. Let

vi =
nY

k=1

ak�1X

r=0

xr
k!

r
k and vj =

nY

k=1

ak�1X

r=0

yrk!
r
k,

14



where xk = ⇠ikk and yk = ⇠jkk , be eigenvectors on Hn�1(⌅a,C) = Ja/Ia ⌦ C. Then the

intersection number

hvi, vji = (�1)(n�1)(n�2)/2(1� x1 · · · xn)
Y

k

(1� x�1
k )

Y

k

(1 + xkyk + · · ·+ (xkyk)
ak�1).

This implies hvi, vji 6= 0 if and only if ik + jk = ak for every k. Therefore, vj + va�j and

i(vj � va�j) form an orthogonal basis for Ja/Ia ⌦R, where

hvj + va�j, vj + va�ji = hi (vj � va�j) , i (vj � va�j)i = 2 hvj, va�ji

It remains to prove that hvj, va�ji > 0 if and only if 0 <
Pn

k=1
jk
ak

< 1 (mod 2), and

hvj, va�ji < 0 if and only if �1 <
Pn

k=1
jk
ak

< 0 (mod 2).
⇣Y

a�1
k

⌘
hvj, va�ji = (�1)

n�1
2

⇣Y�
1� x�1

k

�
+
Y

(1� xk)
⌘

= 2Re(�1)
n�1
2

Y
(1� xk)

= 2Re(�1)
n�1
2

Y✓
�2ie

⇡i
jk
ak sin ⇡

jk
ak

◆

= 2Re

✓
�e

⇡i
⇣
1
2+⌃

jk
ak

⌘ Y
2 sin ⇡

jk
ak

◆

Since sin ⇡ jk
ak

is always positive, by discussing the exponential term, the result follows.

⇤

Corollary 2.9. Take n = 5 and a = (3, 6k � 1, 2, 2, 2), ⌃a(t0) is a topological 7 sphere

and

�(Ma) = 8k.

Proof. The first statement follows from Theorem 2.6. We compute the �(Ma) by

Theorem 2.8.

Note that j1 = 1 or 2 and j3 = j4 = j5 = 1. Then

5X

k=1

jk
ak

=
j1
3
+

j2
6k � 1

+
3

2
.

If j2 = 1,
5X

k=1

jk
ak

=
1

3
+

j2
6k � 1

+
3

2
⌘ j2

6k � 1
� 1

6
(mod 2).
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Then 0 <
P5

k=1
jk
ak

< 1 (mod 2) if and only if k  j2  6k � 2 and �1 <
P5

k=1
jk
ak

<

0 (mod 2) if and only if 1  j2  k � 1.

If j2 = 2,
5X

k=1

jk
ak

=
2

3
+

j2
6k � 1

+
3

2
⌘ j2

6k � 1
+

1

6
(mod 2).

Then 0 <
P5

k=1
jk
ak

< 1 (mod 2) if and only if 1  j2  5k � 1 and �1 <
P5

k=1
jk
ak

<

0 (mod 2) if and only if 5k � 1  j2  6k � 2.

We conclude that �+
a = 10k � 2, ��

a = 2k � 2 and �(Ma) = 8k. ⇤

We conclude that ⌃a(t0) with a = (3, 6k � 1, 2, 2, 2) are topological 7�sphere which

bounds parallizable manifolds Ma. Apply Theorem 1.17, where �2 = 224, ⌃a(t0) with

a = (3, 6k � 1, 2, 2, 2), k = 1, . . . , 28 are all di↵erential structures on S7.
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Kazdan-Warner Problem for Surfaces

Po-Sheng Wu

1 Introduction

Main Problem. (Kazdan-Warner) Given (M, g) a compact Riemmanian
manifold without boundaries, and a function eR 2 C

•(M), is there any
comformal metric eg = e

2u
g, such that the scalar curvature with respect to

eg is exactly eR?

In this note, we deal with the case of surfaces (n = dim M = 2)

Observation. In the case dim M = 2, we have R = 2K and eR = 2eK,
where K is the sectional curvature (Gaussian curvature). By Gauss-Bonnet
theorem, Z

M

Kdµ =
Z

M

e
2u eKdµ = 2pc(M),

thus we have the necessary condition:

1. If c(M) < 0, then eK is negative at some point.

2. If c(M) = 0, then either eK ⌘ 0 or eK changes sign.

3. If c(M) > 0, then eK is positive at some point.

However these conditions are in general not sufficient.
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Conformal changes of curvatures. Under local coordinate, we have

eGk

ij
=

1
2
egkl(

∂egil

∂xj
+

∂egjl

∂xi
�

∂egij

∂xl
)

= Gk

ij
+

1
2
(dik

∂u

∂xj
+ djk

∂u

∂xi
� gijg

kl ∂u

∂xl
),

eRij =
∂eGt

ij

∂xt
�

∂eGt

it

∂xj
+ eGs

ij
eGt

st � eGs

it
eGt

sj

= Rij � (4u)gij, (n = 2)
eR = egij eRij = e

�2u(R � 24u)

Thus Kazdan-Warner problem for surfaces is equivalent to solving the fol-
lowing PDE on M.

4u � K + e
2u eK = 0. (1)

2 Case I: c(M) < 0
We may try to study this case by sub- and sup- solution method.

Proposition 2.1. On a compact Riemannian manifold (M, g), consider the
semilinear PDE 4u + f (x, u) = 0, where f 2 C

•(M ⇥ R). If there exists
f, y 2 C

2(M), such that f  y and

4f + f (x, f) � 0, 4y + f (x, y)  0,

(We call f and y a sub-solution and a sup-solution for the PDE respec-
tively.) Then there exists u 2 C

• s.t. f  y and (1) holds.

Proof. Since M is compact, we can choose A, c > 0 such that �A < f 
y < A and ct + f (x, t) increasing in t 2 [�A, A]. We rewrite (1) into

Lu = F(x, u),

where L is an elliptic operator defined by Lu , �4u + cu, and F(x, u) ,
ct + f (x, t). By maximum principle (looking at the minimum), we can see
that L is a ”positive” operator, in the sense Lu � 0 ) u � 0, or equiva-
lently, Lu1 � Lu2 ) u1 � u2.

On the other hand, we have the following result of Schauder estimate:
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Proposition 2.2. As an operator L : C
2,a ! C

0,a between Holder spaces
(a 2 (0, 1)), L has a compact inverse L

�1.

Consider two sequences of sub- and sup- solutions {fk}, {yk} given by

f0 = f, fk+1 = L
�1(F(x, fk))

y0 = y, yk+1 = L
�1(F(x, yk))

We inductively show that f < f1 < f2 < · · · < y2 < y1 < y. First,
notice that Lfk+1 = F(x, fk) � Lfk, so fk  fk+1 by positiveness of L.
Now if fk  yk, then

Lfk+1 = F(x, fk)  F(x, yk) = Lyk+1,

thus fk+1  yk+1 again by positiveness of L.

Thus we have pointwise convergence

{fk} ! u, {yk} ! u, f  u  u  y.

Since fk, yk, Lfk, Lyk are all bounded, using the following L
p-estimate, we

can show that {fk}, {yk} are bounded in the Sobolev space W
2,p for p > n:

Proposition 2.3. For u 2 W
2,p(M) with p > 1, we have the following

inequality1:
kuk

W2,p  C(kukLp + k4ukLp)

for some constant C > 0.

Hence by Sobolev embedding theorem2, {fk}, {yk} are also bounded
in C

1,a with a = 1 � n

p
. As a result, {fk}, {yk} converges in C

1,a to u, u

respectively, and
Lu = F(x, u), Lu = F(x, u),

and then by elliptic regularity theorem, u, u are smooth solutions to (1).

1Theorem 9.13 of [2]
2Theorem 7.26 of [2]
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Now we may apply the method to the problem (n = dim M = 2)

Corollary 2.4. In the case of c(M) < 0, if (1) has a sup-solution y in C
2,

then it has a smooth solution.

Proof. We only have to show that there is also a sub-solution f such that
f  y. Choose an f 2 C

•(M) such that

4 f = K � K0,

where K0 =
R

Kdµ/
R

dµ is the mean value of K, which is negative by
Gauss-Bonnet theorem. Note that

R
(K � K0)dµ = 0, so such f exists by

Hodge decomposition. Now we consider f = f � c for some constant
c > 0. We have

4f � K + K̃e
2f = �K0 + K̃e

2 f�2c > 0

for c sufficient large, and we also take c large enough so that f � c  y,
then hence we find the f we want.

Theorem 2.5. In the case c(M) < 0, if eK  0, then (1) has a smooth solu-
tion.

Proof. As previous, we only have to show that there is also a sup-solution
y for (1). Choose an f 2 C

•(M) such that

4 f = eK � eK0,

where eK0 =
R eKdµ/

R
dµ < 0. Consider y = �a f + b for some constant

a, b > 0. We have

4y � K + K̃e
2y = (aeK0 � K) + (e�2a f+2b � a)eK < 0

for a, b sufficient large, so we find the y we want.

For general eK, the problem remains unsolved.
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3 Case II: c(M) = 0

For the case c(M) = 0, we have a complete criterion for eK that (1) has a
smooth solution:

Theorem 3.1. For the case c(M) < 0, (1) has smooth solution if and only
if one of the following condition holds:

(1) eK ⌘ 0, or

(2) eK changes sign and
R eKe

2 f
dµ < 0,

where f 2 C
•(M) is a solution of 4 f = K. (Note that such f exists sinceR

Kdµ = 2pc(M) = 0.)

Proof. Necessity. Suppose u is a solution of (1), then consider v = u � f ,
then

4v = 4u � K = �e
2v+2 f eK (2)

Times e
2v on both side and integrate, we obtain

Z
eKe

2 f
dµ = �

Z
e
�2v4v = �

Z
2e

�2v|rv|2dµ  0

by Green’s identity. If the equality holds, then rv ⌘ 0, so v must be a
constant, which implies eK ⌘ 0 by (2). Thus if eK 6⌘ 0, then we must haveR eKe

2 f
dµ < 0, and also eK have to change sign by Gauss-Bonnet theorem.

Sufficiency. If eK ⌘ 0, then obviously we can take u = f , so we only
have to deal with the second case. Consider the subset of W

2,p(M),

S , {u 2 W
2,p(M),

Z
udµ =

Z
eKe

2u+2 f
dµ = 0}

It is nonempty since eK changes sign. We want to minimize in S the Dirich-
let energy

J(u) , 1
2

Z
|ru|2dµ

Suppose there is a minimizer u0 2 S , then by the theory of Lagrange mul-
tiplier, u0 is an emtreme of

Z 1
2
|ru|2 + au + beKe

2u+2 f .
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Compute the variation in u gives

4u0 + a + 2beKe
2u0+2 f = 0.

Integrating over M gives

aA = �2b
Z

eKe
2u0+2 f

dµ = 0,

where A is the area of M. Thus e
�2u04u0 + 2beKe

2 f = 0. Again integrating
over M gives

2b
Z

eKe
2 f

dµ =
Z

e
�2u04u0dµ.

= �2
Z

e
�2u0 |ru0|2  0

which implies b > 0 by the condition.

Thus we have v0 = u0 +
1
2

log 2b is a weak solution of (2), i.e., u = u0 +

1
2

log 2b + f is a weak solution of (1). By elliptic regularity, if we can show
that e

u 2 L
p(M) for all p > 1, then u is a smooth solution. To do this we

need the following Lemmas.

Lemma 3.2 (Trudinger). For any compact Riemannian surface (M, g), there
exists b, C > 0 such that any u 2 W

1,2 satisfying
Z

udµ = 0,
Z

|ru|2dµ  1

has
R

e
bu

2
dµ < C.

Proof. We fix a partition of unity {(Ui, fi)}k

i=1 with each Ui diffeomorphic
to a 2 dimensional Euclidean disc D, and let ui = fiu, thus u = Âi ui.

We first prove that on each Ui
⇠= D with standard Euclidean metric,

there exists c0 > 0 such that

kuikp  c0
p

pkruik2, 8p � 2.
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For v 2 C
1
c (D), we have the following identity,

v(x) =
1

2p

Z

D

4v(y) · log(|x � y|)dy

=
1

2p

Z

D

rv(y) · x � y

|x � y|2 dy

By Holder inequality ( 1
p
+ 1

q
= 1),

|v(x)|  1
2p

Z

D

⇣
|rv(y)|2|x � y|�q

⌘ 1
p |x � y|�

q

2 |rv(y)|1�
2
p dy

 1
2p

✓Z

D

|rv(y)|2|x � y|�q
dy

◆ 1
p
✓Z

D

|x � y|�q
dy

◆ 1
2
✓Z

D

|rv(y)|2dy

◆ 1
2�

1
p

the middle term is controlled by
Z

D

|x � y|�q
dy 

Z

2D

|y|�q
dy = 21�qp(p + 2).

Taking pth power and integrate over x and we have

Z

D

|v(x)|pdx  c1(p + 2)
p

2+1
✓Z

D

|rv(y)|2dy

◆ p

2

)
✓Z

D

|v(x)|pdx

◆ 1
p

 c2
p

p

✓Z

D

|rv(y)|2dy

◆ 1
2

since C
1
c is dense in W

1,2, we have on each (Ui, g),

kuikp  c0
p

pkruik2,

for some c0 depend on g.

Now we have

kukp  Â kuikp  c0
p

p Â kruik2

 c3
p

p(kruk2 + kuk2)

by equivalence of sobolev norms. We further use the following estimates:
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Proposition 3.3 (Poincare-Wirtinger). For any u 2 W
1,2(M), there exists

C > 0 such that

ku � u0k2  Ckruk2,
where u0 =

R
udµ/A is the average of u.

Since we have u0 =
R

udµ = 0, we obtain

kukp  c4
p

pkruk2

Now consider the Taylor expansion of e
bu

2 , with kruk  1, we have
Z

e
bu

2
dµ =

Z
Â
k=1

1
k!
(b|u|2)k + A

 Â
k=1

1
k!
(2kbc

2
4)

k + A  C

for b sufficiently small (Take p = 2k.)

Lemma 3.4. There exists C, h > 0 such that for any u 2 W
1,2,

Z
e

u
dµ  C exp(hkruk2

2 +
1
A

Z
udµ)

Proof. We may assume ru 6⌘ 0, and let u0 = u � 1
A

R
udµ. We write

u0  b

✓
u0

kruk2

◆2
+

1
4b

kruk2
2,

where b is the constant appeared in the last lemma. Note that
u0

kruk2
satis-

fies the condition of the last lemma, thus taking exponent and integrating
over M gives Z

e
u0dµ  C exp(

1
4b

kruk2
2),

and hence the original statement. (Take h =
1

4b
.)

Lemma 3.5. For u 2 W
1,2(M), we have e

u 2 L
p for all p > 1.

Proof. Replace u by pu in the above lemma.
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We still need to show the existence of the minimizer of J. Suppose {uk}
is a minimizing sequence of J in S , i.e.,

J(ui) ! c0 = inf
u2S

J(u)

Then by Poincare-Wirtinger inequality we have

kuik2  Ckruik2 = 2CJ(ui)
1
2

So {ui} is bounded in W
1,2, and there is a subsequence {ui} weakly con-

verging to some u0 2 W
1,2. We have J(u0)  c0 by the weak semi-lower-

continuity of J. On the other hand, we can show that
R eKe

2u
dµ is a contin-

uous functional of u in W
1,2-weak topology, and hence

Z
eKe

2u0+2 f
dµ = lim

i!•

Z
eKe

2ui+2 f
dµ = 0

and also
R

u0dµ = 0, hence u0 2 S and J(u0) � c0 by the definition of c0.
As a consequence, u0 is a minimizer of J in S , and we complete the proof
of the theorem.

Proof of the continuity of
R eKe

2u
dµ. Suppose {ui} weakly converges to

u, then by Rellich–Kondrachov theorem, they are strongly converge to u

in L
p for p > 1, thus

Z
eK(eui � e

u)dµ =
Z 1

0

Z
(ui � u)eKe

u+t(ui�u)
dµdt ! 0

as i ! 0, by Lemma 3.4. and Holder’s inequality.

9



4 Case III: c(M) > 0
Only partial results are known for c(M) > 0. In this case, M must be
diffeomorphic to S

2 or RP2. We first consider the case M = S
2 with the

standard 2-sphere metric g (K ⌘ 1).

Proposition 4.1. On (S2, g), If f is a first eigenfunction of 4, i.e.,

4f + 2f = 0,

then any solution u of (1) must satisfies
Z
(reK ·rf)e2u

dµ = 0

Note that f can be seen as a linear function on R3 restricted to S
2.

Proof. Multiply (1) by ru ·rf and integrate over S
2, we have

Z
(ru ·rf)4udµ �

Z
(ru ·rf)dµ +

Z
(ru ·rf)eKe

2u
dµ = 0

we deal with these three terms respectively. Note that f,ij = �fgij, so we
have

Z
(ru ·rf)4udµ = �

Z
r(ru ·rf) ·rudµ

= �1
2

Z
r(|ru|2) ·rfdµ +

Z
|ru|2fdµ

=
1
2

Z
|ru|2(4f + 2f)dµ = 0,

Z
(ru ·rf)dµ = �

Z
f4udµ =

Z
f(eKe

2u � 1)dµ =
Z

feKe
2u

dµ,
Z
(ru ·rf)eKe

2u
dµ =

1
2

Z
(re

2u ·rf)eKdµ

= �1
2

Z
(r(eKe

2u) ·rf)dµ � 1
2

Z
(reK ·rf)e2u

dµ

= �1
2

Z
eKe

2u4fdµ � 1
2

Z
(reK ·rf)e2u

dµ

summing up the three terms then the proposition follows.

10



With this, consider eK = 1 + ef with e > 0 sufficinet small so that eK > 0,
then the above proposition says

e
Z

|rf|2e
2u

dµ = 0,

which implies rf = 0, or f is a constant, contradiction. This shows that
even eK > 0 is not sufficient for (1) to have a solution.

Nevertheless, we have the following result:

Theorem 4.2. On (S2, g), if eK(x) = eK(�x) for all x 2 S
2, and eK is positive

somewhere, then there is a solution u 2 C
•(S2) such that u(x) = u(�x)

for all x 2 S
2.

Thus for standard RP2, the condition that eK is positive somewhere is
necessary and sufficient.

We need the fact that in this case (S2 and symmetry) we can actually
take the constant h in Lemma 3.4 to be a number close to 1/32p, that is,
we can take b = 8p � # with small # in Lemma 3.2. We first prove for
b = 4p � #/2 if we drop the condition u(�x) = u(x).

The first step is to symmetrize u into a radially symmetric function u
#

using the following Polya-Szego inequality [4].

Lemma 4.3 (Weil-Polya-Szego). Let (M, g) be a Riemannian surface such
that the sectional curvature of M is bounded from above by k, with B ⇢
M an open subset diffeomorphic to R2 and with smooth boundary. For
u 2 W

1,2(B) and u
# is a radially symmetric function on a geodesic ball B

#

on S = k
�1/2

S
2 (2-sphere of radius k

�1/2) monotone in latitude, such that
|B#| = |B| and |(u#)�1((t, •))| = |u�1(t, •)| for any t 2 R, then we have
u

# 2 W
1,2(B

#) and
Z

B#
|ru

#(x)|2dµS 
Z

B

|ru(x)|2dµM.

(and hence we can replace u with u
# if M = S

2 and k = 1.)
Now we rewrite things into spherical coordinate. Let q, f be the longi-

tude and altitude of the 2-sphere, then the metric can be written as

ds
2 = df2 + cos q dq2,

11



and the area element is
dµ = cos q dq df.

The conditions on u is then
Z

|ru|2dµ =
Z
(u2

q + cos�2 q u
2
f) cos q dq df

= 2p
Z p

�p
u

2
q cos q dq  1,

Z
u dµ = 2p

Z
u cos q dq = 0.

Parametrize q by t such that e
�t/2 = tan

✓
q

2
� p

4

◆
, and let

w(t) = (4p)1/2
u(q), r(t) =

1
4

sech2 t

2

then the conditions become
Z

|ru|2dµ =
Z •

�•
w
0(t)2

dt  1,
Z

u dµ =
Z •

�•
w(t)r(t)dt = 0,

and we want a bound for
Z

e
(4p�#/2)u2

dµ = 4p
Z •

�•
e
(1�#/8p))2

w(t)2
r(t)dt.

Note that r(t) has the properties

r(t) < C0e
�|t|,

Z •

�•
r(t)dt = 1

for some constant C0. By Cauchy’s inequality we have

(w(r)� w(s))2 =

✓Z
r

s

w
0(t)dt

◆2


✓Z
r

s

w
0(t)2

dt

◆✓Z
r

s

1dt

◆
 |r � s|.

Write (1 � #/8p)2 = 1 � t, then
Z •

�•
e
(1�#/8p)2

w(t)2
r(t)dt  C0e

(1�t)C1

Z •

�•
e
�t|t|

dt = 2C0e
(1�t)C1t�1

12



if we have the following estimate

w(t)2 < |t|+ C1

for some constant C1. To show this inequality, we write

r(s)(w(t)� w(s))  r(s)|(t � s)|1/2

integrate over s and we have

w(t) 
Z •

�•
r(s)|(t � s)|1/2

ds  (|t|+ C1)
1/2

for some C1 � (
R •
�• r(s)|(t � s)|1/2

ds)2 � |t| for all t.

Remark. In fact the boundedness is also true for b = 4p, but that requires
a longer argument controlling the case when

d , 1 � max
r>s

(w(r)� w(s))2/|r � s|

is small.

We return to the case b = 8p � e with u(�x) = u(x). In Lemma 4.3,
we take B to be a hemisphere on S

2, and k =
p

2, then the lemma implies
Z

S

|ru
#(x)|2dµS  1

2

Z

S2
|ru(x)|2dµ

S2 ,

where S =
1p
2

S
2, and thus

Z

S2
|ru

#(
p

2x)|2dµ
S2 

1
2

Z

S2
|ru(x)|2dµ

S2

if we scale u
# to the standard 2-sphere. Now we can run the same estimate

for the function
p

2u
#(
p

2x), and we have
R

e
(8p�#)u2

dµ bounded.

Now consider the set S , {u 2 W
1,2(S2),

R
udµ = 0,

R eKe
2u

dµ > 0}.
This is nonempty since eK is positive somewhere. We want to minimize

13



J(u) =
1
2
kruk2

2 � 2p log
Z

eKe
2u

dµ

Note that c0 , infu2S J(u) �
✓

1
2
� 2p

8p � #

◆
kruk2

2 + c1 � �• by Lemma

3.4 and h =
1

32p � 4#
. A similar argument of case II shows that J has

a minimizer u0 2 S. The theory of Lagrange multiplier and calculus of
variation then gives

4u0 +
4p eKe

2u0
R eKe2u0dµ

� l = 0

for some multiplier l. Integrate over S
2 gives 4p � 4pl, hence l = 1 and

we have u = u0 +
1
2 log( 1

4p

R eKe
2u0dµ) is a solution of (1).
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�#bi`�+iX q2 K�BMHv 7QHHQr i?2 T`2b2Mi�iBQM #v S�`F2`(9) �M/ Tmi �M 2K@
T?�bBb QM +QKTmi�iBQMb H27i Qmi Ur2 QKBi i?Qb2 +H2�`Hv T`2b2Mi2/ BM ?Bb T�T2`V
rBi? � /B;`2bbBQM QM i?2 �bvKTiQiB+ #2?�pBQm` Q7 bQHmiBQMb Q7 +2`i�BM 2HHBTiB+
QT2`�iQ`b BM Rn(j)- r?B+? Bb H�i2` mb2/ iQ 2biBK�i2 i?2 #QmM/�`v i2`Kb BM i?2
"Q+?M2` 7Q`KmH�X

RX AMi`Q/m+iBQM
h?2 TQbBiBp2 2M2`;v i?2Q`2K- BM K�i?2K�iB+�H i2`Kb- Bb � i?2Q`2K +QM+2`MBM;

�M BM2[m�HBiv Q7 +2`i�BM BMi2;`�Hb UFMQrM �b 2M2`;v El �M/ KQK2MimK plk iQ T?vbB@
+BbibV- �M/ i?2 ~�iM2bb Q7 �M Q`B2Mi2/ j@/BK bT�+2HBF2 +QKTH2i2 ?vT2`bm`7�+2 M BM
9@/BK GQ`2MixB�M K�MB7QH/ N rBi? bB;M�im`2 (−+++) r?2M bQK2 �bvKTiQiB+ /�i�
�M/ TQbBiBpBiv Q7 +2`i�BM +m`p�im`2 �`2 �bbmK2/X JQ`2 T`2+Bb2Hv- ;Bp2M 1BMbi2BM
2[m�iBQMb

Rαβ − 1

2
gαβR = 8πGTαβ

r2 �bbmK2 7Q` �M Q`i?QMQ`K�H #�bBb {eα} QM M Ur?2`2 e0 Bb � iBK2HBF2 p2+iQ` MQ`K�H
iQ M �M/ {e1, e2, e3} i�M;2Mi iQ MV- T00 ≥ 0 �M/ T0j Bb � MQM@bT�+2HBF2 +Qp2+iQ`X
AM T�`iB+mH�` T00 ≥ (−T0jT 0j)1/2 r?2`2 j `�M;2b 7`QK R iQ j UFMQrM �b /QKBM�Mi
2M2`;v +QM/BiBQM iQ T?vbB+BbibX G�i2` r2 rBHH b22 i?Bb +Q``2bTQM/b iQ i?2 TQbBiBpBiv
Q7 +2`i�BM +m`p�im`2VX h?2 �bvKTiQiB+ /�i� Bb iQ �bbmK2 M i?2 b?�T2 Q7 � +QKT�+i
b2i K DQBMBM; #v � }MBi2 MmK#2` Q7 TB2+2b Ml

∼= R3 − B r?2`2 B Bb � +QMi`�+iB#H2
+QKT�+i b2i- �M/ i?2 /Bz2QKQ`T?BbK #2BM; ;Bp2M ?�b i?2 bT2+B}+ T`QT2`iB2b i?�i
i?2 K2i`B+ QM 2�+? TB2+2 QMHv /Bz2` 7`QK bi�M/�`/ K2i`B+ QM R3 #v gij = δij + aij
rBi? i?2 �bvKTiQiB+

aij = O(r−1), ∂kaij = O(r−2), �M/ ∂l∂kaij = O(r−3)

�HbQ i?2 b2+QM/ 7mM/�K2Mi�H 7Q`K Q7 M b?�HH #2 hij = O(r−2) �M/ ∂khij = O(r−3)X

SQbBiBp2 1M2`;v h?2Q`2KX lM/2` i?2b2 �bbmKTiBQM- El ≥ |Pl| QM 2�+? Ml- �M/
M +QMbBbib Q7 QMHv QM2 Ml rBi? N ~�i �HQM; M B7 El = 0 Bb 7m`i?2` �bbmK2/X

h?2 BMi2;`�Hb �`2 /2}M2/ �b

El = HBK
R→∞

1

16πG

∫

SR,l

(∂jgij − ∂igjj)dΩ
i

plk = HBK
R→∞

1

16πG

∫

SR,l

2(hik − δikhjj)dΩ
i

R



kX h?2 aTBMQ` Q7 Cl3,1(R)

h?2 T`QQ7 `2HB2b QM r?�i Bb +�HH2/ ?vT2`bm`7�+2 .B`�+ QT2`�iQ` BM qBii2MǶb rQ`/b-
#mi #27Q`2 i?�i r2 b?�HH bT2+B7v r?B+? bTBMQ` #mM/H2 QM M r2 �`2 rQ`FBM; QMX �i
i?2 HBM2�` �H;2#`� H2p2H- `2+�HH i?�i BM +H�bb r2 mb2 � +QKTH2t bi`m+im`2 J iQ Q#i�BM
Qm` bTBMQ` 7Q` Rn +�b2 i?`Qm;? i2MbQ`BM; CX h?2`2 Bb MQi Km+? /Bz2`2M+2 ?2`2
2t+2Ti r2 �/�Ti i?2 B/2� Q7 BbQi`QTB+ bT�+2- r?2`2 V ⊕ V Bb +?�M;2/ iQ W ⊕ W ′

rBi? i?2 T`QT2`iv i?�i g(w,w) = 0 7Q` w BM W Q` W ′- �M/ i?2 *HBzQ`/ �+iBQM Bb
;Bp2M #v `2bi`B+iBM; C #�+F iQ RX 1tTHB+BiHv r2 2t?B#Bi � #�bBb

W e1 = 1√
2
(ex + et) e2 = 1√

2
(ey + iez)

W ′ e3 = 1√
2
(ex − et) e4 = 1√

2
(ey − iez)

r?2`2 {et, ex, ey, ez} Bb i?2 bi�M/�`/ #�bBb 7Q` i?2 GQ`2MixB�M K2i`B+X LQr r2 b2i
{1, e1 ∧ e2, e1, e2} iQ #2 �M Q`/2`2/ #�bBb 7Q` i?2 bTBMQ`- i?2 `2�H p2+iQ` tet + xex +
yey + zez BM K�i`Bt 7Q`K Bb

U =

[
0 Ã
A 0

]
rBi? A =

[
t− x y + iz
y − iz t+ x

]

r?2`2 Ã = A− i`(A)I Bb +�HH2/ i?2 iBK2 `2p2`b�H K�i`Bt �M/ − /2i(A) +Q``2bTQM/b
iQ i?2 H2M;i? Q7 i?Bb p2+iQ` mM/2` GQ`2MixB�M K2i`B+- �M/ i?2 mMBp2`b�H +Qp2`BM;
aTBM(3, 1) → SO(3, 1) Bb biBHH i?2 irBbi2/ �/DQBMiR ;Bp2M BM i?2 i2ti#QQFX 6Q` Qm`
Tm`TQb2 r2 b?�HH MQr /2pBb2 � ?2`KBiB�M BMM2` T`Q/m+i QM i?2 bTBMQ`- �M/ Bi Bb #2ii2`
iQ #2 BMp�`B�Mi mM/2` aTBM(1, 3) UQ` 2[mBp�H2MiHv U Bb ?2`KBiB�M mM/2` i?Bb BMM2`
T`Q/m+iV bQ i?�i r?2M HB7iBM; i?2 +QMM2+iBQM ∇- i?2 BMM2` T`Q/m+i rBHH #2 +QKT�iB#H2
rBi? ∇X AM K�i`Bt 7Q`K �#Qp2 r2 H2i Qm` BMM2` T`Q/m+i iQ #2 (φ,ψ) = φ̄tBψ- i?2M
r2 `2[mB`2

BU = Ū tB bQ i?�i B =

[
0 I
I 0

]

lM7Q`imM�i2Hv i?Bb BMM2` T`Q/m+i Bb MQi TQbBiBp2 /2}MBi2- #mi `2+�HH i?�i r2 �`2
rQ`FBM; QM � bT�+2HBF2 ?vT2`bm`7�+2 M bQ et Bb bT2+B�H �KQM; Qi?2`bX aT2+B}+�HHv
r2 H2i 〈φ,ψ〉 = (etφ,ψ) �M/ �bbQ+B�i2/ rBi? i?Bb +?QB+2 Q7 et Bb �M BM+HmbBQM Q7
aTBM(3) ⊆ aTBM(3, 1)X h?Bb BMM2` T`Q/m+i Bb TQbBiBp2 /2}MBi2 �M/ Bb BMp�`B�Mi mM/2`
K�i`Bt U �#Qp2X LQr i?2 TQBMi Bb i?�i BMbi2�/ Q7 HB7iBM; i?2 7mHH SO(3, 1) 7`�K2
#mM/H2 F (N) r2 QMHv HB7i SO(3) iQ Bib aTBM(3)- bBM+2 r2 �`2 2bb2MiB�HHv rQ`FBM; QM
� bT�+2HBF2 ?vT2`bm`7�+2 r?2`2 QMHv SO(3) Bb `2[mB`2/ r?2M T�i+?BM; mT /Bz2`2Mi
HQ+�H +?�`ibX 6`QK i?2 i?2Q`v Q7 aiB272H@q?BiM2v +H�bb- Bi Bb FMQrM i?�i i?Bb T�i+?BM;
Bb TQbbB#H2 7Q` Q`B2Mi2/ j@/BK K�MB7QH/kX h?2 +QMM2+iBQM ∇ BM i?2 �K#B2Mi bT�+2 N

i?2M �HbQ HB7i2/ iQ � +QMM2+iBQM QM bTBMQ` #mM/H2 ˜i∗F (N)×ρ S r?2`2 i∗F (N) Bb i?2
T�i+?BM; Q7 F (N) QMHv #v SO(3) �M/ ρ Bb i?2 bTBM `2T`2b2Mi�iBQM Q7 aTBM(3, 1)X �b
`2K�`F �#Qp2- ∇ Bb +QKT�iB#H2 rBi? i?2 BMM2` T`Q/m+i (, )X �b mbm�H- i?2`2 Bb �M
BM/m+2/ +QMM2+iBQM ∇̂ QM ?vT2`bm`7�+2 bQ r2 +�M �HbQ HB7i i?Bb iQ #2 � +QMM2+iBQM
QM i?2 bTBMQ` #mM/H2X 6BtBM; �M Q`i?QMQ`K�H 7`�K2 rBi? e0 MQ`K�H iQ M

eαωαj(∂i) = ekω̂kj(∂i) + e0hij

RAM 7�+i aTBM+(3, 1) ∼= SL(2,C) i?Qm;? r2 /Q MQi mb2 i?Bb
kh?Bb b22Kb iQ #2 �M 2t2`+Bb2 BM JBHMQ`Ƕb #QQF(k) �Hi?Qm;? A /Q MQi ?�p2 iBK2 iQ bim/v i?`Qm;?X
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r?2`2 ω �`2 i?2 +QMM2+iBQM 7Q`Kb- i?2M mM/2` i?2 HB7iBM; ei ∧ ej → − 1
2e

iej r2 ?�p2

∇i = ∇̂i −
1

2
hije

0ej

�M/ 7Q` bBKBH�` `2�bQM 〈, 〉 Bb +QKT�iB#H2 rBi? ∇̂X

jX h?2 >vT2`bm`7�+2 .B`�+ PT2`�iQ`
h?2 .B`�+ QT2`�iQ` r2 +QMbB/2` ?2`2 Bb

Dψ =
3∑

i=1

ei∇iψ

i?2 BMi2`2biBM; B/2� Q7 mbBM; ∇ Bb i?�i Bi 2Mi�BHb i?2 b2+QM/ 7mM/�K2Mi�H 7Q`K- r?B+?
b?�HH i2HH mb i?2 ~�iM2bb Q7 i?2 ?vT2`bm`7�+2X AM i?2 7QHHQrBM;- r2 rBHH /Q Qm` HQ+�H
+�H+mH�iBQM rBi? ∇̂iej |p = 0 �M/ ∇0ei|p = 0 r?2`2 i, j `�M;2 7`QK R iQ jX 6B`bi
MQiB+2 i?�i D Bb 7Q`K�H b2H7@/m�H

d[〈φ, eiψ〉ei ! µ] = [〈∇̂iφ, e
iψ〉+ 〈φ, ei∇̂iψ〉]

= [〈φ, ei(∇̂i −
1

2
hije

0ej)ψ〉 − 〈ei(∇̂i −
1

2
hije

0ej)φ,ψ〉]µ

= [〈φ,Dψ〉 − 〈Dφ,ψ〉]µ

rBi? µ = e1 ∧ e2 ∧ e3 i?2 pQHmK2 7Q`KX LQr �b +QKTmi2/ BM +H�bb

D2 = −∇i∇i −
1

8
Rαβije

iejeαeβ − hije
ie0∇j

2t+2Ti i?2`2 Bb �M �//BiBQM�H H�bi i2`K r?B+? �`Bb2 M�im`�HHv bBM+2 ∇iej |p = −hije0

�b i, j QMHv `�M;2 7`QK R iQ j Ur?BH2 α,β `�M;2 7`QK y iQ jVX LQr MQiB+2 i?2 7Q`K�H
/m�H ∇∗

i = −∇i − hijeje0 Ub22 S�`F2` 7Q` /2i�BHbV- bQ i?2 H�bi i2`K +QK#BM2b rBi?
−∇i∇i BMiQ

D2 = −∇∗∇+ R

� "Q+?M2` 7Q`KmH� r?2`2 R /2MQi2b i?2 +m`p�im`2 i2`KbX G�i2` r2 b?�HH BMbT2+i
i?2 BMi2;`�H 7Q`K Q7 i?Bb 7Q`KmH� iQ Q#i�BM i?2 TQbiBp2 2M2`;v i?2Q`2K BM i?2 bTB`@
Bib Q7 p�MBb?BM; i?2Q`2KX q2 ?�p2 QM+2 +QKTmi2/ R BM �M 2t2`+Bb2 7Q` i?2 7mHH
Rαβγλeαeβeγeλ +�b2 r?B+? ;Bp2b 2R- MQr i, j QMHv `�M;2 7`QK R iQ j bQ BM i?Bb +�b2
R = 1

4 (R−Rαβ0jeαeβe0ej)X 6B`bi

Rαβ0je
αeβe0ej = R0jαβe

αeβe0ej = 2R0jjβe
jeβe0ej

= 2R0jβje
βe0 = −2R00 − 2R0je

0ej

r?2`2 i?2 b2+QM/ 2[m�HBiv +QK2b 7`QK i?2 Rbi "B�M+?B B/2MiBiv �b 7Q` {j,α,β} /Bb@
iBM+i i?Qb2 i2`Kb +�M+2H Qmi- r?BH2 i?2 i?B`/ 2[m�HBiv +QK2b 7`QK j ,= {β, 0}X JB`�+@
mHQmbHv- 7`QK 1BMbi2BM 2[m�iBQM R0j = 8πGT0j �M/ R00 +

1
2R = 8πGT00 r2 b22 i?2

+m`p�im`2 i2`K Bb 2t�+iHv R = 4πG(T00 + T0je0ej) �M/ #v i?2 /QKBM�Mi 2M2`;v
+QM/BiBQM r2 ?�p2 i?2 TQbBiBpBiv Q7 +m`p�im`2 R ≥ 0X

j



9X S`QQ7 Q7 i?2 SQbBiBp2 1M2`;v i?2Q`2K
h?2 T`QQ7 `2HB2b QM r?�i Bb +�HH2/ � +QMbi�Mi bTBMQ` QM i?2 �bvKTiQiB+ 2M/b

MlX _2K2K#2` Qm` Ml Bb /2}M2/ #v � bT2+B�H +?QB+2 Q7 +QQ`/BM�i2b- r2 /2}M2 i?2
+QMbi�Mi bTBMQ` ψ0l iQ K2�M ∂iψ0l = 0 mM/2` i?Bb bT2+B�H +?QB+2j Q7 +QQ`/BM�i2b QM
i?2 �bvKTiQiB+ 2M/ MlX LQr r2 }`bi bi�i2 �M 2tBbi2M+2 i?2Q`2K r?2`2 i?2 TQbBiBp2
2M2`;v i?2Q`2K 7QHHQrb /B`2+iHv 7`QK i?Bb

h?2Q`2K 9XRX G2i ψ0l #2 +QMbi�Mi bTBMQ`b QM 2�+? Ml- i?2M i?2`2 2tBbi � ?�`KQMB+
bKQQi? bTBMQ` ψ Ui?�i Bb Dψ = 0V QM M rBi? i?2 �bvKTiQiB+

HBK
r→∞

r1−ε|ψ − ψ0l| = 0

7Q` �Mv ε > 0 BM 2�+? Ml �M/ i?2 7Q`KmH�
∫

M
(〈∇ψ,∇ψ〉+ 〈ψ,Rψ〉)µ = 4πG

k∑

i=1

(El〈ψ0l,ψ0l〉+ 〈ψ0l, pljdx
0dxjψ0l〉)

r?2`2 dxj Bb i?2 bi�M/�`/ #�bBb9 QM 2�+? Ml
∼= R3 −B �M/ dx0 Bb 7`QK R3 ⊂ R3,1X

S`QQ7 Q7 i?2 SQbBiBp2 1M2`;v h?2Q`2KX q2 +?QQb2 Qm` +QMbi�Mi bTBMQ`b ψ0l = 0
QM 2�+? 2M/ 2t+2Ti Mm r?2`2 r2 H2i ψ0m iQ #2 i?2 2B;2Mp2+iQ` Q7 i?2 K�i`Bt
Pmjdx0dxj rBi? 2B;2Mp�Hm28 −|P |X h?2 7Q`KmH� i?2M /B`2+iHv b?Qrb Em− |Pm| ≥ 0X

6Q` i?2 b2+QM/ +H�BK- H2i Em = 0 �M/ MQiB+2 |Pm| �b r2HHX q2 +?QQb2 Qm`
+QMbi�Mi bTBMQ` {ψα

m} iQ 7Q`K � #�bBb BM Mm r?BH2 ψα
l = 0 QM �HH i?2 Qi?2` Ml-

i?2M r2 Q#i�BM bKQQi? {ψα} rBi? Dψα = 0 �b bi�i2/ BM i?2 �#Qp2 i?2Q`2KX LQr
i?2 _>a Bb B/2MiB+�HHv x2`Q bQ Bi 7QHHQrb ∇ψα = 0 �b R ≥ 0X h?2 �bvKTiQiB+ Q7 ψα

i?2M b?Qrb ψα → 0 QM 2�+? Ml 2t+2Ti Mm- #mi i?Bb +QMi`�/B+ib iQ i?2 7QHHQrBM;
2H2K2Mi�`v H2KK� mMH2bb i?2`2 Bb QMHv QM2 2M/ MmX

G2KK� 9XkX e A7 ∇ψ = 0 �M/ HBK
γ→∞

ψ(γ) = 0 �HQM; � T�i? γ BM Ml i?2M ψ = 0

B/2MiB+�HHv QM �HH M X

S`QQ7X h?Bb 7QHHQrb 7`QK |d|ψ|2| ≤ |h|·|ψ|2 �M/ h = O(r−2) bQ i?�i |d HM |ψ|| ≤ Cr−2

�M/ ?2M+2 |ψ(x)| ≥ |ψ(x0)| 7Q` |x| ≥ |x0|Ub22 S�`F2` 7Q` /2i�BHbVX "

Ai `2K�BMb iQ T`Qp2 N Bb ~�i �HQM; M X 6`QK i?2 H2KK� �#Qp2 r2 b22 ψα Bb
HBM2�` BM/2T2M/2Mi 2p2`vr?2`2 UG2i ψ =

∑
cαψα �M/ �TTHv i?2 H2KK�V QM M X

LQr ∇ψα = 0 b?Qrb Rαβijeαeβψα = 0 �M/ MQiB+2 bTBMQ` `2T`2b2Mi�iBQM Bb 7�Bi?7mH
U�b aTBM(3, 1) Bb � +Qp2`BM; K�T bQ i?2B` GB2 �H;2#`� /Bz2`2MiB�H K�T Kmbi ?�b x2`Q
F2`M2HV �M/ ψα Bb � #�bBb bQ Rαβij = 0 U#2r�`2 i, j QMHv `�M;2 7`QK R iQ jVX LQr �i
H2�bi R = −2R0j0j �M/ R00 = R0j0j U#2 +�`27mH rBi? g bB;M�im`2V- i?2M i?2 1BMbi2BM
2[m�iBQM b?Qrb 0 = R00 +

1
2R = 8GπT00 bQ 7`QK Rαβ = 8πG(Tαβ − 1

2gαβT ) �M/
i?2 /QKBM�Mi 2M2`;v +QM/BiBQM T00 ≥ |Tαβ |- Rαβ = 0 �M/ ?2M+2 �HH Rαβγλ = 0X "

jAM 7�+i i?2 bTBMQ` #mM/H2 QM R3 −B Bb i`BpB�H mT iQ BbQKQ`T?BbKX
9LQiB+2 dxj �b � *HBzQ`/ �+iBQM Bb +QMbi`m+i2/ 7`QK i?2 K2i`B+ δij r?BH2 ej Bb 7`QK gij = δij +aij -
#mi �b MQi2/ #27Q`2 r2 +?QQb2 i?�i 7`QK δij i?Qm;? i?2v �`2 �HH BbQKQ`T?B+ iQ i?2 i`BpB�H QM2X

8�b (Pmjdx0dxj)2 = |P |2 #mi i?2 2B;2Mp�Hm2 Bb MQi �HH |P | �b Bi Bb MQi � KmHiBTH2 Q7 B/2MiBiv K�i`Bt
�b dx0 Bb ?2`KBiB�M r?BH2 dxj Bb bF2r@?2`KBiB�MX

eh?Bb Bb TQbbB#Hv i?2 QMHv TH�+2 r?2`2 +QKTH2i2 M �bbmKTiBQM Bb mb2/
9



8X S`QQ7 Q7 h?2Q`2K 9XR
6`QK i?2 M�im`2 Q7 M r2 b?�HH 2tT2+i iQ /BpB/2 Qm` /Bb+mbbBQM BMiQ +QKT�+i b2i

K �M/ MlX �b Bi Bb FMQrM i?�i i?2 _2HHB+? H2KK� MQ HQM;2` ?QH/ QM MQM@+QKT�+i
/QK�BM BM ;2M2`�H- r2 +QMbB/2` � KQ/B}2/ aQ#QH2p MQ`K /2}M2/ �b i?2 7QHHQrBM;
.2}MBiBQM 8XRX 6Q` p ≥ 2 �M/ 1

2 −
3
p ≤ δ ≤ 2− 3

p - s = 0 Q` 1 r2 +QMbB/2` i?2 bT�+2
Hs,δ,p i?2 +QKTH2iBQM Q7 C∞

0 +QKT�+i bmTTQ`i bKQQi? b2+iBQMb mM/2` i?2 MQ`Kd

‖ψ‖s,δ,p = s‖σ1+δ∇̂ψ‖p + ‖σδψ‖p
r?2`2 ‖ · ‖p Bb i?2 bi�M/�`/ Lp MQ`K

‖ψ‖p =

(∫

M
〈ψ,ψ〉p/2µ

)1/p

�M/ σ ≥ 1 Bb � bKQQi? 7mM+iBQM rBi? i?2 T`QT2`iB2b
σ = r QM i?2 �bvKTiQiB+ 2M/ Ml,2R

σ = 1 BM M − ∪lMl,R

r?2`2 r2 B/2MiB7v Ml �b R3 −B bQ Ml,r = Ml −Br � #�HH B ⊂ Br Q7 `�/Bmb rX
S`QQ7 Q7 h?2Q`2K 9XRX q2 +QMbB/2` � +miQz 7mM+iBQM βl,R 7Q` 2�+? Ml r?2`2 βl,R =
1 QM Ml,3R �M/ 0 QmibB/2 Ml,2R �M/ +QMbi`m+i � bTBMQ` ψ0 �b

ψ0 =
k∑

l=1

βl,Rψ0l

LQr 7`QK i?2 7Q`KmH�

∇jψ = ∂jψ − 1

4
Γkjle

kelψ − 1

2
hjke

0ekψ

�M/ h = O(r2)- Γ = O(r−2) r2 b22 Dψ0 = O(r−2) U`2K2K#2` i?2 +QMbi�Mi bTBMQ`
ψ0l Bb /2}M2/ iQ b�iBb7v ∂jψ0l = 0VX q2 MQr M22/ � i2+?MB+�H `2bmHi
h?2Q`2K 8XkX 6Q` p ≥ 2 �M/ 0 < δ < 2− 3

p Q` p = 2 �M/ δ = −1 i?2 QT2`�iQ` D

Bb �M BbQKQ`T?BbK #2ir22M H1,δ,p �M/ H0,δ+1,p rBi? #QmM/2/ BMp2`b2X3

P#b2`p2 i?�i Dψ0 ∈ H0,1+δ,p 7Q` i?Qb2 p ≥ 2 �M/ 0 < δ < 1 − 3
p Q` p = 2 �M/

δ = −1- r2 b22 i?2 7QHHQrBM; 2[m�iBQM
Dψ1 = −Dψ0

?�b � mMB[m2 bQHmiBQM ψ1 ∈ H1,δ,p �M/ ?2M+2 ψ = ψ0+ψ1 Bb � ?�`KQMB+ bTBMQ`X h?Bb
bTBMQ` b�iBb}2b i?2 /2bB`2/ �bvKTiQiB+ #2?�pBQm`X hQ b22 i?Bb- MQiB+2 ψ1 ∈ H1,δ,p bQ
BM T�`iB+mH�` σδ〈ψ1,ψ〉1/2 ∈ W 1,p 7Q` �HH 0 < δ < 1 − 3

p X 6`QK JQ``2vǶb BM2[m�HBiv
Ub22 1p�Mb 8XeXkV r2 b22 7Q` p > 3 UH�`;2` i?�M /BK2MbBQM 3V i?�i W 1,p Bb +QMiBMmQmb
2K#2//2/ BMiQ C0- r?B+? b?Qrb i?2 /2bB`2/ �bvKTiQiB+ /2+�vX
LQr r2 b?�HH /2`Bp2 i?2 7Q`KmH� 7`QK i?2 BMi2;`�H "Q+?M2`

∫

M
(〈∇ψ,∇ψ〉+ 〈ψ,Rψ〉)µ = −

∫

M
[dη +

1

2
d(〈ψ0, [e

i, ej ]∇jψ0〉ei ! µ]

d6`QK h = O(r−2) �M/ Γ = O(r−2) r2 +�M `2TH�+2 ∇̂ #v i?2 mbm�H +QQ`/BM�i2 /2`Bp�iBp2 ∂ QM R3

�M/ i?2 MQ`K Bb biBHH 2[mBp�H2Mi r?2M `2bi`B+i2/ ψ iQ � MlX >2`2 r2 r�Mi iQ /2}M2 Bi ;HQ#�HHv bQ
∇̂ Bb mb2/

3h?2 bKQQi?M2bb Q7 bQHmiBQM ψ Bb � HQ+�H T`QT2`iv bQ i?2 2HHBTiB+ i?2Q`v QM +QKT�+i b2i bm{+2bX
8



�b MQi2/ #v S�`F2` η +�M #2 `2TH�+2/ #v η̂- #mi i?2`2 Bb � ivTQ;`�T?B+�H 2``Q` r?B+?
b?�HH +Q``2+i iQ

d[〈ψ0, [e
i, ej ]ψ1〉ek ! µ] = [〈∇jψ0, [e

i, ej ]ψ1〉+ 〈ψ0, [e
i, ej ]∇jψ1〉]ei ! µ

r?2`2 {i, j, k} QM i?2 G>a Bb i?2 bmK Q7 �HH +v+HB+ T2`Kmi�iBQMX h?2 +QKTmi�iBQM
Bb 2bb2MiB�HHv i?2 b�K2 /QM2 BM S�`F2` UjX8VX 6Q` 2t�KTH2- i?2 �//BiBQM�H i2`K BM
e1 ∧ e3 �`2

〈ψ0, h1je
je0[e

1, e2]ψ1〉+ 〈ψ0,∇1([e
1, e2])ψ1〉 − 〈ψ0, h3je

je0[e
1, e2]ψ1〉−
〈ψ0,∇3([e

1, e2])ψ1〉

r?2`2 ∇1([e1, e2]) = −2h11e0e2−2h12e1e0 +�M+2H Qmi rBi? (h11e1e0+h12e2e0)[e1, e2]
7`QK i?2 }`bi i2`K �M/ i?2 `2bi i2`K �`2 �HbQ bBKBH�`Hv +�M+2H QmiX "v /QBM; bQ
Bi Bb QMHv `2[mB`2/ iQ bim/v {ψ1,∇ψ,∇ψ0}X LQr Bi Bb i2KTiBM; iQ mb2 i?2 aiQF2Ƕb
i?2Q`2K iQ bim/v i?Bb BMi2;`�H- #mi i?Bb K�v MQi rQ`F Qmi bBM+2 Qm` FMQrH2/;2 QM
{ψ1,∇ψ,∇ψ0} Bb �HH �#Qmi BMi2;`�H- r?B+? b22Kb mMHBF2Hv iQ i2HH mb �Mvi?BM; �#Qmi
i?2K QM ∂Ml,r UBi 2pB/2MiHv ?�b K2�bm`2 x2`Q BM r?QH2 MlVX �M �Hi2`M�iBp2 r�v Bb
iQ bK2�` Qmi ∂Ml,r Qp2` r iQ 2r UbQ Bi MQ HQM;2` ?�b K2�bm`2 x2`Q BM MlVX h?Bb B/2�
Bb 7�+BHBi�i2/ #v � +miQz 7mM+iBQM wr- b�v wr = 0 QM ∪lMl,2r �M/ R QmibB/2 ∪lMl,r

rBi? i?2 �//BiBQM T`QT2`iv |dwr| < 2r−1 U2�bv iQ �+?B2p2 #v `2b+�HBM;V- i?2M #v
/QKBM�i2/ +QMp2`;2M+2 i?2Q`2K Ur2 b?�HH mb2 dη̂ ∈ L1- b22 S�`F2` 7Q` /2i�BHbV �M/
BMi2;`�iBQM #v T�`ib ∫

M
dη̂ = HBK

r→∞
−
∫

M
dwr ∧ η̂

"v �M 2H2K2Mi�`v BM2[m�HBiv
∫

M
|dwr ∧ η̂|µ ≤ 2‖ψ1dwr‖2(‖∇ψ‖2 + ‖∇ψ0‖2)

�M/ 7`QK ‖ψ1dwr‖2 ≤ 2‖σ−1ψ(1−wr/2)‖2 Ui?2 `2�bQM r?v r2 `2[mB`2 |dwr| < 2r−1

Bb i?�i σ−1 rBHH +QK2 QmiV #v /QKBM�i2/ +QMp2`;2M+2 i?2Q`2K �;�BM i?2 _>a i2M/b
iQ y U�b r2 FMQr i?�i ψ1 ∈ H1,−1,2VX LQr r2 Q#b2`p2 i?�i |ei−dxi| = O(r−1) Ui?Bb
MQ`K Bb mM/2`biQQ/ �b bQK2 K�i`Bt MQ`K 7Q` 2t�KTH2V i?2M Bi Bb b�72 iQ `2TH�+2 ei

#v dxi �M/ i?2 BMi2;`�H QMHv /Bz2`b #v O(r−1)- r?B+? mM/2` r → ∞ Bb i?2 b�K2X

−1

2

∫

∂Ml,r

〈ψ0, [dx
i, dxj ]∇jψ0〉∂i ! µ

q2 r`Bi2 dxkdxl = 1
2 [dx

k, dxl] �M/ THm; BM �HH i?2 i2`Kb BM i?2 2tT`2bbBQM Q7 ∇jψ0

BM +QQ`/BM�i2b- �M/ r2 mb2 i?2 7QHHQrBM; irQ 7Q`KmH� Ui, j Bb 7`QK R iQ jV

[dxi, dxj ][dxk, dxl] = −4(δikδjl − δilδjk)

[dxi, dxj ]dx0dxk = 2(δikdx0dxj − δjkdx0dxi)

h?2 }`bi 7Q`KmH� 7QHHQrb 7`QK MQiB+BM; i?�i i ,= j �M/ k ,= l bQ i?Bb H2�p2b mb rBi?
2Bi?2` i = k �M/ j = l Q` i = l �M/ j = kX �b }`bi +�b2 [dxi, dxj ][dxi, dxj ] =
4(dxidxj)2 = −4 r2 b22 i?2 7Q`KmH� ?QH/bX aBKBH�`Hv i ,= j 7Q` i?2 b2+QM/ 7Q`KmH�
bQ 2Bi?2` i = k Q` j = k- �M/ BM i?2 }`bi +�b2 2(dxidxj)dx0dxi = 2dx0dxj X 6BM�HHv
mbBM; i?2 7Q`KmH� 7Q` Γkjl �M/ Bib bvKK2i`v Γkjl = Γklj r2 ?�p2 T`Qp2/ i?2 7Q`KmH�
b?QrM BM h?2Q`2K 9XRX "

e



eX S`QQ7 Q7 h?2Q`2K 8Xk
�b mbm�H r2 b?�HH }`bi 2bi�#HBb? � r2�F bQHmiBQM #27Q`2 �Mv 7m`i?2` /Bb+mbbBQMX

>2`2 r2 +QMbB/2` H1,−1,2 U#v +QMbi`m+iBQM � >BH#2`i bT�+2V �M/ �TTHv � r2HH FMQrM
i?2Q`2K 7Q` r2�F 7Q`K QM >BH#2`i bT�+2X

h?2Q`2K eXR UG�t@JBH;`�KVX :Bp2M � #QmM/2/ #BHBM2�` 7Q`K B(u, v) r?B+? Bb �HbQ
+Q2`+Bp2 QM � >BH#2`i bT�+2 V - i?2M B(u, v) = f(v) ?�b � mMB[m2 bQHmiBQM u ∈ V 7Q`
�Mv #QmM/2/ HBM2�` 7mM+iBQM�H f X

q2 MQr H2iN B(u, v) = 〈Du,Dv〉2 �M/ f(v) = 〈η, v〉2 Ur2�F 7Q`K Q7 D2u = ηVX

G2KK� eXkX 6Q` (p, δ) bi�i2/ BM h?2Q`2K 8Xk- D : H1,δ,p → H0,δ+1,p Bb #QmM/2/X

S`QQ7X 6`QK i?2 BM2[m�HBiv
UeXRV ‖σ1+pDψ‖p ≤ 2‖σ1+p∇ψ‖p ≤ 2‖σ1+p∇̂ψ‖p + 2‖σ1+p|h|ψ‖p
�M/ |h| ≤ Cσ−2 bQ i?2 H�bi BMi2;`�H +QMp2`;2 7Q` ψ ∈ H1,δ,pX "

hQ T`Qp2 i?2 +Q2`+Bp2 T�`i- r2 b?�HH /2`Bp2 bQK2 2biBK�i2 7Q` �bvKTiQiB+ T�`iX

G2KK� eXjX 6Q` bm{+B2MiHv H�`;2 R r2 ?�p2 i?2 7QHHQrBM; 2biBK�i2 Q7 ψ ∈ H1,−1,2

‖σ−1ψ‖22;Ml,2R
≤ 16‖∇̂ψ‖22;Ml,2R

‖∇̂ψ‖22;Ml,2R
≤ 6

5
‖∇ψ‖22;Ml,2R

>2`2 i?2 bm#b+`BTi Ml,2R /2MQi2b BMi2;`�iBQM Qp2` Ml,2RX

S`QQ7X Ai bm{+2b iQ p2`B7v i?Bb 7Q` C∞
0 - #mi r2 }`bi rQ`F QM mbm�H RnX AM i?Bb +�b2

dµ3 = r2drdΩ BM bT?2`B+�H +QQ`/BM�i2b bQ 7`QK BMi2;`�iBQM #v T�`ibRy

∫ ∞

2R
r−2|ψ|2(r2dr) ≤ 2

∫ ∞

2R
r(2|ψ|d|ψ|)dr ≤

(∫ ∞

2R
4|ψ|2dr

)1/2(∫ ∞

2R
|d|ψ||2(r2dr)

)1/2

�M/ i?2 H�bi BM2[m�HBiv Bb 7`QK *�m+?v@a+?r�`x �M/ ;Bp2b i?2 7Q`KmH�
∫

Ml,2R

r−2|ψ|2dµ3 ≤ 16

∫

Ml,2R

|d|ψ||2dµ3

>2`2 d|ψ| +�M #2 7m`i?2` 2biBK�i2/

|d|ψ|| < d〈ψ,ψ〉
2|ψ| =

〈∇̂ψ,ψ〉
|ψ| ≤ |∇̂ψ|

�i KBMBKmK |ψ| = 0 B7 Bi Bb /Bz2`2MiB�#H2 U�HKQbi 2p2`vr?2`2- #mi r2 �`2 ;QBM; iQ
BMi2;`�i2 �Mvr�v bQ i?Bb bm{+2bV i?2M G>a Bb x2`Q bQ BM2[m�HBiv biBHH ?QH/bX LQr
gij /Bz2`b 7`QK δij #v O(r−1) bQ 7Q` R H�`;2 2MQm;? i?Bb BM2[m�HBiv biBHH ?QH/b B7 dµ3

Bb `2TH�+2/ #v i?2 pQHmK2 7Q`K √
gdµ3X h?2 b2+QM/ BM2[m�HBiv Bb mbBM; |h| ≤ C1r−2

‖∇ψ‖2;Ml,2R ≥ ‖∇̂ψ‖2;Ml,2R − ‖|h|ψ‖2;Ml,2R ≥ ‖∇̂ψ‖2;Ml,2R − C1

R
‖σ−1ψ‖2;Ml,2R

�M/ mb2 }`bi BM2[m�HBivX "

NLQiB+2 i?2`2 Bb MQ #QmM/�`v i2`K 2M+Q/2/ BM Qm` r2�F 7Q`KmH�iBQM- i?Bb Bb #2+�mb2 r2 �`2 rQ`FBM;
QM H1,−1,2 �M/ BM 7�+i i?2 #QmM/�`v i2`K rBHH p�MBb? UbBKBH�` +�H+mH�iBQM �b dη̂VX

Ryh?2 #QmM/�`v i2`K Bb +QHH2+i2/ BM i?2 BMi2;`�H |r|ψ|2|∞2R| ≤ 2R
∫∞
2R d|ψ|2dr ≤

∫∞
2R r(2|ψ|d|ψ|)dr

d



S`QTQbBiBQM eX9X 6Q` bm{+B2MiHv H�`;2 R- r2 ?�p2 � +QMbi�Mi cR bQ ψ ∈ H1,−1,2

UeXkV ‖ψ‖21,−1,2 ≤ cR‖Dψ‖22
S`QQ7X �b #27Q`2 r2 mb2 i?2 +miQz 7mM+iBQM βR /2}M2 BM T`QQ7 Q7 i?2Q`2K 9XR iQ
r`Bi2 ψBM = (1 − βR)ψ �M/ ψ2t = βRψ- r2 �HbQ TB+F R H�`;2 2MQm;? bQ i?�i i?2
2biBK�i2 BM i?2 �#Qp2 H2KK� ?QH/bX 6B`bi r2 MQiB+2 7Q` i?2 +QKT�+i TQ`iBQM ψBM
_2HHB+? H2KK� biBHH rQ`Fb- r2 b?�HH b?Qr i?2 BM2[m�HBiv
UeXjV ‖ψBM‖22 ≤ c1‖∇ψBM‖22
amTTQb2 MQi- H2i ψk #2 � b2[m2M+2 bm+? i?�i k‖∇ψk‖22 ≤ ‖ψk‖22 �M/ #v `2b+�HBM;
r2 K�v �bbmK2 k‖∇ψk‖22 ≤ 1 bQ ψk ∈ W 1,2 �M/ _2HHB+? H2KK� i?2M T`QpB/2 �
bm#b2[m2M+2 ψkj → ψ BM L2 r?B+? BM i2`Kb b?Qr ψ ∈ W 1,2 �M/ ∇ψ = 0 �b r2HH Ub22
1p�Mb 8X3XRV 6`QK G2KK� 9Xk 7Q` C∞

0 i?�i ∇ψ = 0 4⇒ ψ = 0 �M/ #v � /2MbBiv
�`;mK2Mi r2 b22 i?Bb BM2[m�HBiv ?QH/bX 6`QK i?Bb r2 ?�p2

‖∇̂ψBM‖2 ≤ ‖∇ψBM‖2 + ‖h‖∞ · ‖ψBM‖2 ≤ c2‖∇ψBM‖2
6Q` i?2 �bvKTiQiB+ TQ`iBQM- ∇ψ2t = dβR ·ψ+βR ·∇ψ �M/ r2 �HbQ b2i |dβ| ≤ c3σ−1

bQ 7`QK i?2 2biBK�i2 BM i?2 �#Qp2 H2KK� ‖∇ψ2t‖ ≤ c4‖∇ψ‖2- MQrRR

‖∇ψ‖22 ≥ 1

2
‖∇ψBM‖2 + ‖∇ψ2t‖22 − c5‖∇ψ‖22

bQ Bi 7QHHQrb c6‖∇̂ψ‖22 ≤ ‖∇ψ‖22X 6BM�HHv r2 FMQr 7`QK BMi2;`�H "Q+?M2` i?�i
‖Dψ‖22 = ‖∇ψ‖22 + 〈ψ,Rψ〉

7Q` C∞
0 bQ #v � /2MbBiv �`;mK2Mi Bi Bb �HbQ i`m2 7Q` H1,−1,2X AM T�`iB+mH�` bBM+2

R ≥ 0 bQ r2 ?�p2
‖Dψ‖22 ≥ ‖∇ψ‖22 ≥ c6

2
‖∇̂ψ‖22 +

c6
10

‖σ−1ψ‖22 ≥ c7‖ψ‖21,−1,2

i?2 H�bi BM2[m�HBiv Bb �HbQ 7`QK G2KK� eXjX "
�i }`bi bB;?i QM2 K�v rQM/2` r?2i?2` r2 +�M bQHp2 7Q` η ∈ L2 �b Bi Bb MQi BKK2/B�i2
〈η, ·〉 /2}M2b � #QmM/2/ 7mM+iBQM�H Qp2` H1,−1,2- #mi `2K2K#2` C∞

0 Bb /2Mb2 BM L2

�M/ r2 bm`2Hv +�M bQHp2 7Q` C0
c - i?2 i?2Q`2K i?2M 7QHHQrb 7`QK � b?Q`i �`;mK2MiX

S`QQ7 7Q` η ∈ L2X :Bp2M η ∈ L2 r2 }M/ � b2[m2M+2 ηi BM C∞
0 iQ �TT`QtBK�i2 �M/

H2i Dψi = ηi #2 i?2B` bQHmiBQMbX aBM+2 r2 ?�p2 i?2 2biBK�i2 BM S`QTQbBiBQM eX9- ψi

Bb �HbQ � *�m+?v b2[m2M+2 bQ ?�b � HBKBi ψ- �M/ #v i`B�M;H2 BM2[m�HBiv r2 b22
‖Dψ − η‖2 ≤ c1‖ψ − ψi‖1,−1,2 + c2‖η − ηi‖2

i?2 irQ i2`Kb QM _>a 7QHHQrb 7`QK BM2[m�HBiv UeXRV �M/ UeXkV `2bT2+iBp2HvX "
Ai Bb MQi +H2�` 7`QK i?Bb �`;mK2Mi i?�i Qm` bQHmiBQM Bb mMB[m2 Q` MQi- iQ i?Bb 2M/
S`QTQbBiBQM eX8X D : H1,−1,2 → L2 Bb BMD2+iBp2X
S`QQ7X h?2 bQHmiBQM Dψ = 0 #2BM; bKQQi? �M/ ∇ψ = 0 Bb +H2�` UC∞ `2;mH�`Biv Bb
HQ+�H �M/ #v "Q+?M2`VX AM pB2r Q7 G2KK� 9Xk- Bi `2K�BMb iQ b?Qr ψ /2+�v iQ x2`QRk

#v Q#b2`pBM; i?�i ∫ ∞

2R
|r−1ψ|2(r2dr) < ∞

RR6`QK i?Bb BM2[m�HBiv c−1|a|2 + c|b|2 ≥ 2〈a, b〉 �M/ i?�i 7Q` ∇ψ2tX
Rkh?Qm;? MQi M2+2bb�`v- 7Q` δ > 0 r2 +�M Q#i�BM � #2ii2` 2tTQM2Mi /2+�v �b /2KQMbi`�i2 �#Qp2

#v JQ``2v BM2[m�HBiv
3



bQ ψ Kmbi i2M/b iQ x2`Q Ui?Bb /Q2b MQi b?Qr mMB7Q`K #mi �HQM; bQK2 T�i?VX "

h?Bb +QKTH2i2b H1,−1,2 +�b2X 6Q` Qi?2` H1,δ,p- r2 }`bi MQi2 i?�i H1,δ,p ⊂ H1,−1,2

Bb � +QMiBMmQmb 2K#2//BM;- r?B+? +�M #2 b?QrM #v >ƺH/2` BM2[m�HBiv Ub22 S�`F2`VX
LQr B7 r2 ?�p2 i?2 7QHHQrBM; 2biBK�i2
UeX9V ‖ψ‖1,δ,p ≤ cδ,p‖η‖0,δ+1,p

7Q` i?2 r2�F bQHmiBQM ψ ∈ H1,−1,2 Q#i�BM2/ �#Qp2- i?2M #v �M �HKQbi B/2MiB+�H
�`;mK2Mi iQ η ∈ L2 r2 +QKTH2i2 i?2 T`QQ7- bQ H2i mb }MBb? i?BbX

dX S`QQ7 Q7 ‖ · ‖1,δ,p 1biBK�i2
�b #27Q`2- r2 /BpB/2 Qm` /Bb+mbbBQM BMiQ ψBM �M/ ψ2tX 6Q` i?2 +QKT�+i TQ`iBQM

r2 +�M mb2 Lp@2biBK�i2 �M/ MQiB+2 i?�i r2 FMQr D ?�b mMB[m2 bQHmiBQM B7 Bi 2tBbib-
bQ #v bBKBH�` �`;mK2Mi U#mi i?Bb iBK2 r2 mb2 Lp@`2;mH�`Biv ?2`2 BMbi2�/ Q7 _2HHB+?
BM2[m�HBiv- b22 :BH#�`;@h`m/BM;2` G2KK� NXRdV BM BM2[m�HBiv UeXjV r2 +�M BM 7�+i
b?Qr U`2K2K#2` ψ = DuV

‖∇̂ψBM‖p;K ≤ c1‖η‖p;K �M/ ‖ψBM‖p;K ≤ c2‖η‖p;K

aF2i+? Q7 Lp@2biBK�i2 QM KX U7`QK :BH#�`;@h`m/BM;2`V �b BM +H�bb- r2 /2+QKTQb2
�M 2HHBTiB+ QT2`�iQ` BMiQ L = L0 +L1 +L2 QM � bK�HH #�HH r?2`2 L0 Bb i?2 +QMbi�Mi
+Q2{+B2Mib kM/@Q`/2` i2`Kb- L1 Bib kM/@Q`/2` p�`B�iBQM- �M/ L2 i?2 HQr2` Q`/2`
i2`KbX q2 i?2M 2biBK�i2 QM 2�+? bK�HH #�HH �M/ T�i+? mT iQ i?2 +QKT�+i b2i KX
�b BM +H�bb- r2 mb2 �M Lp 2biBK�i2 7Q` L0 �M/ �M BMi2`TQH�iBQM #2ir22M W 0,p �M/
W 2,p- bQ Bi �HH #QBHb /QrM iQ Lp@2biBK�i2 QM L0- r?B+? Bb i?2 bi�M/�`/ H�TH�+B�M ∆
QM Rn �7i2` bQK2 HBM2�` i`�Mb7Q`K�iBQMX

dXRX Lp@1biBK�i2 7Q` ai�M/�`/ G�TH�+B�M QM RnX 6Q` ∆u = f +H�bbB+�HHv r2
?�p2 :`22M `2T`2b2Mi�iBQM 7Q`KmH�

u(x) =

∫

B
G(x− y)f(y)dy

r?2`2 G Bb i?2 7mM/�K2Mi�H bQHmiBQM �M/ f ∈ C∞
0 (B)- i?2M r2 2ti2M/ i?Bb iQ

f ∈ L2(B) #v � /2MbBiv �`;mK2MiX LQr r2 +�M pB2r ∂i∂ju �b �M QT2`�iQ` T QM L2-
rBi? ∂i mM/2`biQQ/ �b r2�F /2`Bp�iBp2 i?�i

Tf = ∂i∂j(

∫

B
G(x− y)f(y)dy)

bQ i?2 Lp@2biBK�i2 Bb 2[mBp�H2Mi iQ ‖Tf‖p ≤ c‖f‖p- T Bb +�HH2/ bi`QM; ivT2 TX 6Q`
p = 2- mbBM; :`22M Rbi B/2MiBiv QM2 +�M b?Qr

UdXRV
∫

Rn

∑

i,j

|∂i∂ju|2 =

∫

Rn

f2

r?2`2 i?2 #QmM/�`v i2`Kb p�MBb? 7`QK �M 2biBK�i2 QM GX PM i?2 Qi?2` ?�M/ 7Q`
p = 1 r2 `2K�`F i?�i i?2 bi`QM; ivT2 MQ HQM;2` ?QH/bX �M 2t�KTH2 Bb T`QpB/2/ #v

u(r) =

∫ 1

r

1

xn−1(1− HMx)
dx

BM mMBi #�HH BX 6`QK ∆ = r1−n∂r(rn−1∂ru) + · · · �M/ |∂2u| ≥ ∂2ru r2 `2[mB`2
rn−1∂ru → 0 #mi rn−2∂ru /∈ L1(B)

N



M2�` Q`B;BM- i?2 }`bi +Q``2bTQM/b iQ ∆u ∈ L1(B) �M/ i?2 kM/ |∂2u| /∈ L1(B)X h?mb-
r2 +�M �i KQbi �MiB+BT�i2 � r2�F ivT2 2biBK�i2 7Q` p = 1- M�K2Hv

µf (t) := |{x ∈ B|f(x) > t}| ≤ c1
t
‖f‖1

hQ T`Qp2 i?Bb- � bm#/BpBbBQM Q7 bT�+2 Bb mb2/X 6Q` � }t2/ t > 0-

RX Ubi�`i2`V SB+F P0 bm+? i?�i K ⊂ P0 �M/
∫

P0

f ≤ t|P0|

kX �TTHv #Bb2+iBQM QM P0

jX SB+F i?Qb2 bm#@+m#2b P i?�i
∫

P
f ≤ t|P | �M/ `2T2�i i?2 T`Q+2bbX

h?2`2 Bb bQK2 [mB+F Q#b2`p�iBQM QM i?Bb bm#/BpBbBQM- 7Q` i?Qb2 P +�MMQi #2 7m`i?2`
bm#/BpB/2/ #v i?Bb T`Q+2/m`2

t ≤ 1

|P |

∫

P
f ≤ 2ntUdXkV

|f | ≤ t �X2X QM P0 − ∪∞
j=1PjUdXjV

i?2 G>a Bb 7`QK P +�MMQi #2 7m`i?2` bm#/BpB/2/ �M/ _>a 7`QK P T`2/2+2bbQ`-
�M/ |f | < t +�M #2 b22M 7`QK G2#2b;m2 /Bz2`2MiB�iBQM i?2Q`2KX q2 r`Bi2 7mM+iBQM
f = g + h r?2`2 g Bb /2}M2/ #v

g(x) =






1

|Pj |

∫

Pj

f 7Q` x ∈ Pj

f(x) Qi?2`rBb2
rBi? Pj i?2 b2[m2M+2 Q7 +m#2b /2b+`B#2/ #v i?2 T`Q+2/m`2 �#Qp2X 6B`bi

µTf (t) ≤ µTg(t/2) + µTb(t/2)

�M/ i?2 2biBK�i2 7Q` Tg Bb

µTg(t/2) ≤
4

t2

∫
|g|2 ≤ 2n+2

t

∫
|g| ≤ 2n+1

t
‖f‖1

r?2`2 i?2 }`bi Bb *?2#vb?2p BM2[m�HBiv �M/ UdXRV- i?2 b2+QM/ Bb 7`QK |g| ≤ 2nt
�HKQbi 2p2`vr?2`2 #v UdXkV �M/ UdXjV r?BH2 i?2 i?B`/ #v +QMbi`m+iBQM Q7 gX 6Q` i?2
T�`i h- r2 b?�HH bim/v Bi QM 2�+? PlX G2i hkl ∈ C∞

0 (Pl) #2 � b2[m2M+2 +QMp2`;2b iQ
hχPl BM L2@MQ`K rBi? i?2 �//BiBQM�H T`QT2`iv i?�i Bib BMi2;`�H Qp2` Pl Bb B/2MiB+�HHv
x2`Q U2�bv iQ �+?B2p2 #v �//BM; bQK2 bK�HH +QMbi�MiV- i?2M r2 ?�p2

Thkl =

∫

Pl

(∂2ijG(x, y)− ∂2ijG(x, yl))hkl(y)dy

bBM+2 i?2 H�bi i2`K �p2`�;2 Qmi #v i?2 +QMbi`m+iBQM QM hkl- r?2`2 yl Bb i?2 +2Mi2`
Q7 Pl- i?2M r2 mb2 K2�M p�Hm2 i?2Q`2K �M/ i?2 7mM/�K2Mi�H bQHmiBQM iQ Q#i�BM

|Thkl| ≤
Crl

(/Bbi(x, Pl))n+1

∫

Pl

|hkl(y)|dy

r?2`2 rl Bb i?2 bBx2 Q7 PlX LQr B7 r2 BMi2;`�i2 Qp2` i?2 `2;BQM rBi? Pl b+QQT2/ Qmi-
∫

P0−Pl

|Thkl| ≤ C1

∫

Pl

|hkl|

*QMb2[m2MiHv- r2 ?�p2 #v H2iiBM; k → ∞ �M/ bmKKBM; Qp2` l
∫

P0−∪∞
i=1Pi

|Th| ≤ C

∫
|h|

Ry



h?Bb Bb � bi`QM; ivT2 QM P0 − ∪∞
j=1Pj - #mi r2 /Q MQi Q#i�BM �Mv bi`QM; ivT2 QM

∪∞
j=1Pj - bQ 7Q` i?�i T�`i r2 +QmH/ QMHv b�v Bib K2�bm`2 Bb #QmM/2/ #v C2‖f‖1/t

7`QK UdXkV iQ Q#i�BM � r2�F ivT2X 6BM�HHv- r2 BMi`Q/m+2 �M �M�HviB+ iQQH
h?2Q`2K dXR UJ�`+BMFB2rB+x BMi2`TQH�iBQMVX A7 T Bb Q7 r2�F ivT2 p �M/ r2�F ivT2
q- i?2M T Bb Q7 bi`QM; ivT2 r 7Q` p < r < qX
h?Bb 2bi�#HBb?2b Lp@2biBK�i2 7Q` 1 < p ≤ 2X 6Q` p > 2 r2 mb2 i?2 B/2� Q7 Lp /m�H
bT�+2

‖Tf‖p = bmT
‖g‖p∗=1

∫

B
(Tf)g

�M/ i?2 BM2[m�HBiv 7QHHQrb 7`QK BMi2;`�iBQM #v T�`ib
∫

B
(Tf)g =

∫

B
f(Tg) ≤ ‖f‖p‖Tg‖p∗

bQ �TTHv i?2 2biBK�i2 1 < p∗ ≤ 2 7Q` g r2 �HbQ Q#i�BM p > 2 +�b2X "
dXkX � bK�HH /2pB�iBQM 7`QK +QMbi�Mi +Q277B+B2MibX LQr r2 b?�HH 2t?B#Bi
� H1,δ,p@2biBK�i2 7Q` ψ2tX AM i?2 b�K2 bTB`Bi Q7 +QKT�+i +�b2- r2 2tT2+i iQ `2H�i2
Qm` QT2`�iQ` iQ i?2 +QMbi�Mi +Q2{+B2Mib QT2`�iQ`- �M/ #mBH/ i?2 2biBK�i2 QM BiX hQ
#2 KQ`2 2tTHB+Bi- r2 b?�HH +QMbi`m+i � b2`B2b Q7 DR �M/ gR QM R3 T�`�K2i`Bx2/ #v
R- r?2`2 gRij(x) = δij +β(3x)(gij(x)− δij) �M/ i?2 .B`�+ QT2`�iQ` DR Bb /2}M2/ #v

DR =
3∑

i=1

eiR∇̂R
i − 1

2
β(3x)hij(x)e

0ejR

r?2`2Rj ∇̂R
i = ∂i + β(3x)Γi(x)X 6`QK i?Bb +QMbi`m+iBQM r2 ?�p2 D0 =

∑3
i=1 dx

i∂i
Ui?2 KQbi #2HQp2/ D2

0 = −∆R3V- r?BH2 DR = D QM Ml,R- �M/ i?2 T2`im`#�iBQM Q7
+Q2{+B2Mib ?�b i?�i

bmT
R3

|eiR − dxi| < ε �M/ bmT
R3

σ · β(3x)(|Γi|+ |hij |) < ε

h?Bb Bb 2t�+iHv ‖DR − D0‖ < ε r?2M R Bb bm{+B2MiHv H�`;2 �M/ B7 r2 ?�TT2M iQ
b?Qr D0 Bb � "�M�+? BbQKQ`T?BbK- i?2M �b ?�pBM; BMp2`b2 Bb �M QT2M +QM/BiBQM r2
�`2 /QM2X LQr r2 bi�i2 i?2 2biBK�i2 QM −∆- r?B+? Bb � bT2+B�H +�b2 Q7 (j) h?K kXRX
h?2Q`2K dXkX 6Q` p ≥ 2 �M/ 0 < δ < 1− 3

p r2 ?�p2 i?2 2biBK�i2
∑

|α|≤m

‖|x||α|+δ∂αu‖p ≤ c‖|x|2+p∆R3u‖p

7Q` �HH u ∈ H1,−1,2 �M/ |x|2+δ∆R3u ∈ Lp(R3)X
S`QQ7X q2 #2;BM #v MQiB+BM; i?2 7mM/�K2Mi�H bQHmiBQM Bb G(x, y) = c1|x−y|−1- i?2M

∣∣|x|δu
∣∣ ≤ c1

∫

R3

(
1

|x|−δ|x− y||y|2+δ

) ∣∣|y|2+δf
∣∣dy

7Q` f = −∆R3uX q2 b?�HH `2K�`F i?�i i?Bb BMi2;`�H pB2r2/ �b �M BMi2;`�H QT2`�iQ`
rBi? i?2 F2`M2H K(x, y) /2}M2/ �b BM i?2 T�`2Mi?2b2b- Bb � #QmM/2/ QT2`�iQ` Qp2`
Lp(R3)X Ai i?2M 7QHHQrb i?�i
UdX9V ‖|x|δu‖p ≤ c1‖|x|m+δ∆R3u‖p

RjLQiB+2 i?2 +QMM2+iBQM 7Q`K Bb MQi +?�M;2/- r2 Dmbi bHB;?iHv T2`im`# i?2 K�i`Bt eiR
RR



hQ b22 i?Bb- r2 }`bi Q#b2`p2 #v |x| ≤ |x− y|+ |y| i?�i

K(x, y) ≤ 1

|x− y|1−δ|y|2+δ
+

1

|x− y||y|2

bQ r2 Dmbi 2biBK�i2 i?2 irQ i2`KbX "v �J@:J BM2[m�HBiv |x| ≥ (
∏3

i=1 |xi|)1/3 r2
b22 i?Bb +�M #2 7m`i?2` `2/m+2/ iQ R@/BK +�b2- r?B+? Bb 2t�+iHv i?2 7QHHQrBM; H2KK�

G2KK� dXj Ua+?m`VX G2i K(x, y) ≥ 0 �M/ K(λx,λy) = λ−1K(x, y)- i?2M
∫ ∞

0
y−1/pK(1, y)dy = C < ∞ 4⇒

∥∥∥
∫ ∞

0
K(x, y)f(y)dy

∥∥∥
p
≤ C‖f‖p

S`QQ7X q`Bi2 K(x, y) = xƐ1K(1, y/x) �M/ �TTHv JBMFQrbFB BMi2;`�H BM2[m�HBivX "

LQr 7`QK i?2 bi�M/�`/ Lp@2biBK�i2
R|α|‖∂αu‖p;AR ≤ c2(R

2‖∆u‖p;AR + ‖u‖p;AR)

Ui?Qb2 R �`Bb2 M�im`�HHv #v `2b+�HBM;V 7Q` �M �MMmHmb AR = {R ≤ |x| ≤ 2R}X Ai
i?2M 7QHHQrb #v KmHiBTHv #Qi? bB/2b Rδ �M/ rBi? bQK2 K�MBTmH�iBQMb i?�i

‖|x|δ+|α|∂αu‖p;AR ≤ c3(‖|x|2+δ∆u‖p;AR + ‖|x|δu‖p;AR)

}M�HHv r2 bmK Qp2` R = 2j - i?2M mb2 UdX9V iQ +QM+Hm/2X "

6BM�HHv r2 `2K�`F i?�i Du = ψ- bQ i?2 2biBK�i2 7Q` u 2bi�#HBb?2b UeX9V 7Q` ψ2tX

3X >B;?2` .BK2MbBQM�H :2M2`�HBx�iBQM
h?2 B/2� �#Qp2 +�M #2 2ti2M/2/ iQ ?B;?2` /BK2MbBQMb(R)- #mi }`bi r2 b?�HH �bF

Qm`b2Hp2b r?v QM2 b?�HH /Q i?Bb �7i2` �HHX AM 7�+i- B7 QM2 +�M 2t?B#Bi HQ+�HHv +QM@
7Q`K�HHv ~�i +QQ`/BM�i2b BM � M2B;?#Q`?QQ/ B- i?2M #v r → r−1 i?Bb rBHH ~BT i?2
+QQ`/BM�i2b iQ

gij =
(
1 +

m

rn−2

)
δij + aij

r?2`2 aij Bb i?2 ?B;?2` Q`/2` i2`Kb- �M/ MQiB+2 m Bb `2H�i2/ iQ i?2 BMi2;`�H

m(n− 1)pQH(Sn) = HBK
R→∞

∫

SR

(∂jgij − ∂igjj)dΩ
i

bQ i?2 TQbBiBp2 K�bb i?2Q`2K rBHH i2HH mb m ≥ 0- �M/ m = 0 B7 �M/ QMHv B7 M −B Bb
BbQK2i`B+ iQ RnX h?Bb Bb BMi2`2biBM; BM Bib2H7- Q` r2 b?�HH `2K�`F i?�i i?Bb Bb � bi2T
BM T`QpBM; +QKT�+i u�K�#2 T`Q#H2KX LQr r2 bi�i2 `2H2p�Mi �bbmKTiBQMbX

�bbmKTiBQM U"�`iMBFVX G2i M #2 � +QKTH2i2 _B2K�MMB�M K�MB7QH/ r?B+? �/KBib
� bTBM bi`m+im`2 rBi? b+�H�` +m`p�im`2 R ≥ 0- �M/ `2[mB`2 bQK2 /2+�vR9 +QM/BiBQM
b�v gij − δij ∈ W2,p,−τ (MR) r?2`2 τ ≥ 1

2 (n− 2)X

6B`bi MQiB+2 B7 r2 i�F2 mT i?Bb `Qmi2 Q7 T`QpBM; TQbBiBp2 K�bb i?2Q`2K- r2 M22/
� bTBM bi`m+im`2 i?Qm;? Bi Bb MQi �Hr�vb i`m2X L2p2`i?2H2bb- r2 #`B2~v /2b+`B#2 ?Qr
iQ 2ti2M/ i?2 �#Qp2 +�H+mH�iBQM iQ i?Bb bT2+B}+ p2`bBQM BM ?B;?2` /BK2MbBQM- �M/ i?2
7QHHQrBM; rBHH #2 bF2i+?vX

RX h?2 +QMbi�Mi bTBMQ` ψ0 Bb biBHH bm#D2+i2/ iQ � T�`iB+mH�` +?QB+2 Q7 +QQ`/B@
M�i2b- #mi r2 rBHH b?Qr i?Bb +?QB+2 Bb bmT2`}+B�H BM bQK2 b2Mb2 H�i2`X

R9i?2 2tTQM2Mi τ ?2`2 Q7 "�`iMBF Bb bHB;?iHv /Bz2`2Mi 7`QK i?�i δ Q7 S�`F2`- −τ − n/p = δ
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kX h?2 #QmM/�`v i2`K BM "Q+?M2` 7Q`KmH� Bb biBHH i?2 K�bb- �M/ ?2`2 r2 /Q
MQi #Qi?2` Qm`b2Hp2b rBi? ?vT2`bm`7�+2 bQ ∇ψ = 0 rBHH /B`2+iHv BKTHv ψ = 0
bQ i?2 �`;mK2Mi Bb Km+? KQ`2 /B`2+iX

jX h?2 BMD2+iBpBiv Q7 D 7QHHQrb 7`QK ‖Dψ‖22 = ‖∇ψ‖22 + 〈ψ, 1
4Rψ〉 �M/ R ≥ 0-

bQ �b #27Q`2 ∇ψ = 0 #mi MQr Bi b?Qrb ψ = 0 /B`2+iHvX
9X h?2 `2H2p�Mi 2biBK�i2b Qp2` r2B;?i2/ aQ#QH2p bT�+2 �`2 2bb2MiB�HHv i?2 b�K2

r?2`2 i?2v �`2 /QM2 bBKBH�`Hv #v bmKKBM; Qp2` �MMmHmb AR- �M/ �M 2biBK�i2
Q7 :`22M 7mM+iBQM G(x, y) = cn|x − y|2−n Q7 i?2 bi�M/�`/ G�TH�+B�M ∆Rn

7QHHQr2/ #v mbBM; a+?m` rQmH/ ;Bp2 r2B;?i2/ _2HHB+?–EQM/`�+?QpX
q2 +HQb2 i?Bb b2+iBQM rBi? irQ i?2Q`2Kb b?QrBM; i?2 K�bb �M/ i?2 +?QB+2 Q7 +QQ`@
/BM�i2b �`2 KQ`2 Q` H2bb BMi`BMbB+ iQ M Bib2H7X
h?2Q`2K 3XR U"�`iMBF (R) jXkVX G2i xi �M/ zi #2 irQ +QQ`/BM�i2b rBi? �bvKTiQiB+
/2+�v Q7 τ Q` ?B;?2`- i?2M

|xi − (Ai
jz

j + bi)| = o(r1−τ )

r?2`2 Ai
j Bb � +QMbi�Mi Q`i?Q;QM�H K�i`Bt �M/ bi bQK2 +QMbi�MibX

aF2i+? Q7 T`QQ7X 6B`bi r2 FMQr ∆xi = gjkΓi
jk ∈ W0,p,1−τ bQ r2 +�M bQHp2 ∆vi =

∆xi �M/ Q#i�BM ?�`KQMB+ +QQ`/BM�i2b xi − vi- �M/ bBKBH�`Hv 7Q` zi − wiX LQiB+2
/BK F2`∆ = n+1 U_Qm;?Hv bT2�FBM;- mbBM; �M 2tT�MbBQM �i BM}MBiv 7Q` 2H2K2Mib BM
F2`∆- i?2M /BK F2`∆ +�M #2 +QKTmi2/ 7`QK i?2 /BK2MbBQM Q7 ?�`KQMB+ TQHvMQKB�H
Q7 /2;`22 kV i?Bb BKTHB2b #Qi? {1, xi− vi} �M/ {1, zi−wi} +QMbBbib � #�bBb 7Q` F2`∆
�M/ 7`QK i?Bb r2 +�M `2H�i2 i?2K #v � +QMbi�Mi Q`i?Q;QM�H K�i`BtX "
h?2Q`2K 3Xk U"�`iMBF (R) 9XkVX :Bp2M irQ +QQ`/BM�i2b xi �M/ zi rBi? /2+�v τ ≥
1
2 (n− 2) i?2M i?2B` K�bb �`2 i?2 b�K2X
aF2i+? Q7 T`QQ7X LQiB+2 7`QK i?2 �bvKTiQiB+ �bbmKTiBQM

√
|g| gij(Γj −

1

2
∂j HQ; |g|) = ∂jgij − ∂igjj + o(r−1−2τ )

�M/ i?2 G>a �TT2�` BM i?2 /Bp2`;2M+2 i2`K BM b+�H�` +m`p�im`2 R- bQ i?Bb ;Bp2b �
;2QK2i`B+ BMi2`T`2i�iBQM Q7 K�bb BM i2`Kb Q7 � HBKBi Q7 �M BMi2;`�H Q7 b+�H�` +m`p�im`2X
LQr MQiB+2 i?2 +?�M;2 Q7 7`�K2 Bb Aj

i + o(r−τ ) 7`QK �#Qp2- bQ QM2 K�v +?2+F �HH
�//BiBQM�H i2`Kb �`2 BM +Q``2+i Q`/2` bQ i?�i QM2 +�M /Bb+�`/ i?2K BM i?2 HBKBi �M/
Q#i�BM i?2 b�K2 BMi2;`�HX "

_272`2M+2b
(R) _Q#2`i "�`iMBFX h?2 K�bb Q7 �M �bvKTiQiB+�HHv ~�i K�MB7QH/X *QKKX Sm`2 �TTHX J�i?- T�;2b

eeRĜeNj- RN3eX
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Note for the Solutions to the Yamabe Problem

Shi Chen, B07202036, Department of Physics, NTU

1 Introduction to Yamabe Problem

To introduce what does the Yamabe problem mean, we first recall some knowl-
edges about conformal deformation of Riemannian metric.

Definition 1.1. Let (M, g) be an n(� 2)�dimenstional smooth Riemannian
manifold. Given g̃ another Riemannian metric on M, we say g̃ is conformal
to g i↵ there exist a di↵eomorphism f of M onto M and a porsitive function
⇢ 2 C

1(M) such that g̃ = ⇢f
⇤
g. In the case f is the identity map, we say g̃ is

point wise conformal to g. On the other hand, if g̃ = g, i.e. g = ⇢f
⇤
g for some

positive function ⇢, then f is called a conformal transformation of (M, g).

Let Cg = {⇢g | ⇢ 2 C
1(M), ⇢ > 0} be the set of Riemannian metrics on

M pointwise conformal to g. A nature problem arising is Given (M, g) and a
function K 2 C

1(M), does there exist g̃ 2 Cg such that the scalar curvature R̃

of g̃ is equal to the given function K?

For arbitrary function K, this problem is easily disproved since we all know
there are some topological constraint on the scalar curvature (for example, the
Gauss-Bonnet theorem for surface). Hence we restrict the problem to the most
interesting case which K̃ is a constant. For dimensition 2, this problem is
just the unifromization theorem of Riemann surface. For dimension � 3, this
problem is the so-called Yamabe conjecture, which was studied by H. Yam-
abe(1960), N. Trudinger(1968), T. Aubin(1976), and has been completely solved
by R. Schoen(1984). The answer is also a�rmative when the manifold is com-
pact (there are counterexapmles for noncompact case, see [5]).

The goal of this note is to show the proof of Yamabe problem. In this note,
we consider that case that (M, g) is a compact, smooth, Riemannian manifold
without boundary (in general, we can also discuss this problem in the category
of complete, non-compact Riemannian manifold, but the study in this direction
is in complete).

To start the disscussion of the proof of Yamabe problem, we have to first
investigate how the scalar curvature transform when the metric transform con-
formally:
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Proposition 1.2.(the conformal deformation of scalar curvature) Given a Rie-
mannian manifold (M.g) and ⇢ 2 C

1(M), ⇢ > 0. If g̃ = ⇢g , then we have
R̃ = ⇢

�1
R� (n� 1)⇢�2�⇢� 1

4 (n� 1)(n� 6)⇢�3|r⇢|2.

Proof: We have:

�̃k
ij =

1

2
g̃
kl(
@g̃il

@xj
+
@g̃jl

@xi
� @g̃ij

@xl
)

=
1

2
⇢
�1

g
kl(
@⇢gil

@xj
+
@⇢gjl

@xi
� @⇢gij

@xl
)

= �k
ij +

1

2
(�ik

@ log ⇢

@xj
+ �jk

@ log ⇢

@xi
� gijg

kl @ log ⇢

@xl
)

Take the result into the formula of Ricci curvature. After some tedius cal-
culation , we get:

R̃ij = Rij�
n� 2

2
(log ⇢),ij+

n� 2

4
(log ⇢),i(log ⇢)),j�

1

2
(�(log ⇢)+

n� 2

2
|r⇢|2)gij

Taking trace, we get the desired result.⇤

For the case n > 3, we define ⇢ = u
4

n�2 , then we have:

R̃ = u
� n+2

n�2 (Ru� 4(n� 1)

n� 2
�u)

So our problem reduces to solving the equation:

4(n� 1)

(n+ 2)
�u�Ru+ �u

n+2
n�2 = 0

for some u > 0 and constant �.

2 Conformal Invariant �(M)

From now on, we using the notation:

p =
2n

n� 2
, a =

n� 2

4(n� 1)
,L = ��+ aR

The operator L is called conformal Laplacian of (M, g). then the equation be-
comes:

Lu = �u
p�1

Yamabe observed that this is the Euler-Lagrange equation of the functional

Q0(g̃) =

R
M Rg̃dµg̃

(
R
M dµg̃)2/p

2



restricted to the conformal class Cg. Indeed, if we define Q(u) = aQ0(up�2
g) =

aQ0(g̃). Since we know the scalar curvaure of g̃ is Rg̃ = a
�1

u
1�p

Lu, and
dµg̃ = u

p
dµ, so we have:

Q(u) = aQ0(u
p�2

g) =
E(u)

||u||2p

for functional:

E(u) =

Z

M
uLudµ =

Z

M
(|ru|2 + aRu

2)dµ

||u||2p = (

Z

M
|u|pdµ)2/p

called the Yamabe queotient. Then we can compute the variation for positive
u:

�E(u) =
(
R
M (2ru ·r�u) + 2aRu�udµ)

||u||2p
�

E(u)(2/p)(
R
M |u|pdµ)2/p�1(

R
M pu

p�1
�udµ)

||u||4p

= 2

R
M (��u+ aRu� �u

p�1)�udµ

||u||2p

By integration by part and � = E(u)/||u||pp.

Since 2/p = 2n�4
2n < 1, we can find q > 0 such that 1/q + 2/p = 1 and by

Hölder’s inequality, we get:

|
Z

M
Ru

2
dµ|  (

Z

M
R

q
dµ)1/q(

Z

M
(u2)p/2dµ)2/p = c||u||2p

Hence the functional Q(y = u) is bounded from below, Define

�(M) = inf{aQ0(g̃) | g̃ 2 Cg} = inf{Q(u) | u 2 C
1(M), u > 0}

By definition, �(M) only depends on the conformal class of g not g itself; hence
�(M) is a conformal invariant.More over since we have the inequality:

||r|u|||2  ||ru||2

the restriction of u to be positive is not necessary, and since C
1(M) is densed

in L
2
1(M) we can also defined:

�(M) = inf{Q(u) | u 2 L
2
1(M), u 6= 0}

The reason why the conformal invariant play a key role in the Yamabe prob-
lem is the theorem:

Theorem 2.1. Let (M, g) be an n-dimensional compact Riemannian manifold
without boundary. If �(M) < �(Sn), then the Yamabe problem is solvable for
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(M, g). Here S
n is the n-spherewith the standard metric.

To prove the theorem, we needs some lemmas. First, we consider the Sobolev
inequality:

⇤(

Z

Rn

|u|p)2/p 
Z

Rn

|ru|2dx, 8u 2 C
1
0 (Rn)

It can be shown (ref.[1]) that the best constant ⇤ can be defined as:

⇤ = inf{QRn(u) | u 2 C
1
0 (Rn)\{0}} = n(n� 1)!2/n

n

for !n being the volume of Sn.

Secoond, we consider the stereographic projection ⇡ : SN\{P} ! Rn, then
we have:

(⇡�1)⇤g0 =
4

(1 + |x|2)2 ds
2 = ⇢(x)p�2

ds
2

for g0, ds2 the standard metric on n sphere and Euclidean space respectively;
hence, ⇡ is an conformal transformation. So we have QSn(u) = QRn(ū) for ū =
⇢u�⇡�1. Since for all u 2 C

1(Sn), we can approximate it by ui 2 C
1
0 (Sn\{P})

, and corresponding ūi is compact support; therefore �(Sn) � ⇤.

In the section 4, we will prove the result:

Lemma 2.2. For any compact Riemannian manifold (M, g) without boundary,
we always have �(M)  ⇤. As a corollary, we get �(Sn) = ⇤.

Note that the number p = 2n
n�2 is the critical exponent for the Sobolev

embedding L
2
1(M) ,! L

q(M) to be compact. In other word, we have the em-
bedding is compact for 1  q < p.(ref. Rellich–Kondrachov theore, [2] and other
L
p estimate) This makes it di�cult to using the minimization method to obtain

minimal critical points of Q. Yamabe’s method is to decrease the power p to s

and using the limiting procedure (corrected by Trudinger).

For all s 2 [1, p) we deinfe:

Qs(u) =
E(u)

||u||2s
By the same analysis as Q, we find that Qs is bounded from below and hence
we can define:

�s = inf{Qs(u) | u 2 L
2
1(M)\{0}}

Note that the signature of �s is the signature of E(u) which is same as the first
eigenvalue of L.

For the next, we considering the two lemma:
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Lemma 2.3. lim sups!p �s  �(M). If �s � 0, then �s ! �(M) as s ! p.

Proof. It is easy to see that for a fixed sequence 0 6= ui 2 L
2
1(M) such that

Qp(ui) = Q(u) ! �(M), we have �s  Qs(ui) ! Qp(ui) as s ! p. This shows
the first assertion. When �s � 0, Qs(u) � 0 for all u. The we get:

Qp(u) = Qs(u) ·
||u||2s
||u||2p

The latter term can be estimated by Hölder ineqeuality:

||u||2s = (

Z

M
|u|sdµ)2/s  ((

Z

M
(|u|s)p/sdµ)s/p(

Z

M
1dµ)1�s/p)2/s = ||u||2p·vol(M)2(1/s�1/p)

Hence, we get �p = �(M)  �sV
2(1/s�1/p); therefore lim infs!p �s � �(M),

proving the lemma.⇤

Lemma 2.4.Let 2 < s < p. Then there exists us 2 C
1(M), with us > 0 amd

||us||s = 1, such that Qs(us) = �s and us satisfies the equation

Lus = �su
s�1
s

Proof: Taking a minimizing sequence {ui} ⇢ L
2
1(M), such that Qs(ui) ! �s.

We may assume us � 0 as before and since Qs(tu) = Qs(u) for all positive
constant t, we may also assume ||ui||s = 1. Thus,

Qs(ui) = E(ui) = ||rui||22 + a

Z

M
Ru

2
i dµ ! �s

Hence ||rui||22  c1 + c2||ui||22. But we also have ||ui||22  c||ui||s2 by Hölder
ineqeuality. So {ui} is a bounded sequence in L

2
1(M); Therefore, we can as-

sume {ui} converges weakly in L
2
1(M) to some us. As weak limit, us satisfyes

||rus||2  lim infi!1 ||rui||2. Since the embedding L
2
1(M) ,! L

s(M) is com-
pact , we have:

Z

M
Ru

2
i dµ !

Z

M
Ru

2
sdµ, and ||ui||s ! ||us||s

it follows that Qs(us)  limQs(ui) = �s; hence Qs(us) = �s. There fore us is a
L
2
1- weak solution of the Euler-Lagrange equation. To apply the regularity for

the elliptic operator to the equation, we must have to show the smoothness of
the function (·)s�1; i.e. we need to show that us is strickly positive.

Since ui � 0, we may assume us � 0. From the Euler-Lagrange equation, we
can find c � 0 such that �us � cus  0. By the maximum principle of Lapla-
cian if us = 0 at some point , then us ⌘ 0, which is impossible since ||us||s = 1.
Hence us > 0 and prove the theorem.⇤
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Now we can proof the key theorem in this section:

Proof of theorem 2.1.: It is easy to see that if us jas an uniform upper bound:
us  c, then by the qrgument in the proof of Lemma 2.4. we can obtain a
subsequnce of us 2 C

k,↵, where k is any positive integer and 0 < ↵ < 1, then
there exist a subsequence si ! p such that us, converges in C

k(M) to some
u 2 C

1(M) positive which satisfies:

Lu = �u
p�1, and Q(u) = �

(The existence part is by Ascoli-Arzela theorem and smoothness is from reg-
ularity theorem) where � = lim�si . By lemma 2.3., we have �  �(M) but
Q(u) = �. Hence � = �(M) and u is an absolute minimizer of Q. Therefore, it
su�ces to show that us has a uniformly bounded.

Suppose not, there exist sk ! p, uk = usk and zk 2 M such that uk(zk) =
maxuk = mk ! 1. By compactnesss, we may assume zk ! z0 2 M . Take
R.N.C. centered at z0 and the corresponding coordinate of zk is xk. Then
xk ! 0. In coordinate, the equation of uk is:

1p
g(x)

@j(
p
g(x)gij(x)@iuk)� aR(x)uk + �ku

sk�1
k = 0

for �k = �sk , we may assume the equation is defined on |x| < 1. Now set

vk(x) = m
�1
k uk(�kx+ xk)

where �k = m
(2�sk)/2
k ! 0 (the scaling trick). Then vk is defined on a ball of

radius ⇢k = (1� |xk|)/�k ! 1 and satisfies the equation:

1

bk
@j(bka

ij
k @ivk)� ckvk + �kv

sk�1
k = 0

where we use the notation:

a
ij
k (x) = g

ij(�kx+ xk) ! �ij

bk(x) =
p
g(�kx+ xk) ! 1

ck(x) = am
1�sk
k R(�kx+ xk) ! 0

The convergence is C1- convergence on any compact subset of Rn. Notice that
by definition vk  vk(0) = 1. Hence we may know apply the Lp Schauder interio
estimate (ref. [3]) for elliptic operator to get:

||vk||C2,↵(B̄R)  C(R), 8k � k(R)

Take a sequence Rm ! 1. By the argument of diagonal subsequence, we obtain
a subsequence {vm} such that vm ! v 2 C

2(Rk) and converges on B̄Rm in C
2

convergence. then we get v is a non-negative solution of

�0v + �v
p�1 = 0
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on Rn with v(0) = 1. By maximum principle again we have v > 0. By Lemma
2.3, if �(M) � 0 we have � = �(M), otherwise �  0.

Now by definition we have:
Z

|x| 1
2 �

�1
k

v
sk
k bkdx =

Z

B1/2(xk)
u
sk
k

p
gdx�

↵k
k  ||uk||sksk�

↵k
k = �

↵k
k

Hence by Fatou’s lemma, Z

Rn

v
p
dx  1

Similariy, we have: Z

Rn

|rv|2dx  1

(by the L2
1 estimating we doing in Lemma2.4.). Now let ⌘ 2 c

1
0 (Rn) be a cut-o↵

function such that 0  ⌘  1, and ⌘ = 1 on B1 and ⌘ = 0 outside B2 for B1, B2

two open ball in Rn. Define vR(x) = ⌘(x/R)v(x). then we have:

Z

Rn

(|r(v � vR)|2 + |v � vR|p)dx ! 0

as R ! 1 by the standard analysis of cut-o↵ function. Integrating the di↵er-
ential equation of v, we get:

Z

Rn

�v
p�1

vRdx = �
Z

Rn

vR�0vdx =

Z

Rn

rv ·rvRdx

Taking R ! 1, we get:
Z

Rn

|rv|2dx = �

Z

Rn

v
p
dx

For the case �  0, we have v is a constant, but v 2 L
p hence v = 0 contradict

to v > 0. For � > 0, we get � = �(M). Then by Sobolev inequality, we get:

⇤(

Z

Rn

v
p
dx)2/p 

Z

Rn

|rv|2dx = �(M)

Z

Rn

v
p
dx

Since 1 >
R
Rn v

p
dx > 0 and 2/p < 1, we get:

�(Sn) = ⇤  �(M)(

Z

Rn

v
p
dx)1�2/p  �(M)

contradict the assumption, hence prove the theorem.⇤
The theorem reduce the Yamabe problem to the estimate of �(M). And to

do so, we take the method formulated by J. Lee and T. Paker, which will be
introduced in the next section:
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3 Conformal Normal Coordinates and Asymp-
totic Expansion of Green’s Function

In this section, we fixed (M, g1) an compact Riemannian manifold without
boundary. And for all other metric g on M , we say g is conformal i↵ g 2 Cg1 .

In this section, we need to defined the Weyl tensor which was not mentioned
in the class:

Wiklm = Riklm+
1

2
(Rimgkl�Rilgkm+Rklgim�Rkmgil)+

1

(n� 1)(n� 2)
R(gilgkm�gimgkl)

The special property of Weyl tensor is that it is an conformal invariant. The
purpose of this secion is developing a appropriate coordinate system and con-
formal metric such that we can expand the Green’s function of the conformal
Laplacian in such coordinate system to do further estimate. The coordinat sys-
tem we want is:

Theorem 3.1.(existence of conformal normal coordinate) Let M be a
Riemannian manifold of dimension n � 3, and let P 2 M . For any integer
N � 2, there exists a conformal metric g on M such that in a normal coordinate
system for g at P

det(gij) = 1 +O(rN )

where r = |x|. Furthermore, if N � 5 then we may require:

R = O(r2) and �R(P ) = �1

6
|W (P )|2,

where R and W are the scalar curvature and Weyl tensor respectively. Such
metric together with its normal coordinate is called a conformal normal coordi-
nate system at P

To prove the theorem, we need three lemma:

Lemma 3.2. Let P 2 M , and let T be a symmetric (k + 2)-tensor on TpM ,
k � 0. There exists a unique homogeneous polynomial f of order (k + 2) such
that in the normal coordinate system of g the metric g̃ = e

2f
g satisfies

Sym(r̃k
R̃ij)(P ) = T

where Sym(·) denote the symmetrization operator for tensors.

Proof: Let xj be the normal coorinates of g at P , and r = |x|. We denote the
space of homogeneous polynomials of order m by Pm. Let F (x) = Rij(x)xi

x
j

be the homogeneous polynomial correspond to the symmetric tensor Rij . By
Taylor expansion, we have:

F (x) =
k+2X

m=2

F
(m)(x) +O(rk+3)

8



where

F
(m) =

1

(m� 2)!

X

|K|=m�2

X

i,j

@K(Rij(P )xi
x
j)xK

Notice that we have:
Rij,K = @KRij(P ) + SijK

Where SijK is a polynomial whose coe�cients consist of derivatives of order less
than |K| of Rij at P . Hence if f 2 Pk+2, then we have S̃ijK = SijK for |K| = k.
Notice that the lemma is equivialent to:

0 =
X

|K|=k

(R̃ij,K(P )� TijK)xi
x
j
x
K = k!F̃ (k+2)(x) +

X

|K|=k

(SijK � TijK)xi
x
j
x
K

and the Euler’s formula for homogeneous polynomials is:

x
i
x
j
@i@jf = (xi

@i)
2
f � x

i
@if = (k + 2)(k + 1)f

And �f = �0f +O(rk + 1), hence we get by the of Rij and R̃ij we derived in
the begining:

F̃
(k+2)(x) = F

(k+2)(x) + x
i
x
j [(2� n)@i@jf ��0f�ij ]

= F
(k+2)(x)� (n� 2)(k + 2)(k + 1)f � r

2�0f�ij ]

To prove the lemma , we just need to show that the operator r
2ro + (n �

2)(k + 2)(k + 1) is invertible on Pk+2, then we get the unique f , which follows
from the next lemma:

Lemma 3.3. The nonzero eigenvalues of r2�0 on Pm are:

{�j = 2j(n� 2 + 2m� 2j) | j = 1, ..., [m/2]}

The eigenfunction corresponding to �j has the form r
2j
 , where  2 Pm�2j is

a harmonic polynomial.

Proof:The lemma obviously holds for m = 0 or 1. Assumme now m � 2 and
f 2 Pm satisfies r2�0f = �f , the we have �0f 2 Pm�2 and:

��0f = �0(r
2�0f) = �0(r

2)�0f+4xi
@i�0f+r

2�2
0f = (2n+4(m�2))�0f+r

2�2
0f

So we have:
r
2�0f(�0f) = (�� 2n� 4m+ 8)�0f

This implies that, either �0f = 0 are (��2n�4m+8) is an eigenvalue of r2�0

on Pm�2. In the latter case, we can write f = �
�1

r
2�0fthe proof is now by

induction.⇤

Lemma 3.4. In the normal coordinate system of g, det(gij) can be written as:

det(gij) = 1�1

3
Rijx

i
x
j�1

6
Rij,kx

i
x
j
x
k�(

1

20
Rij , kl+

1

90
RhijmRhklm� 1

18
RijRkl)x

i
x
j
x
k
x
l+O(r5)
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Proof: The geneous proof of this equation is by Jacobi field. Note that in
the Normal coordiante, the variation of geodesic is just �s(t) = t(⌧ + s⇠),
hence the Jacobi field is nothing but X(�s(t)) = @

@ �s(t) = t⇠. And we have
the Jacobi euqation r2

TX = RT (X), where RT (X) = R(T,X)T . Consider
f(t) = |X(�0(t))|2. Using Jacobi equation and initial condition X(0) = 0 and
�TX(0) = ⇠, we have

rT f(0) = 0,r2
T f(0) = 2h⇠, ⇠i(0),r3

T f(0) = 0

r4
T f(0) = 8hR⌧ ⇠, ⇠i(0),r5

T f(0) = 20h(r⌧R⌧)⇠, ⇠i(0)
r6

T f(0) = 36h(r2
⌧R⌧)⇠, ⇠i(0) + 32hR⌧ ⇠, R⌧ ⇠i(0)

Hence we get:

h⇠, ⇠i(t⌧) = t
�2|X(�0(t))|2

= h⇠, ⇠i+ t
2

3
hR⌧ ⇠, ⇠i+

t
3

6
h(r⌧R⌧ )⇠, ⇠i+

t
4

20
h(r2

⌧R⌧)⇠, ⇠i+
2t4

45
hR⌧ ⇠, R⌧⇠i+O(t5)

all term are evaluate at 0. By polarization formula, we get:

gpq(x) = �pq+
1

3
Rpijqx

i
x
j+

1

6
R[ijq,kx

i
x
j
x
k+(

1

20
Rpijq,kl+

2

45
RpijmRqklm)xi

x
j
x
k
x
l+O(r5)

and the lemma follows.⇤

Now we can prove the theorem:

Proof of Theorem 3.1: We prove it by induction. Assume that g satisfies:

det(gij) = 1 +O(rN ), N � 2

Consider the proof of Lemma 3.4., each term in the expansion of the determinent
of order k takes the form:

ckt
k[h(rk�2

⌧ R⌧ )⇠, ⇠i+Bk(⇠, ⇠)]

where ck is a number, and Bk is a bilinear form with coe�cients consisting of
derivatives of R⌧ of order less than k � 2, hance the expansion can be written
as:

det(gij) = 1 +
X

|K|=N�2

cK(Rij,K � TijK)xi
x
j
x
K +O(rN+1)

where TijK is a symmetric tensor depending only on the drivatives of order less
than k � 1 of the curvature. Than we can using the defromation of Lemma 3.2
to kill T (since f 2 PN , we have T = T̃ ).

Now assume that N � 5, Then from det(gij) = 1 + O(5) we know the
coe�cients in Lemma 3.4 vanish. This means at P we have:

(a)Rij = 0,

(b)Rij,k +Rjk,i +Rki,j = 0

(c)Sym(Rij,kl +
2

9
RpijmRpklm) = 0
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(a) give us Rijkl = Wijki and

Rij,kl �Rij,lk = R
m
iklRmj +R

m
jklRim = 0

together with (c) gives us:

(Rij,kl +Rkl,ij + 2Rik,kl + 2Rjl,ik)x
i
x
j+

2

9
(WpijmWpklm +WpikmWpjlm +WpkimWpjlm+

WpjkmWplim +WpkjmWplim +WplkmWpjim)xi
x
j = 0

Contracting i, j and by the symmetry of the Weyl tensor and Bianchi identity
(R,j(P ) = 2Rij,i) we get:

(3R,ij +Rij,kk +
2

3
WipkmWjpkm)xi

x
j = 0

Contract again, we get:

�R = R,ii =
�1

6
|W |2

Finally, by (a) we have R(P ) = Rii(P ) = 0 and by (b) we have R,j(P ) = �2Rij,i

together with the Bianchi identity we get R,j = 0.⇤

Now we discuss the expansion of Green’s function in conformal coordinates
when N su�cient large. Due to our goal, we can restrict on the case �(M) > 0.
In this case, by Lemma 2.4 there exists us > 0 satisfying Lus = �su

s�1
s for

2 < s < p. Therefore, the scalar curvature of g0 = u
p�2
s g is R0 = a

�1
u
1�p
s Lus =

a
�1
�su

s�p
s > 0. Hence the conformal Laplacian:L0 = ��0 + aR

0 has unique
Green’s function G

0
P 2 C

1(M\{P}) such that:

L
0
G

0
P = �P , and G

0
P > 0

And we have:
L(usv) = u

p�1
s L

0
v

Hence
GP = us(P )usG

0
P

will be the Green’s function of L. Hence we know that the Green’s function of
conformal Laplacian exist if �M > 0. In particular, we can expand it in the
conformal normal coordinate at P, then it is equal to( the asymptotic Euclidean
Green’s function):

GP (x) =
1

(n� 2)!n�1
r
2�n(1 + o(1))

Defined G(x) = (n � 2)!n�1Gp(x), thenw we get the following asymptotic ex-
pansion:

Theorem 3.5. In a conformal normal coordinate system, G has the following
asymptotic expansion:
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1. If n=3,4,5 or M is locally conformally flat in a neighborhood of P, then:

G = r
2�n +A+ ↵(x)

where A is a constant, ↵ = O(r), and ↵ 2 C
2,µ unless n = 4; for n = 4,

↵ = P2(x) log r+ ↵0, where P2(x) is a homogeneous polynomial of degree
2 and ↵0 2 C

2,µ

2. For n = 6
G = r

�4 � a

288
|W (P )|2 log r + ↵(x),

where ↵(x) = P (x) log r + ↵0 for some polynomial P with P (0) = 0 and
↵0 2 C

2,µ.

3. For n � 7,

G = r
2�n[1 +

a

12(n� 4)
(

r
4

12(n� 6)
)|W (P )|2 �R,ij(P )xi

x
j
r
2)] + ↵(x),

where ↵ = (P (x) log r+↵0)r2�n for some polynomial P (x) and ↵0 2 C
2,µ

Proof:We may write G = r
2�n(1 +  ) the asymptotic expansion of G. If a

function depends on r only, then in a normal coordinate system on has:

�f =
1

rn�1pg
@r(r

n�1p
g@rf)

Indeed, using polar coordinate (r, ⇠), where ⇠ 2 S
n�1, the metric has expression

by Gauss lemma:
g = dr

2 + hij(r, ⇠)d⇠id⇠j

and we have
p
h = r

n+1p
g; hence the expression above. Using g = 1 +O(rN ),

we find that:
�r

2�n = �0r
2�n + ✓,

Where ✓ 2 CN 0 , the set of smooth functions on a neighborhood of the origin
whose derivatives of up to N

0-th order vanish at the origin. We can make N
0

arbitrary larger if we let N large enough. Since we have:

�0r
2�n = �(n� 2)!n�1�P ) �r

2�n = �(n� 2)!n�1�P + ✓.

Thus the equation of Green’s function becomes:

L(r2�n
 ) + aRr

2�n = ✓

Using the notation:
L0 = �r

2�0 + 2(n� 2)r@r

and
K = r

2(���0) + 2(n� 2)(r@r � g
ij
x
i
@j)
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The the equation is equivalent to:

L0 = K + aRr
2(1 +  ) + ✓

To fund the asymptotic expansion, we want to fund  ̄ 2 C
1(B\{0}) of o(1)

such that:
L(r2�n

 ̄) + aRr
2�n 2 C1 � C1 log r

Which is equivalent to:

L0 ̄ �K ̄ � aRr
2(1 +  ̄) 2 Cn�1 � Cn+1 log r,

If we define � =  �  ̄, then:

L(r2�n
�) 2 C

µ(B)

we want to conclude r
2�n

� 2 C
2,µ by regularity. Let v be the solution of the

following Dirichlet problem:

Lv = L(r2�n
�), and v |@B= r

2�n
�

By reguarity againg, v 2 C
2,µ. But w = r

2�n
� � v satisfies Lw = 0 and

w|@B = 0. Since � = o(1), we have w = o(r2�n). Hence for any ✏ > 0, we have
✏G > w for r = 1(i.e. @B) and r su�cient small. Notice also LG = 0 on B\{0}.
By maximum principle apply to ✏G � w, we get ✏G > w. In particular w  0.
If we consider �✏G instead, we get w � 0. Hence w = 0 and r

2�n
� = v 2 C

2,µ.
As a result, we get G = r

2�n(1 +  ̄) + v, where v 2 C
2,µ.

Now, we are aiming to find an appropriate  ̄ which satisfies the condition.
Consider the first case n is odd. Suppose  ̄ =  1 + ... +  n, where  k 2 Ck.
Consider the equation:

L0 ̄ �K ̄ � aRr
2(1 +  ̄) 2 Ck

Since R = O(r2), we get aRr
2 2 C4, we can take  1 =  2 =  3 = 0 satisfy the

equation for k  4. By induction, if we have  ̄ =  1 + ...+ k�1 satisfies above
equation, we can first write the right hand side by its Taylor expansion, i.e.
bk + Ck+1 for bk 2 Pk.. Since Lemma 3.3 asserts that L0 is invertible on Pk for
odd n (where 2k(n � 2) is not equal to eigenvalues of r2�0). Let  k = L

�1
0 bk,

Then  ̄ =  1 + ...+  k satisfies (3.11) with Ck replaced by Ck+1. By induction
we are done.

Consider the case n is even. The above construction still holds for k < n� 2
where L0 is still invertible on Pk. but not holds for k � n � 2, where the
invertibility is violated. The trick is that L0 is self-adjoint on Pk with respect
to the inner product h

P
aIx

I
,
P

bIx
Ii =

P
aIbI . So we have Pk = ImL0 �

KerL0. Now KerL0 6= {0}, we can take  k = pk + qk log r, where pk + qk 2 Pk.
Computations show:

L0(pk + qk log r) = L0pk + (n� 2� 2k)qk + (L0qk) log r
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Since any bk 2 Pk can be written as bk = L0 + qk, where L0qk = 0, hence we
can take:

 k = pk + (n� 2� 2k)�1
qk log r.

When k = n� 2, by Lemma 3.3, we have KerL0 is spanned by r
n�2, There-

fore:
 n�2 = pn�2 + cr

n�2 log r

Now, for f = f(r), we haveL

Kf = r
2
@i[(

1

3
Rikljx

k
x
l + ✓1)r

�1
x
j
f
0(r)]

where ✓ 2 C3. By symmetry of the curvature, Rikljx
l
x
j = 0. Hence if f(r) =

cr
n�2 log r; Then we have Kf 2 Cn+1 � Cn+1 log r. Hence, K n�2 2 Cm �

Cn+1 log r.. Finally, we get: ̄ =  1 + ...+  n satisfies:

L0 ̄ �K ̄ � aRr
2(1 +  ̄) 2 Cn�1 � Cn+1 log r.

For n = 3, we get  ̄ = 0, for n = 5, we get  ̄ = p4 + q4, and for n = 4,
 ̄ =  4 = p2(x) log r. Those cases are easy.

In the case where M is conformally flat near P , one may take Euclidean
neighborhood of p, then �0(r2�n

 ) = 0 in that neighorhood. By regularity, we
have r

2�n
 2 C

1. Hence (a) holds trivially.

Now for n � 6,  ̄ =  4 + ...+ n, and we need only to find the leading term
 4. By previous analysis, we have:

L0 4 =
�a

2
r
2
@k@lx

k
x
l

For n > 6, using �R(P ) = �1
6 |W (P )|2, one substitues � = r

2
bklx

k
x
l to get:

 4 =
a

12(n� 4)
[

r
4

12(n� 6)
|W (P )|2 �R,kl(P )xk

x
l
r
2]

which is the result of (c). For n = 6. we using  4 = r
2(bkl + ckl log r)xk

x
l

instead, then we get:

 4 =
�a

24
[R,kl(P )xk

x
l
r
2 +

r
4

12
|W (P )|2 log r],

which is the result of (b). ⇤
For the next step, we need to using the positive mass theorem, to do so, we

need some definition:

Definition 3.6. A Riemannian manifold (M, g) is called an asymptonically
flat manifold of order r if M = M0 [ M1, where M0 is compact, and M1 is
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di↵eomorphic to Rn\BR for some R > 0 and the di↵eromophism provieds a
coordinate system y

i on M
1 such that:

gij = �ij +O(|y|�r), @kgij = O(|y|�r�1), @k@lgij = O(|y|�r�2)

This coordinate system is called an symptotic coordinate system.

Then we can assert the generalized positive mass theorem(ref. [4]):

Theorem 3.7. Let (M, g) be an n-dimensional asymptotic flat manifold of
order (n� 2). Assume that in the asymptotic coordinates we have:

gij = (1 + Ā⇢
2�n)�ij + hij

where Ā is a constant, ⇢ = |y|, hij = O(⇢1�n), @khij = O(⇢�n) and @k@lhij =
O(⇢�n�1). Assume further that the scalar curvature R � 0, R 2 L

1(M, g)).
Then Ā � 0. Ā = 0 i↵ (M, g) is isometric to the Euclidean space Rn.

Using the positve mass theorem, we can prove the result below:

Theorem 3.8. In n = 3, 4, 5 or M is conformally flat in a neighborhood of P ,
the constant A in the expansion of G is non negative. Moreover, A = 0 i↵ M is
conformally equivalent to the standard S

n.
Proof: Consider ĝ = G

4
n�2 g. Then (M\{P}, ĝ) has scalar curvature R̂ = 0 since

LG = 0. Futher, consider the expansion of G in conformal normal coordiantes
and that gij = �ij + fij , where fij 2 C

1, @kfij(P ) = 0, we know that:

ĝij(x) = r
�4(1 +

4

n� 2
Ar

n�2)�ij + �ij(x)

where � = O(rn�5), @� = (rn�6), @@� = O(rn�7). now take the asymptotic

coordinates {yi} by yi = xi

|x|2 . Then in the new cooridnate system ĝij(y) =

r
4
ĝij(x), i.e.

ĝij(y) = (1 +
4

n� 2
A⇢

2�n)�ij + �ij(x)

where �̄ij(y) = ⇢
�4
�ij(

y
|y|2 ) satifies the condition of positive mass theorem.

Hence A � 0 and A = 0 i↵ (M\{P}, ĝ) is isometric to R. Since Rn is con-
formal to S

n\{a point}. not hard to see that (M, g) must be conformal to S
n.

⇤

4 Resolution of Yamabe Problem

Finally, we are equipped enough to prove the Yamabe problem:

Theorem 4.1. Let (M, g) be an n(� 3)-dimensional compact Riemannian
manifold without boundary. There exists a conformal metric g̃ = ⇢g such that
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the scalar curvature of g̃ is a constant.

Thanks to Theorem 2.1, it is su�ce to prove the following result:

Theorem 4.2 Let (M, g) be an n(� 3)-dimensional compact Riemannian man-
ifold without boundary. Suppose that (M, g) is not conformally equivalent to
the standard S

n. Then �(M) < �(Sn).

Proof: To prove the theorem, it su�ce to construct a text function � on M such
that Q(�) < �(S) = ⇤. For this purpose, we defined a family of funtion on Rn:

u✏(x) = (
✏

✏2 + |x|2 )
(n�2)/2

By direct computation, we find that those function achieve the best Sobolev
constant on Rn and we have:

�u✏ + n(n� 2)up�1
✏ = 0

Thus we have:
Z

Rn

�u✏�u✏dx = n(n� 2)

Z

Rn

u
p
✏dx =

Z

Rn

|ru✏|2dx

So we have

�(Sn) = ⇤ =

R
Rn |ru✏|2dxR
(Rn u

p
✏dx)2/p

= n(n� 2)(

Z

Rn

u
p
✏dx)

2/n

case (1): n � 6 and (M, g) is not a locally conformally flat manifold.

In this case, there exists a point P 2 M such that the Weyl tensor is not
vanishing at P (ref.[1] p.235). Let x be a conformal normal coordinate system
at P , and use this system to difined a cut-o↵ function ⌘ such that ⌘ = ⌘(r)
and 0  ⌘  1 with ⌘ = 1 on B⇢ and ⌘ = 0 ouside B2⇢ for su�ciently small ⇢.
Furthermore, we require that |r⌘|  c⇢

�1. Defined � = ⌘u✏, we claim that it is
the desired test function for ✏ su�ciently small. Since � depens on r only.
Z

M
|r�|2dµ =

Z

B2⇢

|@r�|2
p
gdx


Z

B2⇢

|@r�|2(1 + cr
N )dx

=

Z

B⇢

|ru✏|2dx+ c

Z

B⇢

r
N |ru✏|2dx+

Z

B2⇢\B⇢

|r(⌘u✏)|2(1 + cr
N )dx

where N is su�ciently big. By direct computation, we find that the second
integral is of order O(✏N ) and the third integral is of order O(✏N�2) and the for
first integral, we get:

Z

B⇢

|ru✏|2dx = n(n� 2)

Z

B⇢

u
p
✏dx+

Z

@B⇢

u✏
@u✏

@r
ds

16



by the di↵erential equation of u✏ and since @ru✏ < 0, we get:
Z

B⇢

|ru✏|2dx  n(n� 2)

Z

B⇢

u
p
✏dx

= n(n� 2)(

Z

B⇢

u
p
✏dx)

2/n(

Z

B⇢

u
p
✏dx)

2/p

< �(Sn)(

Z

B⇢

u
p
✏dx)

2/p

Hence we get the first estimation:
Z

M
|r�|2d u < �(Sn)(

Z

Bp

u
p
✏dx)

2/p + c✏
n�2

On the other hand,
Z

M
�
p
dµ =

Z

B⇢

u
p
✏
p
gdx+

Z

B2⇢\B⇢

(⌘u✏)
pp

gdx

�
Z

B⇢

u
p
✏dx� c

Z

B⇢

r
N
u
p
✏dx�

Z

B2⇢\B⇢

(u✏)
p(1 + cr

N )dx

�
Z

B⇢

u
p
✏dx� c✏

n

And in conformal normal coordinate, we have R = O(r2) amd rR(P ) =
�1
6 |W (P )|2:

Z

M
R�

2
dµ =

Z

B2⇢

[
1

2
@i@jR(P )xi + x

j +O(r3)]⌘2u2
✏dx

 1

2

Z

B2⇢

@i@jR(P )xi + x
j
⌘
2
u
2
✏dx+ c

Z

B2⇢

⌘
2
u
2
✏r

3
dx

=
1

2

Z 2⇢

0
⌘
2
u
2
✏dr

Z

|x|=r
@i@jR(P )xi

x
j
ds+ c

Z

B2⇢

⌘
2
u
2
✏r

3
dx

=
!n�1

2n
�R(P )

Z 2⇢

0
⌘
2
u
2
✏r

n+1
dr + c!n�1

Z 2⇢

0
⌘
2
u
2
✏r

n+2
dr

 �c1|W (P )|2
Z 2⇢

0
⌘
2
u
2
✏r

n+1
dr

< �c1|W (P )|2
Z ⇢

0
u
2
✏r

n+1
dr

And we have:
Z ⇢

0
u
2
✏r

n+1
dr =

Z ⇢

0
(

✏

✏2 + r2
)n�2

r
n+1

dr = ✏
4

Z ⇢✏

0

t
n+1

dt

(1 + t2)n�2

Directly compute the integral, we get: For n = 6
Z

M
R�

2
dµ  �c|W (P )|2✏4| log ✏|

17



and n � 7 Z

M
R�

2
dµ  �c|W (P )|2✏4

Combine all three estimate, we get for n = 6:

E(�) =

Z

M
|r�|2dµ+ a

Z

M
R�

2
dµ  �(Sn)||�||2p � c|W (P )|2✏4| log ✏|+O(✏4)

and for n � 7:

E(�)  �(Sn)||�||2p � c|W (P )|2✏4 +O(✏(n� 2))

Since |W (P )| > 0, we have Q(u) < �(Sn) for ✏ small enough.
case(2). N � 6 and (M, g) locally conformally float.

Let P 2 M . Since M is locally conformally float, we may find a conformal
normal coordinate system at P such that gij = �ij . By Theorem 3.5., we have
G = r

2�n + A+ ↵(x), for ↵ 2 C
1, and ↵(x) = O(r). Let ⇢ > 0 be su�ciently

small, ⌘ be the cut-o↵ function, then we define:

�(x) =

8
><

>:

u✏(x) if r  ⇢,

✏0(G(x)� ⌘(x)↵(x)) if ⇢  r  2⇢,

✏0G(x) otherwise

Here, ✏0 > 0, ✏⌧ ⇢ and we require:

✏0(⇢
2�n +A) = (

✏

✏2 + ⇢2
)

n�2
2

for the continuity. Since R = 0 in B2⇢, we have:
Z

M\B⇢

(|r�|2+aR�
2)dµ = ✏

2
0

Z

M\B⇢

(|rG|2+aRG
2)dµ+

Z

B2⇢\B⇢

✏
2
0(|r(⌘↵)|2�2rG·r(⌘↵))dµ

Since ↵ = O(r), we have r↵ = O(1) and |r(⌘↵) < C|. Therefore, form
|rG|  cr

1�nin the ball, we see that the last integral in the above equation
 c⇢✏

2
0. Since ��G+ aRG = 0 in the region, we can take integration by parts

to get:

✏
2
0

Z

M\B⇢

(|rG|2 + aRG
2)dµ  �✏

Z

@B⇢

G
@G

@r
ds

Hence: Z

M\B⇢

(|r�|2 + aR�
2)dµ  �✏

Z

@B⇢

G
@G

@r
ds+  c⇢✏

2
0

An, similarily to the case (1), we have:
Z

B⇢

(|r(�)|2 + aR�
2)dµ =

Z

B⇢

|�u✏|2dx

= n(n� 2)

Z

B⇢

u
p
✏dx+

Z

@B⇢

u✏
@u✏

@r
ds

 �(Sn)(

Z

B⇢

u
⇢
✏dx)

2/p +

Z

@B⇢

u✏
@u✏

@r
ds
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And a easy estimate:
Z

M
�
p
dµ �

Z

B⇢

�
p
dµ =

Z

B⇢

u
p
✏dx

Conbine them all, we get:

E(�)  �(Sn)||�||2p + c⇢✏
2
0 +

Z

@B⇢

(u✏
@u✏

@r
� ✏

2
0G

@G

@r
ds)

At r = ⇢, we get:

✏
2
0G

@G

@r
= �(n� 2)✏20(⇢

3�2n +A⇢
1�n +O(⇢2�n))

and:

u✏
@u✏

@r
= �(n� 2)✏20(⇢

3�2n + 2A⇢1�n +O(⇢�1))

Hence, the integral  �(n� 2)!n�1A✏
2
0 + c⇢✏

2
0; hence we get:

E(�)  �(Sn)||�||2p + (�(n� 2)!n�1A+ c⇢)✏20

Since c is indepedent of ⇢ and A > 0, we have Q(�) < �(Sn) for ⇢ small.
case(3). n=3,4 or 5

Let P 2 M and let x be a conformal normal coordinate system at P . By
Theorem 3.5., G = r

2�n + A + ↵(x), with ↵(x) = O(r) and r↵ = O(1). Take
the same test function as in case 2, but we cannot assume conformally flat in
this case, i.e., we only have:

gij = �ij +O(r2), g = 1 +O(rN ) and R = O(r2)

Then the calculation is modified by:
Z

M\B⇢

(|r�|2 + aR�
2)dµ

=

Z

M\B⇢

✏
2
0(|rG|2 + aRG

2)dµ+ ✏
2
0

Z

M\B⇢

(|r(⌘↵)|2 � 2rG ·r(⌘↵) + aR(⌘2↵2 � 2⌘↵G)dµ

✏20
Z

M\B⇢

(|rG|2 + aRG
2)dµ+ c⇢✏

2
0

and the integration by parts and LG = 0 give us:
Z

M\B⇢

(|rG|2 + aRG
2)dµ = �

Z

@Bp

G
p
gg

ij
@iGnjds

= �
Z

@B⇢

G
@G0

@r

p
gdµ�

Z

@B⇢

G
p
gg

ij
@i↵njds

where G0 = r
2�n +A and n is the normal vector. Hence we have:

Z

M\B⇢

(|r�|2 + aR�
2)dµ  �✏20

Z

@B⇢

G
@G0

@r

p
gdµ+ c⇢✏

2
0
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And we have:
Z

B⇢

(|r�|2 + aR�
2)dµ =

Z

B⇢

(|r�|2 + aR�
2)
p
gdx 

Z

B⇢

|ru✏|2dx+ c⇢
6�n

✏
2
0

Therefore by the smilialr argument as in case(2), we get:

E(�)  �(Sn)||�||2p + c⇢✏
2
0 +

Z

@B⇢

(u✏
@u✏

@r
� ✏

2
0G

@G

@r
)ds

which is the same as case (2) hence we get Q(�) < �(Sn).
In summary, in each cases, we indeed have �(M) < �(Sn) hence prove the

theorem.⇤
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R AMi`Q/m+iBQM

h?Bb bm`p2v Bb K�BMHv #�b2/ QM a@h u�m- PM h?2 _B++B *m`p�im`2 Q7 � *QKT�+i E�?H2`
J�MB7QH/ �M/ i?2 *QKTH2t JQM;2@�KTĕ`2 1[m�iBQMX

Pm` }`bi ;Q�H Bb iQ bQHp2 i?2 *�H�#B +QMD2+im`2,

h?2Q`2K U*�H�#B +QMD2+im`2VX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? E ?H2` K2i`B+
gX G2i

R̃αβ dz
α ⊗ dzβ

#2 � i2MbQ` r?Qb2 �bbQ+B�i2/ (1, 1)@7Q`K
√
−1
2π R̃αβ dz

α ∧ dzβ `2T`2b2Mib +1(M)X h?2M r2
+�M }M/ � E ?H2` K2i`B+ g̃ r?Qb2 _B++B i2MbQ` Bb ;Bp2M #v R̃αβ dz

α ⊗ dzβX
6m`i?2`KQ`2- r2 +�M `2[mB`2 i?�i g̃ ?�b i?2 b�K2 E ?H2` +H�bb �b gX AM i?Bb +�b2- g̃ Bb

mMB[m2X

hQ bQHp2 i?Bb +QMD2+im`2- r2 rBHH b22 UBM a2+iBQM 9V i?�i Bi bm{+2b iQ T`Qp2 i?2 7QHHQrBM;
i?2Q`2K,

h?2Q`2KX G2i F ∈ Ck≥3(M) �M/
ffl
M eF = 1X h?2M i?2`2 Bb ϕ ∈ Ck+1,α(M) 7Q` �Mv

0 ≤ α < 1 bm+? i?�i g̃ = (gij + ϕij) dz
i ⊗ dzj /2}M2b � E ?H2` K2i`B+ �M/

/2i(gij + ϕij) = eF /2i(gij).

AM i?2 }`bi i?`22 b2+iBQMb- r2 �`2 ;QBM; iQ mb2 a+?�m/2` i?2Q`v �M/ +QMiBMmBiv K2i?Q/
iQ }M/ � bQHmiBQM Q7 i?Bb T�`iB�H /Bz2`2MiB�H 2[m�iBQMX >2M+2- r2 Kmbi ?�p2 i?2 b2+QM/
�M/ i?B`/ Q`/2` 2biBK�i2b- r?B+? rBHH #2 +QKTH2i2Hv +QKTmi2/ BM a2+iBQM k �M/ jX aBKBH�`
iQ r?�i r2 2bi�#HBb? >Q/;2 i?2Q`v i?`Qm;? :´`/BM;Ƕb BM2[m�HBiv- r2 +�M }M/ � bQHmiBQMX

�7i2` T`QpBM; i?2 i?2Q`2K �M/ i?2 *�H�#B +QMD2+im`2- r2 +QMbB/2` i?2 +QKTH2t JQM;2@
�KTĕ`2 2[m�iBQMX AM b2+iBQM 8- r2 rBHH bQHp2 i?2 2[m�iBQM

/2i(gij + ϕij) = |s|2keF /2i(gij),

r?2`2 s Bb � MQMi`BpB�H ?QHQKQ`T?B+ b2+iBQM Q7 � HBM2 #mM/H2 LX h?2 K�BM /Bz2`2M+2
#2ir22M i?2b2 2[m�iBQMb Bb r?2i?2` i?2 7mM+iBQMb QM i?2 `B;?i@?�M/ bB/2 p�MBb? Q` MQiX
hQ bQHp2 i?Bb T`Q#H2K- r2 +QMbB/2` i?2 2[m�iBQM

/2i(gij + ϕij) = Cε(|s|2 + ε)keF /2i(gij),

k



r?2`2 Cε Bb � bmBi�#H2 +QMbi�Mi i?�i rBHH #2 /2i2`KBM2/ H�i2`X h?2M #v 2biBK�i2 i?2
/Bz2`2MiB�#BHBiv Q7 ϕε- r2 rBHH ;2i � bQHmiBQM r?2M ε i2M/b iQ x2`QX

AM a2+iBQM e ∼ N- r2 +QMbB/2` KQ`2 ;2M2`�H `B;?i@?�M/ bB/2 Q7 i?2 +QKTH2t JQM;2@
�KTĕ`2 2[m�iBQMX 6Q` BMbi�M+2- r2 rBHH `2TH�+2 i?2 7mM+iBQM F (x) #v F (x,ϕ) �M/ �TTHv
Bi2`�iBQM K2i?Q/ iQ bQHp2 BiX AM i?2 2M/- r2 +�M bQHp2 i?2 2[m�iBQM

/2i(gij + ϕij) =
t1 · · · tn1

tn1+1 · · · tn1+n2

eF (x,ϕ) /2i(gij),

r?2`2 ti =
∑&

j=1 |sj|
2kj rBi? kj ≥ 0 �M/ sj #2BM; � b2+iBQM Q7 bQK2 ?QHQKQ`T?B+ HBM2

#mM/H2X

j



k 1biBK�i2b mT iQ a2+QM/ P`/2`

*QMbB/2` i?2 2[m�iBQM

/2i(gij + ϕij) = eF /2i(gij) UkXRV

r?2`2 F ∈ C3(M)X

q2 �`2 ;QBM; iQ }M/ bQHmiBQMb ϕ Q7 UkXRV bm+? i?�i g̃ij dz
i ⊗ dzj = (gij + ϕij) dz

i ⊗ dzj

/2}M2b � E ?H2` K2i`B+ QM M X

"27Q`2 T`QpBM; i?2 2tBbi2M+2 Q7 ϕ- r2 M22/ � T`BQ`B 2biBK�i2b Q7 ϕX aBM+2 F ∈ C3(M)-
r2 �bbmK2 i?�i ϕ ∈ C5(M)X q2 rBHH ;Bp2 b2+QM/ Q`/2` 2biBK�i2b Q7 ϕ mT iQ b2+QM/
/2`Bp�iBp2b mM/2` i?2 MQ`K�HBx�iBQM

ˆ
M

ϕ = 0.

.Bz2`2MiB�iBM; UkXRV- r2 ;2i

Fk = g̃ij
(
gij,k + ϕijk

)
− gijgij,k = g̃ijϕ;ijk.

q2 /Bz2`2MiB�i2 i?2 �#Qp2 2[m�iBQM �;�BM �M/ Q#i�BM

Fk& = −g̃tj g̃in
(
gtn,& + ϕtn&

) (
gij,k + ϕijk

)

+ g̃ij
(
gij,k& + ϕijk&

)
+ gtjgingtn,&gij,k − gijgij,k&.

= g̃ijϕ;ijk& − g̃tj g̃inϕ;tn&ϕ;ijk. UkXkV

G2i ‹( #2 i?2 G�TH�+B�M �bbQ+B�i2/ rBi? i?2 K2i`B+ g̃X h?2M

‹(((ϕ) = g̃k&∂k∂&
(
gijϕij

)

= g̃k&gijϕijk& + g̃k&gij
,k&
ϕij + g̃k&gij,kϕij& + g̃k&gij

,&
ϕijk. UkXjV

aBM+2 M Bb E ?H2`- r2 K�v i�F2 gij = δij- gij,k = gij,& = 0 �M/ ϕij = δijϕiiX h?2M
BMb2`iBM; UkXkV BMiQ UkXjV- r2 ?�p2

‹(((ϕ) = (F + g̃kj g̃inϕkn&ϕij& + g̃ijRij&& −Rii&& + g̃k&Rijk&ϕij. UkX9V

9



aBM+2 g̃ij = δij(1 + ϕii)
−1-

g̃ijRij&& −Rii&& + g̃k&Rijk&ϕij = −Rii&&

ϕii

1 + ϕii

+Rii&&

ϕii

1 + ϕll

= −Rii&&

ϕii(ϕ&& − ϕii)

(1 + ϕii)(1 + ϕ&&)

=
1

2

(
−Rii&&

ϕii(ϕ&& − ϕii)

(1 + ϕii)(1 + ϕ&&)
−Rii&&

ϕ&&(ϕii − ϕ&&)

(1 + ϕii)(1 + ϕ&&)

)

=
1

2
Rii&&

(ϕ&& − ϕii)
2

(1 + ϕii)(1 + ϕ&&)

≥
(

BM7
i $=&

Rii&&

)
·
(
1

2
· (ϕ&& − ϕii)

2

(1 + ϕii)(1 + ϕ&&)

)

=

(
BM7
i $=&

Rii&&

)
·
(
1 + ϕii

1 + ϕ&&
−m2

)
.

*QK#BMBM; UkX9V �M/ i?2 �#Qp2 2[m�iBQM- r2 b22 i?�i

‹(((ϕ) ≥ (F + g̃kj g̃inϕkn&ϕij& +

(
BM7
i $=&

Rii&&

)
·
(
1 + ϕii

1 + ϕ&&
−m2

)
. UkX8V

G2i C #2 � TQbBiBp2 +QMbi�MiX q2 r�Mi iQ 2biBK�i2 eCϕ‹((e−Cϕ(m+(ϕ))X lbBM; UkX8V
�M/ a+?r�`x BM2[m�HBiv- r2 ?�p2

eCϕ‹((e−Cϕ(m+(ϕ)) = ‹(((ϕ) + C2|‹∇ϕ|2(m+(ϕ)

− C
(
2〈‹∇ϕ,‹∇((ϕ)〉+ (‹(ϕ)(m+(ϕ)

)
.

≥ ‹(((ϕ)− |‹∇((ϕ)|2

m+(ϕ − C(‹(ϕ)(m+(ϕ)

≥ (F +
ϕkijϕikj

(1 + ϕkk)(1 + ϕii)
− 1

m+(ϕ
∑

i

|
∑
ϕkki|2

1 + ϕii

+

(
BM7
i $=&

Rii&&

)
·
(
1 + ϕii

1 + ϕ&&
−m2

)
− C(‹(ϕ)(m+(ϕ). UkXeV

"v a+?r�`x BM2[m�HBiv-

1

m+(ϕ
∑

i

|
∑
ϕkki|2

1 + ϕii

≤ 1

m+(ϕ

(∑ ϕkkiϕkki

(1 + ϕii)(1 + ϕkk)

)∑
(1 + ϕkk)

≤
ϕkijϕikj

(1 + ϕii)(1 + ϕkk)
. UkXdV

AMb2`iBM; i?2 �#Qp2 2[m�iBQM BMiQ UkXeV- r2 Q#i�BM

eCϕ‹((e−Cϕ(m+(ϕ)) ≥ (F + BM7
i $=&

Rii&& ·
(
1 + ϕii

1 + ϕ&&
−m2

)
− C(‹(ϕ)(m+(ϕ).

LQi2 i?�i
‹(ϕ =

∑ ϕii

1 + ϕii

= m−
∑ 1

1 + ϕii

.

8



aQ- r2 ;2i

eCϕ‹((e−Cϕ(m+(ϕ)) ≥ (F −m2 BM7
i $=&

Rii&& + BM7
i $=&

Rii&& ·
(∑ 1 + ϕii

1 + ϕ&&

)

− Cm(m+(ϕ) + C(m+(ϕ)
∑ 1

1 + ϕii

.

= (F −m2 BM7
i $=&

Rii&& − Cm(m+(ϕ)

+

(
C + BM7

i $=&
Rii&&

)
(m+(ϕ)

∑ 1

1 + ϕii

. UkX3V

"v �J@:J BM2[m�HBiv-

∑ 1

1 + ϕii

≥
(∑

(1 + ϕii)∏
(1 + ϕii)

)1/(m−1)

= (m+(ϕ)1/(m−1)e−F/(m−1). UkXNV

*?QQb2 C bQ i?�i

C + BM7
i $=&

Rii&& ≥ 1.

h?2M

eCϕ‹((e−Cϕ(m+(ϕ)) ≥ (F −m2 BM7
i $=&

Rii&& − Cm(m+(ϕ)

+

(
C + BM7

i $=&
Rii&&

)
e−F/(m−1)(m+(ϕ)1+1/(m−1). UkXRyV

"v K�tBKmK T`BM+BTH2- �i bQK2 TQBMi x i?�i e−Cϕ(m + (ϕ) �+?B2p2 Bib K�tBKmK- r2
?�p2

0 ≥ (F −m2 BM7
i $=&

Rii&& − Cm(m+(ϕ)

+

(
C + BM7

i $=&
Rii&&

)
e−F/(m−1)(m+(ϕ)1+1/(m−1).

>2M+2 (m+(ϕ)(x) ?�b �M mTT2` #QmM/ C1 /2T2M/BM; QMHv QM bmT (−(F )- bmT | BM7i $=&Rii&& |-
Cm �M/ bmTF X

aBM+2 e−Cϕ(m+(ϕ) �+?B2p2b Bib K�tBKmK �i x- r2 ?�p2 i?2 7QHHQrBM; BM2[m�HBiv

0 < m+(ϕ ≤ C1e
C(ϕ−BM7ϕ). UkXRRV

q2 r�Mi iQ 2biBK�i2 bmT |ϕ|X aBM+2

m+(ϕ =
∑

i

(1 + ϕii) = gij g̃ij > 0,

r2 +�M 2biBK�i2 bmTϕ #v mbBM; i?2 :`22MǶb 7mM+iBQMX

e



G2i G(p, y) #2 i?2 :`22MǶb 7mM+iBQM Q7 i?2 QT2`�iQ` ( QM M X G2i A #2 � +QMbi�Mi
U/2T2M/BM; QMHv QM MV bm+? i?�i G(p, y) + A ≥ 0X h?2M

ϕ(p) = −
ˆ
M

G(p, y)(ϕ(y) dy = −
ˆ
M

(G(p, y) + A)(ϕ(y) dy

#v i?2 MQ`K�HBx�iBQM Q7 ϕ Ur?B+? ;Bp2b ϕ ∈ AK(VX h?2`27Q`2-

bmTϕ ≤ m bmT
p

ˆ
M

(G(p, y) + A) dy.

h?2 BM2[m�HBiv �M/ i?2 MQ`K�HBx�iBQM �HbQ BKTHv
 
M

|ϕ| ≤
 
M

|bmTϕ− ϕ|+
 
M

|bmTϕ|

≤ 2m bmT
p

ˆ
M

(G(p, y) + A) dy. UkXRkV

G2i mb MQr ;Bp2 �M 2biBK�i2 Q7 − BM7ϕX *?QQb2 N H�`;2 2MQm;? bQ i?�i N+BM7i $=&Rii&& ≥

N/2X h?2M- #v UkXNV-
(
N + BM7

i $=&
Rii&&

)
(m+(ϕ)

(
∑

i

1

1 + ϕii

)
≥ N

2
e−F/(m−1)(m+(ϕ)m/(m−1).

h?2`2 Bb � +QMbi�Mi C1 /2T2M/BM; QMHv QM bmTF �M/ m bm+? i?�i

N

2
e−F/(m−1)(m+(ϕ)m/(m−1) ≥ 2Nm(m+(ϕ)−NC1.

AMb2`iBM; �#Qp2 BM2[m�HBiB2b BMiQ UkXdV rBi? C `2TH�+2/ #v N - r2 ;2i

eNϕ‹((e−Nϕ(m+(ϕ)) ≥ (F −m2 BM7
i $=&

Rii&& −NC1 +Nm(m+(ϕ).

h?2`27Q`2-

eNϕ+F‹((e−Nϕ(m+(ϕ))

≥ eF
(
(F −m2 BM7

i $=&
Rii&& −NC3

)
+NeBM7Fm(m+(ϕ)

= eF
(
(F −m2 BM7

i $=&
Rii&& −NC3 +m2NeBM7F−F

)
+mNeBM7F(ϕ

= eF
(
(F −m2 BM7

i $=&
Rii&& −NC3 +m2NeBM7F−F

)
+meBM7F (−eNϕ(e−Nϕ +N2|∇ϕ|2)

≥ meBM7F (−eNϕ(e−Nϕ +N2|∇ϕ|2)− C2,

r?2`2 C2 /2T2M/b QMHv QM N - F �M/ M X JmHiBTHvBM; i?2 �#Qp2 BM2[m�HBiv #v e−Nϕ �M/
BMi2;`�iBM;- r2 ;2i i?2 BM2[m�HBiv

ˆ
M

|∇e−Nϕ/2|2 = N2

4

ˆ
M

e−Nϕ|∇ϕ|2 ≤ C2

4m
e− BM7F

ˆ
M

e−Nϕ.

d



*H�BKX q2 ?�p2 �M 2biBK�i2 Q7
´
M e−Nϕ U/2T2M/BM; QM N - F �M/ MVX

S`QQ7 Q7 *H�BKX q2 �`2 ;QBM; iQ T`Qp2 i?Bb bi�i2K2Mi #v +QMi`�/B+iBQMX amTTQb2 i?2`2
2tBbib � b2[m2M+2 {ϕi} b�iBb7vBM; i?2 �#Qp2 BM2[m�HBiv �M/ UkXRkV bm+? i?�i

HBK
ˆ
M

e−Nϕi = ∞.

h?2M r2 /2}M2
e−N ϕ̃i = e−Nϕi

(ˆ
M

e−Nϕi

)−1

UkXRjV

bQ i?�i
´
M e−N ϕ̃i = 1X

Ai 7QHHQrb i?�i
´
M |∇e−N ϕ̃i/2|2 Bb mMB7Q`KHv #QmM/2/ 7`QK �#Qp2 #v � +QMbi�MiX aBM+2

W 1,2 ⊂⊂ L2(M)- i?2`2 2tBbib � bm#b2[m2M+2 Q7 e−N ϕ̃i/2- r?B+? r2 K�v �bbmK2 Bb Bib2H7-
+QMp2`;2b iQ f ∈ L2(M)X

6Q` �Mv λ > 0-

oQH{x | λ ≤ e−N ϕ̃i/2} = oQH
ß
x

∣∣∣∣
2

N
HQ;λ+

1

N
HQ;

ˆ
M

e−Nϕi ≤ −ϕi

™
.

aBM+2 HBK
´
M e−Nϕi/2 = ∞- r2 +QM+Hm/2 i?�i- 7Q` i H�`;2 2MQm;?-

oQH{x | λ ≤ e−N ϕ̃i/2} ≤ oQH
ß
x

∣∣∣∣
2

N
HQ;λ+

1

N
HQ;

ˆ
M

e−Nϕi ≤ |ϕi|
™

≤
(

2

N
HQ;λ+

1

N
HQ;

ˆ
M

e−Nϕi

)−1 ˆ
M

|ϕi|.

"v UkXRkV-
´
M |ϕi| Bb mMB7Q`KHv #QmM/2/ �M/ i?mb-

oQH{x | λ ≤ e−N ϕ̃i/2} → 0

7Q` �HH λ > 0X 6Q` �HH λ > 0- r2 ;2i

oQH{x | λ ≤ f} ≤ oQH
ß
x

∣∣∣∣
λ

2
≤ |f − e−N ϕ̃i/2|

™
+ oQH

ß
x

∣∣∣∣
λ

2
≤ e−N ϕ̃i/2

™

≤ 4

λ2

ˆ
M

|f − e−N ϕ̃i/2|2 + oQH
ß
x

∣∣∣∣
λ

2
≤ e−N ϕ̃i/2

™
→ 0. UkXR9V

aBM+2 f Bb i?2 L2@HBKBi Q7 e−N ϕ̃i/2- f Bb x2`Q �HKQbi 2p2`vr?2`2X h?Bb Bb � +QMi`�/B+iBQM
#2+�mb2

´
M f 2 = 1X !

lbBM; UkXRRV �M/ i?2 a+?�m/2` 2biBK�i2- i?2`2 �`2 +QMbi�Mib C3 �M/ C4 /2T2M/BM;
QMHv QM M bm+? i?�i

bmT |∇ϕ| ≤ C3

(
e−C BM7ϕ +

ˆ
M

|ϕ|
)

≤ C4(e
−C BM7ϕ + 1). UkXR8V

3



q2 BMi`Q/m+2 i?2 ;2Q/2bB+ #�HH i`B+FX G2i q #2 � TQBMi BM M r?2`2 ϕ(q) = BM7ϕX h?2M
BM i?2 ;2Q/2bB+ #�HH- rBi? +2Mi2` q �M/ `�/Bmb

−1
2 BM7ϕ

C4(e−C BM7ϕ + 1)
,

ϕ Bb MQi ;`2�i2` i?�M 1
2 BM7ϕX aBM+2 r2 K�v �bbmK2 − BM7ϕ iQ #2 H�`;2 UQi?2`rBb2 r2 ;2i

�M mTT2` #QmM/V- r2 K�v �bbmK2 i?�i i?2 `�/Bmb Bb bK�HH2` i?�M BMD(M)X h?2M r2 +?QQb2
N H�`;2` bQ i?�i N ≥ 4mCX aBM+2

ˆ
B

e−Nϕ ≥ e−N BM7ϕ/2 oQH(B) " e−N BM7ϕ/2
( −1

2 BM7ϕ
C4(e−C BM7ϕ + 1)

)2m

,

r2 ?�p2 �M 2biBK�i2 Q7 − BM7ϕX
hQ;2i?2` rBi? i?2 2biBK�i2 Q7 bmTϕ- r2 ;2i �M 2biBK�i2 Q7 bmT |ϕ|X h?2 BM2[m�HBiB2b

UkXR8V �M/ UkXRRV i?2M ;Bp2 2biBK�i2b Q7 bmT |∇ϕ| �M/ bmT(m + (ϕ)X aBM+2 (δij + ϕij)

Bb TQbBiBp2 /2}MBi2- r2 +�M }M/ mTT2` 2biBK�i2b Q7 (1 + ϕii) 7Q` 2�+? iX h?2 2[m�iBQM
∏

i(1 + ϕii) = eF i?2M ;Bp2b � TQbBiBp2 HQr2` 2biBK�i2 Q7 (1 + ϕii) 7Q` 2�+? iX >2M+2- i?2
K2i`B+ g̃ Bb mMB7Q`KHv 2[mBp�H2Mi iQ gX

aQ r2 ;2i

S`QTQbBiBQM RX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? K2i`B+ gX G2i ϕ #2 � `2�H@
p�Hm2/ 7mM+iBQM BM C4(M) bm+? i?�i

´
M ϕ = 0 �M/ (gij + ϕij) dz

i ⊗ dzj /2}M2b �MQi?2`
K2i`Bt i2MbQ` QM M X amTTQb2

/2i(gij + ϕij) = eF /2i(gij).

h?2M i?2`2 �`2 TQbBiBp2 +QMbi�Mib C1 ∼ C4- /2T2M/BM; QM BM7F - bmTF - BM7(F �M/ M

bm+? i?�i bmT |ϕ| ≤ C1- bmT |∇ϕ| ≤ C2 �M/ C3 · g ≤ g̃ ≤ C4 · gX

N



j h?B`/@P`/2` 1biBK�i2b

q2 MQr 2biBK�i2 i?2 i?B`/ /2`Bp�iBp2b ϕ;ijk �bbmKBM; ϕ bQHp2b i?2 2[m�iBQM UkXRV �M/
F Bb C3(M)X *QMbB/2` i?2 7mM+iBQM

S =
∑

g̃irg̃jsg̃ktϕ;ijkϕ;rst ≥ 0.

q2 �`2 ;QBM; iQ +QKTmi2 ‹(SX q2 b�v i?�i

Ç A / B B7 |A− B| #
√
S + 1-

Ç A ∼= B B7 |A− B| # S +
√
S + 1X

aBM+2 g̃ Bb mMB7Q`KHv 2[mBp�H2Mi iQ g- r2 b22 i?�i ϕ;ijk / 0X

*H�BKX h�F2 gij = δij- gij,k = gij,& = 0 �M/ ϕij = δijϕii �i � TQBMiX q2 ?�p2 i?2 7QHHQrBM;
2biBK�i2,

‹(S ∼=

∣∣∣∣ϕ;ijkα −
ϕ;ipkϕ;pjα

1 + ϕ;pp

∣∣∣∣
2

+

∣∣∣∣ϕ;ijkα −
ϕ;piaϕ;pjk + ϕ;pikϕ;pjα

1 + ϕ;pp

∣∣∣∣
2

(1 + ϕii)(1 + ϕjj)(1 + ϕkk)(1 + ϕαα)
UjXRV

S`QQ7 Q7 *H�BKX aBM+2 g̃ Bb mMB7Q`KHv 2[mBp�H2Mi iQ g-

‹(S = g̃αβSβα

= g̃αβ
(
−g̃ipg̃qrg̃jsg̃ktϕqpβϕijkϕrst − g̃irg̃jpg̃qβ g̃ktϕpqβϕijkϕrst

−g̃irg̃jsg̃kpg̃qtϕpqβϕijkϕrst + g̃irg̃jsg̃ktϕijkβϕrst + g̃irg̃jsg̃ktϕijkϕrstβ

)

α

/ g̃αβ
(
−2g̃ipg̃qrg̃jsg̃ktϕqpβϕijkϕrst − g̃irg̃jpg̃qsg̃ktϕpqβϕijkϕrst

+g̃irg̃jsg̃kt(ϕijkβϕrst + ϕijkϕrstβ)
)

α

/ g̃αβ
(
2g̃iag̃bpg̃qrg̃jsg̃ktϕabαϕqpβϕijkϕrst + 2g̃ipg̃qag̃brg̃jsg̃ktϕabαϕqpβϕijkϕrst

+ 2g̃ipg̃qrg̃jbg̃asg̃ktϕabαϕqpβϕijkϕrst + 2g̃ipg̃qrg̃jsg̃kag̃btϕabαϕqpβϕijkϕrst

− 2g̃ipg̃qrg̃jsg̃kt(ϕqpβαϕijkϕrst + ϕqpβϕijkαϕrst + ϕqpβϕijkϕrstα)

+ g̃iag̃brg̃jpg̃qsg̃ktϕabαϕpqβϕijkϕrst + g̃irg̃jbg̃apg̃qsg̃ktϕabαϕpqβϕijkϕrst

+ g̃irg̃jpg̃qpg̃asg̃ktϕabαϕpqβϕijkϕrst + g̃irg̃jpg̃qpg̃kag̃btϕabαϕpqβϕijkϕrst

− g̃irg̃jpg̃qsg̃kt
(
ϕpqβαϕijkϕrst + ϕpqβϕijkαϕrst + ϕpqβϕijkϕrstα

)

− (2g̃iag̃brg̃jsg̃ktϕabα + g̃irg̃jbg̃asg̃ktϕabα)(ϕijkβϕrst + ϕijkϕrstβ)

+girg̃jsg̃kt(ϕijkβαϕrst + ϕijkβϕrstα + ϕijkαϕrstβ + ϕijkϕrstβα)
)
. UjXkV

Ry



6`QK i?2 +QKKmi�iBQM 7Q`KmH�- r2 ?�p2

ϕijkβα = ϕijβkα +
(
ϕipR

p

jβk
− ϕpj̃R

p

ikβ

)

α

= ϕiβαjk +
(
ϕipR

p

βjα
− ϕpβR

p
iαj

)

k
+
(
ϕipR

p

jβk
− ϕpj̃R

p

ikβ

)

α

/ ϕiβαjk. UjXjV

q2 +�M b22 7`QK UkXkV i?�i

g̃ijϕ;ijk& = Fk& + g̃tj g̃inϕ;tn&ϕ;ijk. UjX9V

.Bz2`2MiB�iBM; i?Bb QM2 KQ`2 iBK2- r2 ;2i

g̃ijϕ;ijk&s = g̃itg̃njϕ;ntsϕ;ijk& + Fk&s +
(
g̃tjginϕ;tn&ϕ;ijk

)

s
.

"v UjXjV-

g̃αβϕijkβα / g̃αβϕαβijk

= g̃αpg̃qβϕqpkϕαβij + Fijk +
(
g̃pβ g̃αqϕpqjϕαβi

)

k

= g̃αpg̃qβϕqpkϕαβij + Fijk − g̃pag̃bβ g̃αqϕabkϕpqjϕαβi

− g̃pβ g̃αag̃bqϕabkϕpqjϕαβi + g̃pβ g̃αqϕpqjkϕαβi + g̃pβ g̃αqϕpqjϕαβik. UjX8V

lbBM; UjXkV- UjX9V �M/ UjX8V- r2 ;2i

‹(S ∼= 2g̃αβ
(
g̃iag̃bpg̃qrg̃jsg̃ktϕabαϕqpβϕijkϕrst + g̃ipg̃qag̃brg̃jsg̃ktϕabαϕqpβϕijkϕrst

+g̃ipg̃qrg̃jbg̃asg̃ktϕabαϕqpβϕijkϕrst + g̃ipg̃qrg̃jsg̃kag̃btϕabαϕqpβϕijkϕrst

)

− 2g̃ipg̃qrg̃jsg̃kt
(
Fqpϕijkϕrst + g̃tβ g̃αnϕtnpϕαβqϕijkϕrst

+g̃αβϕqpβϕijkαϕrst + g̃αβϕqpβϕijkϕrstα

)

+ g̃αβ
(
g̃iag̃brg̃jpg̃qsg̃ktϕabαϕpqβϕijkϕrst + g̃irg̃jbg̃apg̃qsg̃ktϕabαϕpqβϕijkϕrst

+g̃irg̃jpg̃qbg̃asg̃ktϕabαϕpqβϕijkϕrst + g̃irg̃jpg̃qsg̃kag̃btϕabαϕpqβϕijkϕrst

)

− g̃irg̃jpg̃qsg̃kt
(
Fqpϕijkϕrst + g̃tβ g̃αnϕtnpϕαβqϕijkϕrst

+g̃αβϕqpβϕijkαϕrst + g̃αβϕqpβϕijkϕrstα

)

− g̃αβ(2g̃iag̃brg̃jsg̃ktϕabα + g̃irg̃jbg̃asg̃ktϕabα)(ϕijkβϕrst + ϕijkϕrstβ)

+ 2_2
(
g̃irg̃jsg̃ktϕrst(g̃

αpg̃qβϕqpkϕαβij + Fijk − g̃pag̃bβ g̃αqϕabkϕpqjϕαβi

−g̃pβ g̃αag̃bqϕabkϕpqjϕαβi + g̃pβ g̃αqϕpqjkϕαβi + g̃pβ g̃αqϕpqjϕαβik)
)

+ g̃αβ g̃irg̃jsg̃kt(ϕijkβϕrstα + ϕijkαϕrstβ).

RR



h�F2 � +QQ`/BM�i2 bm+? i?�i �i bQK2 TQBMi- gij = δij- gijk = gij& = 0 �M/ ϕij = δijϕiiX q2
;2i

‹(S ∼=
2ϕipαϕqpαϕijkϕqjk + 2ϕkpαϕqiαϕijkϕqjp + ϕpqαϕjqαϕijkϕipk

(1 + ϕαα)(1 + ϕii)(1 + ϕjj)(1 + ϕkk)(1 + ϕpp)(1 + ϕqq)

− 2_2
(
ϕpiαϕijkαϕpjk + ϕjpαϕijkϕipkα + ϕipαϕijkϕpjkα

(1 + ϕαα)(1 + ϕii)(1 + ϕjj)(1 + ϕkk)(1 + ϕpp)

)

+
|ϕijkα|2 + |ϕijkα|2

(1 + ϕαα)(1 + ϕii)(1 + ϕjj)(1 + ϕkk)

=

∣∣∣ϕijkα −
ϕipkϕpjα

1+ϕpp

∣∣∣
2
+
∣∣∣ϕijkα −

ϕpiαϕpjk+ϕpikϕpjα

1+ϕpp

∣∣∣
2

(1 + ϕαα)(1 + ϕii)(1 + ϕjj)(1 + ϕkk)
. $

"v UkX8V �M/ S`QTQbBiBQM R-

‹(((ϕ) ≥
∑ ∣∣ϕkij

∣∣2

(1 + ϕkk) (1 + ϕii)
− C1,

r?2`2 C1 Bb � +QMbi�Mi i?�i +�M #2 2biBK�i2/X h�F2 C2 H�`;2 2MQm;?- r2 ;2i

‹( (S + C2(ϕ) ≥ −C3(S +
√
S + 1) + C2(C4S − C1) ≥ C5S − C6,

r?2`2 C2 ∼ C6 �`2 TQbBiBp2 +QMbi�Mib i?�i +�M #2 2biBK�i2/X
lbBM; K�tBKmK T`BM+BTH2- r2 b22 i?�i

C5 (S + C2(ϕ) ≤ C6 + C5C2(ϕ.

h?2 2biBK�i2 QM (ϕ i?2M ;Bp2b �M 2biBK�i2 Q7 bmT (S + C2(ϕ) �M/ ?2M+2 Q7 bmTSX 6BM�HHv-
r2 ;2i i?2 2biBK�i2b Q7 ϕ;ijk 7Q` �HH i- j- kX

S`QTQbBiBQM kX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? K2i`B+ gX G2i ϕ #2 � `2�H@
p�Hm2/ 7mM+iBQM BM C5(M) bm+? i?�i

´
M ϕ = 0 �M/ (gij + ϕij) dz

i ⊗ dzj /2}M2b �MQi?2`
K2i`B+ QM M X amTTQb2

/2i(gij + ϕij) = eF /2i(gij).

h?2M i?2`2 Bb �M 2biBK�i2 Q7 ϕ;ijk BM i2`Kb Q7 g- bmT |F |- bmT |∇F |- bmT
(
bmTi,j

∣∣Fij

∣∣) �M/
bmT

(
bmTi,j,k

∣∣Fijk

∣∣)X

Rk



9 aQHmiBQMb Q7 i?2 1[m�iBQM

aQ r2 �`2 ;QBM; iQ bQHp2 i?2 2[m�iBQM

/2i(g̃ij) = eF /2i(gij), U9XRV

r?2`2 F b�iBb}2b  
eF = 1. U9XkV

qBi? i?2 2biBK�i2b Q7 a2+iBQM k �M/ a2+iBQM j- r2 b?�HH MQr T`Qp2 i?�i B7 F ∈ Ck(M) rBi?
k ≥ 3 �M/ F b�iBb}2b U9XkV- i?2M r2 +�M }M/ � bQHmiBQM ϕ Q7 U9XRV r?2`2 ϕ ∈ Ck+1,α(M)

7Q` �Mv 0 ≤ α < 1X UCk+1,α(M) �`2 i?2 7mM+iBQMb r?Qb2 (k + 1)@/2`Bp�iBp2b �`2 >ƺH/2`
+QMiBMmQmb rBi? 2tTQM2Mi αXV q2 �`2 ;QBM; iQ mb2 i?2 +QMiBMmBiv K2i?Q/X *QMbB/2` i?2
b2i

S =

®
t ∈ [0, 1]

∣∣∣∣∣
/2i(gij + ϕij)

etF /2i(gij)
=

( 
M

etF
)−1

?�b � bQHmiBQM BM Ck+1,a(M)

´
.

aBM+2 0 ∈ S- r2 M22/ QMHv iQ b?Qr i?�i S Bb #Qi? +HQb2/ �M/ QT2M BM [0, 1]X

S Bb QT2M, G2i

U =

ß
ϕ ∈ Ck+1,α(M)

∣∣∣∣
ˆ
M

ϕ = 0 �M/ (gij + ϕij) Bb TQbBiBp2 /2}MBi2X
™

�M/
B =

ß
f ∈ Ck−1,α(M)

∣∣∣∣
 
M

f = 1

™
.

h?2M U Bb �M QT2M bm#b2i Q7 � ?vT2`TH�M2 BM i?2 "�M�+? bT�+2 Ck+1,α(M) �M/ B Bb �
?vT2`TH�M2 BM i?2 "�M�+? bT�+2 Ck−1,α(M)X q2 ?�p2 � K�T G : U → B,

G(ϕ) =
/2i(gij + ϕij)

/2i(gij)
.

q2 b22 i?�i
dGϕ0 =

/2i(gij + ϕ0,ij)

/2i(gij)
(0,

r?2`2 (0 Bb i?2 G�TH�+B�M Q7 i?2 K2i`B+ (gij + ϕ0,ij) dz
i ⊗ dzjX

Ai Bb r2HH@FMQrM i?�i i?2 +QM/BiBQM 7Q` (0ϕ = f iQ ?�p2 � r2�F bQHmiBQM QM M Bb i?�i´
M f doQHϕ0 = 0X >2M+2 i?2 +QM/BiBQM 7Q`

/2i(gij + ϕ0,ij)

/2i(gij)
(0ϕ = f

Rj



iQ ?�p2 � r2�F bQHmiBQM Bb i?�i
´
M f = 0X h?2 a+?�m/2` i?2Q`v K�F2b bm`2 i?�i ϕ ∈

Ck+1,α(M) r?2M f ∈ Ck−1,α(M)- r?B+? Bb 2t�+iHv i?2 i�M;2Mi bT�+2 Q7 BX h?2 bQHmiBQM
Bb mMB[m2 B7 r2 �bbmK2 i?�i

´
M ϕ = 0X >2M+2 dGϕ0 Bb BMp2`iB#H2X "v i?2 BMp2`b2 7mM+iBQM

i?2Q`2K 7Q` "�M�+? bT�+2b- G K�Tb �M QT2M M2B;?#Q`?QQ/ Q7 ϕ0 iQ �M QT2M M2B;?#Q`?QQ/
Q7 G (ϕ0) BM BX i?Bb T`Qp2b i?�i S Bb QT2MX

S Bb +HQb2/, G2i {tq} #2 � b2[m2M+2 BM S rBi? HBKBi t0 ∈ [0, 1]X h?2M r2 ?�p2 � b2[m2M+2
ϕq ∈ Ck+1,α(M) bm+? i?�i

/2i
(
gij + ϕq,ij

)
=

( 
M

etqF
)−1

· etqF /2i(gij) �M/
ˆ
M

ϕq = 0.

.Bz2`2MiB�iBM; i?2 �#Qp2 2[m�iBQM UBM /B`2+iBQM ∂pV- r2 ?�p2
(

/2i(g̃q,ij) · g̃ijq ∂i∂j
)
ϕq,p =

( 
M

etqF
)−1

· ∂p(etqF /2i(gij)). U9XjV

S`QTQbBiBQM R �M/ S`QTQbBiBQM k b?Qrb i?�i i?2 QT2`�iQ`
(

/2i(g̃q,ij) · g̃ijq ∂i∂j
)

Bb mMB@
7Q`KHv 2HHBTiB+ �M/ i?2 +Q2{+B2Mib �`2 >ƺH/2` +QMiBMmQmb rBi? 2tTQM2Mi α 7Q` �Mv 0 ≤

α ≤ 1X
lbBM; i?2 a+?�m/2` 2biBK�i2- r2 ;2i �M 2biBK�i2 QM i?2 C2,α@MQ`K Q7 ϕq,p U�M/ ϕq,p

bBKBH�`HvVX aQ i?2 +Q2{+B2Mib Q7
(

/2i(g̃q,ij) · g̃ijq ∂i∂j
)

?�p2 #2ii2` /Bz2`2MiB�#BHBivX h?2
a+?�m/2` 2biBK�i2 MQr ;Bp2b #2ii2` /Bz2`2MiB�#BHBiv Q7 ϕq,p �M/ ϕq,pX

Ai2`�iBM; i?2 T`Q+2bb- r2 ;2i Ck+1,α@2biBK�i2b Q7 ϕq UbBM+2 F ∈ Ck(M)VX aQ i?2
b2[m2M+2 {ϕq} +QMp2`;2b BM i?2 Ck+1,α@MQ`K 7Q` α ∈ [0, 1) U#v i?2 +QKT�+i 2K#2//BM;
Ck+1,1 → Ck+1,αV iQ � bQHmiBQM ϕ0 Q7 i?2 2[m�iBQM

/2i(gij + ϕij)

et0F /2i(gij)
=

( 
M

et0F
)−1

.

>2M+2 S Bb +HQb2/X

h?2Q`2K RX �bbmK2 i?�i M Bb � +QKT�+i E ?H2` K�MB7QH/ rBi? K2i`B+ gX G2i F #2
Ck(M) rBi? k ≥ 3 �M/

ffl
M eF = 1X h?2M i?2`2 Bb � 7mM+iBQM ϕ BM Ck+1,α(M) 7Q` �Mv

0 ≤ α < 1 bm+? i?�i (gij + ϕij) dz
i ⊗ dzj /2}M2b � E ?H2` K2i`B+ �M/

/2i(gij + ϕij) = eF /2i(gij).

*Q`QHH�`v U*�H�#B +QMD2+im`2VX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? E ?H2` K2i@
`B+ gX G2i R̃αβ dz

α ⊗ dzβ #2 � i2MbQ` r?Qb2 �bbQ+B�i2/ (1, 1)@7Q`K
√
−1
2π R̃αβ dz

α ∧ dzβ

R9



`2T`2b2Mib +1(M)X h?2M r2 +�M }M/ � E ?H2` K2i`B+ g̃ r?Qb2 _B++B i2MbQ` Bb ;Bp2M #v
R̃αβ dz

α⊗ dzβX 6m`i?2`KQ`2- r2 +�M `2[mB`2 i?�i i?Bb E ?H2` K2i`B+ ?�b i?2 b�K2 E ?H2`
+H�bb �b i?2 Q`B;BM�H QM2X AM i?Bb +�b2- i?2 `2[mB`2/ E ?H2` K2i`B+ Bb mMB[m2X

LQi2 i?�i
Rαβ = −∂α∂β HQ; /2i(gij). U9X9V

aBM+2 r2 �bbmK2 i?�i
√
−1
2π R̃αβ dz

α ∧ dzβ `2T`2b2Mib +1(M)- r2 b22 i?�i

R̃αβ = Rαβ − ∂α∂βf U9X8V

7Q` bQK2 bKQQi? `2�H@p�Hm2/ 7mM+iBQM f X
"v h?2Q`2K R- r2 +�M }M/ � bKQQi? 7mM+iBQM ϕ bQ i?�i (gαβ +ϕαβ) dz

α⊗ dzβ /2}M2b
� E ?H2` K2i`B+ �M/ i?�i

/2i(gαβ + ϕαβ) = Cef /2i(gαβ), U9XeV

r?2`2 C Bb � +QMbi�Mi +?Qb2M iQ b�iBb7v i?2 2[m�iBQM
 
M

Cef = 1.

6`QK U9X9V- U9X8V �M/ U9XeV- Bi Bb 2�bv iQ b22 i?�i R̃αβ dz
α ⊗ dzβ Bb i?2 _B++B i2MbQ` Q7

(gαβ + ϕαβ) dz
α ⊗ dzβX h?Bb T`Qp2b i?2 *�H�#B +QMD2+im`2X

_2K�`FX h?2 mMB[m2M2bb r�b T`Qp2/ #v *�H�#B �M/ rBHH �HbQ #2 BM/B+�i2/ �M/ T`Qp2/
BM h?2Q`2K kX

R8



8 *QKTH2t JQM;2@�KTĕ`2 1[m�iBQM rBi? .2;2M2`@

�i2 _B;?i@>�M/ aB/2

G2i L #2 � HBM2 #mM/H2 Qp2` M X G2i s #2 � MQMi`BpB�H ?QHQKQ`T?B+ b2+iBQM Q7 LX amTTQb2
L Bb 2[mBTT2/ rBi? � >2`KBiB�M K2i`B+X h?2M r2 ?�p2 � ;HQ#�HHv /2}M2/ 7mM+iBQM |s|2 QM
M X

6Q` k ≥ 0- r2 +QMbB/2` i?2 2[m�iBQM

/2i(gij + ϕij) = |s|2keF /2i(gij), U8XRV

r?2`2 F Bb � bKQQi? 7mM+iBQM bm+? i?�i
 
M

|s|2keF = 1.

AM Q`/2` iQ bQHp2 U8XRV- r2 �TT`QtBK�i2 i?2 2[m�iBQM #v

/2i(gij + ϕij) = Cε(|s|2 + ε)keF /2i(gij), U8XkV

r?2`2 ε > 0 Bb � bK�HH +QMbi�Mi �M/

Cε =

( 
M

(|s|2 + ε)keF
)−1

≤
( 

M

|s|2keF
)−1

= 1.

"v h?2Q`2K R- U8XkV ?�b � bKQQi? bQHmiBQM ϕε bm+? i?�i
(
gij + ϕε,ij

)
Bb TQbBiBp2 /2}MBi2

�M/ ˆ
M

ϕε = 0. U8XjV

q2 �`2 ;QBM; iQ T`Qp2 i?�i r?2M ε → 0+- ϕε i2M/b iQ � bQHmiBQM Q7 U8XRVX aQ r2 M22/
bQK2 2biBK�i2b Q7 ϕε r?B+? �`2 BM/2T2M/2Mi Q7 εX

hQ 2biBK�i2 BM7ϕε �M/ (ϕε r2 MQiB+2 i?�i- r?2M s 1= 0-

( HQ;(|s|2 + ε) =
(|s|2

|s|2 + ε
− |∇|s|2|2

(|s|2 + ε)2
≥ |s|2

|s|2 + ε
·( HQ; |s|2 ≥ −

∣∣( HQ; |s|2
∣∣ . U8X9V

aBM+2 ( HQ; |s|2 Bb i?2 i`�+2 Q7 +1(L) rBi? `2bT2+i iQ g 7Q` s 1= 0- r2 b22 i?�i ( HQ;(|s|2+ε) Bb
mMB7Q`KHv #QmM/2/ 7`QK #2HQrX LQi2 i?�i #Qi? bB/2b Q7 i?2 �#Qp2 BM2[m�HBiv �`2 bKQQi?X
"v i�FBM; HBKBi iQ i?2 TQBMib r?2`2 |s|2 p�MBb?- r2 b22 i?�i i?2 �#Qp2 BM2[m�HBiv ?QH/b QM
M X

Re



G2i (ε #2 i?2 G�TH�+B�M Q7 i?2 K2i`B+ gεX h?2M �++Q`/BM; iQ UkXRyV- r2 ?�p2

eCϕε(ε(e
−Cϕε(m+(ϕε)) ≥ k( HQ;(|s|2 + ε) +(F −m2 BM7

i $=&
Rii&& −mC(m+(ϕε)

+ C−1/(m−1)
ε

(
C + BM7

i $=&
Rii&&

)
(m+(ϕε)1+1/(m−1)

eF/(m−1)(|s|2 + ε)k/(m−1)
. U8X8V

a�K2 �b BM a2+iBQM k- r2 ;2i

m+(ϕε # eC(ϕε−BM7ϕε). U8XeV

6Q` s 1= 0- (ε HQ; |s|2 Bb /QKBM�i2/ 7`QK #2HQr #v i?2 i`�+2 Q7 +1(L) rBi? `2bT2+i iQ gεX
>2M+2 i?2`2 Bb � TQbBiBp2 +QMbi�Mi C1 BM/2T2M/2Mi Q7 ε bm+? i?�i

(ε HQ; |s|2 ≥ −C1

∑ 1

1 + ϕε,ii
. U8XdV

G2i p #2 �Mv MQM@M2;�iBp2 MmK#2`X h?2M #v a+?r�`x BM2[m�HBiv- r?2M C > pC1-

eCϕε(ε

(
e−Cϕε(|s|2 + ε)p

)
= (ε(|s|2 + ε)p + 2

〈
∇ε(|s|2 + ε)p,∇εe

−Cϕε
〉

+ (|s|2 + ε)p
(∣∣∇εe

−Cϕε
∣∣2 − C(εϕε

)

≥ (ε(|s|2 + ε)p − |∇ε(|s|2 + ε)p|2

(|s|2 + ε)p
− C(|s|2 + ε)p(εϕε

= (|s|2 + ε)p(ε HQ;(|s|2 + ε)p − C(|s|2 + ε)p(εϕε

≥ −pC1(|s|2 + ε)p
∑ 1

1 + ϕε,ii
− C(|s|2 + ε)p(εϕε

= (C − pC1)(|s|2 + ε)p
∑

i

1

1 + ϕε,ii
−mC(|s|2 + ε)p

≥ m(C − pC1)
(|s|2 + ε)p−k/m

C1/m
ε eF/m

−mC(|s|2 + ε)p,

r?2`2 i?2 H�bi BM2[m�HBiv Bb /m2 iQ i?2 �J@:J BM2[m�HBivX JmHiBTHvBM; i?2 �#Qp2 BM2[m�H@
Biv #v (|s|2 + ε)keF−Cϕε �M/ BMi2;`�iBM;- r2 ;2i

CebmTF

ˆ
M

e−Cϕε(|s|2 + ε)k+p ≥ C

ˆ
M

eF−Cϕε(|s|2 + ε)k+p

≥ (C − pC1)C
−1/m
ε

ˆ
M

e−Cϕε(|s|2 + ε)(m−1)k/m+pe(m−1)F/m

" (C − pC1)

ˆ
M

e−Cϕε(|s|2 + ε)(m−1)k/m+p.

"v i?2 �#Qp2 BM2[m�HBiv- r2 b22 i?�i- 7Q` �HH q ∈
[
m−1
m k + p, k + p

]
- i?2`2 2tBbib �

TQbBiBp2 +QMbi�Mi C2 bm+? i?�i
ˆ
M

e−Cϕε(|s|2 + ε)q ≤ C2

ˆ
M

e−Cϕε(|s|2 + ε)k+p.

Rd



>2M+2- 7Q` n ∈ N bm+? i?�i p− (n−1)k
m ≥ 0-

ˆ
M

e−Cϕε(|s|2 + ε)k+p−nk
m # · · · #

ˆ
M

e−Cϕε(|s|2 + ε)k+p− k
m #

ˆ
M

e−Cϕε(|s|2 + ε)k+p,

G2i n #2 i?2 H�`;2bi BMi2;2` bQ i?�i p− (n−1)k
m ≥ 0X h?2M r2 ?�p2 k ∈

[
k+ p− nk

m , k+ p−
(n−1)k

m

]
�M/ ?2M+2-

ˆ
M

e−Cϕε(|s|2+ε)k ≤ C ′
3

ˆ
M

e−Cϕε(|s|2+ε)k+p−nk
m ≤ · · · ≤ C3

ˆ
M

e−Cϕε(|s|2+ε)k+p. U8X3V

7Q` bQK2 C3, C ′
3 >)X "v U8X8V- r2 +�M }M/ TQbBiBp2 +QMbi�Mib C4 �M/ C5 bm+? i?�i

eCϕε(ε

(
e−Cϕε (m+(ϕε)

)
≥ C4 (m+(ϕε)− C5.

JmHiBTHvBM; i?2 �#Qp2 BM2[m�HBiv #v (|s|2 + ε)keF−Cϕε �M/ BMi2;`�iBM;- r2 Q#i�BM
ˆ
M

e−Cϕε(|s|2 + ε)k (m+(ϕε) ≤
C5 ebmTF−BM7F

C4

ˆ
M

e−Cϕε(|s|2 + ε)k.

aBM+2 m + (ϕε > 0- Bi 7QHHQrb 7`QK i?2 �#Qp2 BM2[m�HBiv i?�i r2 +�M }M/ � TQbBiBp2
+QMbi�Mi C6 BM/2T2M/2Mi Q7 ε U7Q` ε bK�HHV bm+? i?�i

ˆ
M

e−Cϕε(|s|2 + ε)k+1(ϕε ≤
ˆ
M

e−Cϕε(|s|2 + ε)k+1(m+(ϕε)

≤ C6

ˆ
M

e−Cϕε(|s|2 + ε)k.

AMi2;`�iBM; #v T�`ib BM i?2 �#Qp2 BM2[m�HBiv- r2 /2`Bp2

C

ˆ
M

e−Cϕε(|s|2 + ε)k+1 |∇ϕε|2 ≤ (k + 1)

ˆ
M

e−Cϕε(|s|2 + ε)k
〈
∇ϕε,∇|s|2

〉

+ C6

ˆ
M

e−Cϕε(|s|2 + ε)k

≤ (k + 1)2

C

ˆ
M

e−Cϕε(|s|2 + ε)k−1
∣∣∇|s|2

∣∣2

+
1

4
C

ˆ
M

e−Cϕε(|s|2 + ε)k+1 |∇ϕε|2

+ C6

ˆ
M

e−Cϕε(|s|2 + ε)k.

>2M+2-

3

4
C2

ˆ
M

e−Cϕε(|s|2 + ε)k+1 |∇ϕε|2 ≤ (k + 1)2
ˆ
M

e−Cϕε(|s|2 + ε)k−1
∣∣∇|s|2

∣∣2

+ CC6

ˆ
M

e−Cϕε(|s|2 + ε)k.

R3



PM |s| 1= 0-
∣∣∇|s|2

∣∣2 = |s|2(|s|2 − |s|4( HQ; |s|2.

LQi2 i?�i (|s|2 �M/ |s|2 �`2 mTT2` #QmM/2/ �M/ ( HQ; |s|2 Bb HQr2` #QmM/2/X aQ r2 b22
i?�i

∣∣∇|s|2
∣∣2 ≤

(
bmT(|s|2 + K�t{bmT |s|2 · bmT(−( HQ; |s|2), 0}

)
· |s|2.

aBM+2 #Qi? bB/2 �`2 bKQQi? QM M - r2 b22 i?�i |∇|s|2|2 Bb /QKBM�i2/ #v |s|2 QM M X hQ;2i?2`
rBi? U8X3V- r2 b22 i?�i

ˆ
M

∣∣∣∇
(
e−Cϕε/2(|s|2 + ε)(k+1)/2

)∣∣∣
2

≤ 1

2
(k + 1)2

ˆ
M

e−Cϕε(|s|2 + ε)k−1
∣∣∇|s|2

∣∣2 + 1

2
C2

ˆ
M

e−Cϕε(|s|2 + ε)k+1 |∇ϕε|2

≤ 7

6
(k + 1)2

ˆ
M

e−Cϕε(|s|2 + ε)k−1
∣∣∇|s|2

∣∣2 + 2

3
CC6

ˆ
M

e−Cϕε(|s|2 + ε)k

#
ˆ
M

e−Cϕε(|s|2 + ε)k

#
ˆ
M

e−Cϕε(|s|2 + ε)k+1. U8XNV

lbBM; i?2 :`22MǶb 7mM+iBQM �b #27Q`2- r2 ;2i �M 2biBK�i2 Q7
´
M |ϕε| i?�i Bb BM/2T2M/2Mi

Q7 ε- r2 �TTHv i?2 MQ`K�HBx�iBQM i`B+F BM a2+iBQM k i?�i U8XNV ;Bp2b �M 2biBK�i2 Q7
ˆ
M

e−Cϕε(|s|2 + ε)k+1

BM/2T2M/2Mi Q7 εX UamTTQb2 i?2`2 Bb MQ 2biBK�i2X h?2M r2 +�M }M/ � b2[m2M+2 εj → 0

bm+? i?�i
´
M e−Cϕεj (|s|2 + εεj)

k+1 i2M/b iQ BM}MBivX h?2M r2 /2}M2

e−Cϕ̃j = e−Cϕεj

(ˆ
M

e−Cϕεj
(
|s|2 + εj

)k+1
)−1

.

"v U8XNV- (|s|2 + εj)
(k+1)/2 e−

1
2Cϕ̃j +QMp2`;2b iQ bQK2 f BM L2(M)X lbBM; i?2 L1@2biBK�i2

Q7 |ϕε| QM i?2 b2i {x ∈ M | |s| % 1/n}- r2 b22 i?�i f ≡ 0 �X2X �M/ ;2i � +QMi`�/B+iBQMXV

�b BM UkXR8V- BM2[m�HBiv U8XeV �M/ i?2 2biBK�i2 Q7 bmTϕε ;Bp2 �M 2biBK�i2 Q7

|∇ϕε|
e−C BM7ϕε + 1

BM/2T2M/2Mi Q7 εX LQr r2 mb2 i?2 ;2Q/2bB+ #�HH i`B+FX 6Q` bQK2 ;2Q/2bB+ #�HH B Q7 `�/Bmb

R =
C7(− BM7ϕε)
e−C BM7ϕε + 1

,

RN



ϕε Bb MQi ;`2�i2` i?�M 1
2 BM7ϕεX U>2`2 C7 Bb � TQbBiBp2 +QMbi�Mi BM/2T2M/2Mi Q7 ε- �M/ R Bb

H2bb i?�M i?2 BMD2+iBpBiv `�/Bmb Q7 M XV q2 b22 i?�i
ˆ
B

e−N BM7ϕε(|s|2 + ε)k+1 ≥ e−N BM7ϕε/2

ˆ
B

|s|2(k+1)

" e−N BM7ϕε/2

ˆ R

0

ra(k+1)dr

≥ 1

2a(k + 1)
e−N BM7ϕε/2

(
C7(− BM7ϕε)
e−C BM7ϕε + 1

)ak+a+1

.

"v +?QQbBM; N > 2C(ak+ a+1)- r2 ;2i �M 2biBK�i2 Q7 − BM7ϕε BM/2T2M/2Mi Q7 ε �M/
U8XeV ;Bp2b �M mTT2` 2biBK�i2 Q7 m+(ϕε BM/2T2M/2Mi Q7 εX

LQr r2 r�Mi iQ }M/ i?2 i?B`/@Q`/2` 2biBK�i2X G2i ρ ≥ 0 #2 � bKQQi? 7mM+iBQM BM M

rBi? bmTT ρ ⊆ KX aBM+2 (|s|2 + ε)keF ?�b � mMB7Q`K HQr2` #QmM/ Qp2` K- i?2 K2i`B+ gε Bb
mMB7Q`KHv 2[mBp�H2Mi iQ gX

�b BM a2+iBQM j- r2 /2}M2

Sε = girε g
js
ε g

kt
ε ϕε;ijkϕε;rst.

6`QK UkXeV- r2 +�M }M/ TQbBiBp2 +QMbi�Mib C8 �M/ C9 BM/2T2M/2Mi Q7 ε bm+? i?�i

ρ(ε ((ϕε) ≥ C8ρSε − C9ρ

AMi2;`�iBM; i?2 �#Qp2 BM2[m�HBiv rBi? `2bT2+i iQ i?2 pQHmK2 7Q`K (|s|2 + ε)keF doQH- r2
b22 i?�i

C8

ˆ
M

ρSε(|s|2 + ε)keF ≤ C9

ˆ
M

ρ(|s|2 + ε)keF +

ˆ
M

(ερ ·(ϕε · (|s|2 + ε)keF .

LQi2 i?�i i?2 _>a +�M #2 2biBK�i2/X aBM+2 BM7 |s| > 0 QM K- r2 +�M }M/ �M 2biBK�i2 Q7´
M ρSε BM/2T2M/2Mi Q7 εX

aBM+2 i?2 +QKT�+i b2i K �M/ i?2 7mM+iBQM ρ �`2 +?Qb2M �`#Bi`�`v- r2 b22 i?�i r2 ?�p2
7QmM/ �M L1@2biBK�i2 Q7 Sε Qp2` �Mv +QKT�+i bm#b2i K Q7 M r?B+? Bb /BbDQBMi 7`QK i?2
/BpBbQ` Q7 sX a�v ˆ

K

Sε < CK , U8XRyV

r?2`2 CK Bb BM/2T2M/2Mi iQ εX
G2i

B(R) =

{
(z1, · · · , zm)

∣∣∣∣∣
∑

i

|zi|2 ≤ R

}
⊆ K

#2 � +QQ`/BM�i2 +?�`iX q2 r�Mi iQ 2biBK�i2 Sε(0) #v i?2 L1@MQ`K Q7 Sε Qp2` B(R)X

ky



lbBM; i?2 +QKTmi�iBQMb Q7 a2+iBQM j- r2 FMQr i?�i i?2`2 �`2 TQbBiBp2 +QMbi�Mib C10

�M/ C11 BM/2T2M/2Mi Q7 ε �M/ ϕε- bm+? i?�i QM B(R)-

(ε

(
Sε + C10(ϕε + C11

∑

i

|zi|2
)

≥ C12Sε − C13 + C11(ε

(
∑

i

|zi|2
)

> 0.

q2 K�v �HbQ �bbmK2 i?�i i?2 7mM+iBQM Sε = Sε + C10(ϕε + C11

(∑
i |zi|

2 + 1
)
> 0X

h?2 .B`B+?H2i T`Q#H2K 




(εψ = 0 QM B(R),

ψ = Sε QM ∂B(R).

?�b � bKQQi? bQHmiBQM S̃εX "v i?2 K�tBKmK T`BM+BTH2- S̃ε ≥ Sε > 0 BM B(R)X

aBM+2 gε Bb mMB7Q`KHv 2[mBp�H2Mi iQ g QM B(R)- r2 FMQr i?�i S̃ε Bb � bQHmiBQM Q7 �
mMB7Q`K 2HHBTiB+ 2[m�iBQM Q7 /Bp2`;2M+2 7Q`K r?Qb2 2HHBTHB+Biv Bb 2biBK�i2/ Ui?Bb K2�Mb
i?�i i?2 2B;2Mp�Hm2b ?�p2 � mMB7Q`K #QmM/VX

"v JQb2`Ƕb >�`M�+F BM2[m�HBiv

bmT
B(R)

S̃ε # BM7
B(R)

S̃ε,

r2 ;2i

S̃ε(0) #
ˆ
B(R)

S̃ε. U8XRRV

G2i σ #2 � MQM@/2+`2�bBM; C∞@7mM+iBQM /2}M2/ QM R bm+? i?�i

UBV σ(t) = 0 7Q` t ≤ 0-

UBBV σ(t) = 1 7Q` t ≥ δ �M/

UBBBV σ′(t) ≤ 2
δ 7Q` �HH tX

6Q` τ < R- r2 /2}M2 ψτ (s) =
´∞
s tσ(τ − t) dtX q2 b22 i?�i ψτ (r) = ψτ ((

∑
i |zi|2)1/2)

p�MBb?2b QmibB/2 � +QKT�+i bm#b2i Q7 i?2 BMi2`BQ` Q7 B(R)X

"v /B`2+i +QKTmi�iBQM- r2 ?�p2

(εψτ (r) = gijε ∂i∂jψτ (r) = rσ′(τ − r)gijε (∂ir)(∂jr)−
1

2
σ(τ − r)gijε ∂i∂jr

2

= rσ′(τ − r)gijε (∂ir)(∂jr)−
1

2
σ(τ − r)gijε .

kR



JmHiBTHvBM; i?2 �#Qp2 2[m�iBQM #v S̃ε /2i (gεpq) �M/ BMi2;`�iBM; rBi? `2bT2+i iQ i?2 1m@
+HB/2�M pQHmK2 7Q`K dE- r2 Q#i�BM U#v BMi2;`�iBQM #v T�`ibV

0 =

ˆ
B(R)

((εS̃ε)ψτ (r) /2i (gεpq) dE =

ˆ
B(R)

S̃ε ((εψτ (r)) /2i (gεpq) dE

=

ˆ
B(R)

S̃εrσ
′(τ − r)gijε (∂ir)(∂jr) /2i (gεpq) dE − 1

2

ˆ
B(R)

S̃εσ(τ − r)gijε /2i (gεpq) dE.

aBM+2 σ ≥ 0- �M/ σ′ ≥ 0- Bi 7QHHQrb 7`QK i?2 �#Qp2 2[m�iBQM i?�i

1

2
BM7
B(R)

(
gijε /2i (gεpq)

) ˆ
B(R)

S̃εσ(τ − r) dE

≤ bmT
B(R)

(
rgijε (∂ir)(∂jr) /2i (gεpq)

) ˆ
B(R)

S̃εσ
′(τ − r) dE.

h?2`27Q`2- #v i?2 mMB7Q`K #QmM/ Q7 gε- r2 +�M }M/ � TQbBiBp2 +QMbi�Mi C14 BM/2T2M/2Mi
Q7 σ- τ - ε bm+? i?�i

ˆ
B(R)

S̃εσ(τ − r) dE ≤ C14

ˆ
B(R)

S̃εσ
′(τ − r) dE.

G2iiBM; τ → R−- r2 K�v `2TH�+2 τ #v R BM i?2 �#Qp2 BM2[m�HBivX h?2M
ˆ
B(R−δ)

S̃εdE ≤ 2C14

δ

ˆ
B(R)\B(R−δ)

S̃εdE.

G2iiBM; δ → 0+- r2 b22 i?�i
´
B(R) S̃εdE +�M #2 2biBK�i2/ #v

´
∂B(R) S̃εX aBM+2 Sε|∂B(R) =

S̃ε|∂B(R) �M/ S̃ε > 0- r2 +QM+Hm/2 7`QK U8XRRV i?�i i?2`2 Bb � TQbBiBp2 +QMbi�Mi C15 BM/2@
T2M/2Mi Q7 ϕε �M/ ε bm+? i?�i

Sε(0) ≤ S̃ε(0) ≤ C15

ˆ
∂B(R)

Sε.

aBM+2 C15 +�M #2 +?Qb2M iQ #2 BM/2T2M/2Mi Q7 R r?2M B(R) HB2b BM K- r2 +�M BMi2;`�i2
i?2 �#Qp2 BM2[m�HBiv UQp2` RV iQ }M/ �M 2biBK�i2 Q7 Sε(0) BM i2`Kb Q7 i?2 L1@MQ`K Q7 Sε
Qp2` KX hQ;2i?2` rBi? i?2 L1@2biBK�i2 U8XRyV Q7 Sε- r2 ;2i �M 2biBK�i2 Q7 Sε QM KX

lbBM; i?2 K2i?Q/ BM a2+iBQM 9- r2 +�M 2biBK�i2 i?2 ?B;?2` /2`Bp�iBp2b Q7 ϕεX .Bz2`@
2MiB�i2

/2i
(
gij + ϕε,ij

)
= Cε(|s|2 + ε)keF /2i(gij)

BM /B`2+iBQM ∂kX h?2M
(
gijε ∂i∂j

)
ϕε,k = ∂k

(
HQ;
(
Cε(|s|2 + ε)keF /2i(gij)

))
.

kk



aBM+2 r2 ?�p2 GBTb+?Bix 2biBK�i2b U>ƺH/2` 2tTQM2Mi 1V Q7 i?2b2 +Q2{+B2Mib Qp2` K-
i?2 a+?�m/2` 2biBK�i2 b?Qrb i?�i �HH ?B;?2` /2`Bp�iBp2b Q7 ϕε +�M #2 2biBK�i2/ Qp2` i?2b2
b2ibX

aBM+2 K Bb �`#Bi`�`v- #v H2iiBM; ε → 0+- r2 +�M MQr +QM+Hm/2 i?�i {ϕε} ?�b � bm#b2@
[m2M+2 +QMp2`;BM; iQ � bQHmiBQM ϕ Q7 U8XRV bm+? i?�i ϕ Bb bKQQi? QmibB/2 Q7 i?2 /BpBbQ` Q7
s �M/

{
|ϕij|

}
Bb #QmM/2/ 7Q` �HH i- jX

h?2Q`2K kX G2i L #2 � ?QHQKQ`T?B+ HBM2 #mM/H2 Qp2` � +QKT�+i E ?H2` K�MB7QH/ M X
G2i s #2 � ?QHQKQ`T?B+ b2+iBQM Q7 LX G2i g #2 i?2 E ?H2` K2i`B+ Q7 M X h?2M- 7Q` �Mv
k ≥ 0 �M/ �Mv bKQQi? 7mM+iBQM F rBi?

ffl
M |s|2keF = 1- r2 +�M }M/ � bQHmiBQM ϕ Q7 i?2

2[m�iBQM
/2i
(
gij + ϕij

)
= |s|2keF /2i(gij)

rBi? i?2 7QHHQrBM; T`QT2`iB2b,

UBV ϕ Bb bKQQi? QmibB/2 i?2 /BpBbQ` Q7 s- �M/

UBBV (ϕ Bb #QmM/2/ Qp2` M

6m`i?2`KQ`2- �Mv 7mM+iBQM ψ b�iBb7vBM; i?2 �#Qp2 T`QT2`iB2b Kmbi #2 2[m�H iQ ϕ THmb �
+QMbi�MiX

S`QQ7X q2 QMHv M22/ iQ T`Qp2 i?2 H�bi bi�i2K2MiX q2 +H�BK i?�i- B7 f Bb � 7mM+iBQM bm+?
i?�i

{
|fij|

}
Bb #QmM/2/ Qp2` M 7Q` �HH i- j- i?2Mˆ

M

(‹(f)|s|2keF = 0. U8XRkV

AM/22/- B7 r2 H2i c(gε)ij #2 i?2 (i, j)@i? +Q7�+iQ` Q7 i?2 K�i`Bt
(
gε,ij

)
- r2 ?�p2ˆ

M

((εf) (|s|2 + ε)keF =

ˆ
M

c(gε)ijfij dz
1 ∧ · · · ∧ dzm ∧ dz1 ∧ · · · ∧ dzm = 0. U8XRjV

aBM+2 c(gε)ij �M/ fij �`2 #QmM/2/ BM/2T2M/2Mi Q7 ε- r2 +�M mb2 i?2 G2#2b;m2 /QKBM�i2/
+QMp2`;2M+2 i?2Q`2K iQ Q#i�BM U8XRkV 7`QK U8XRjVX

LQr H2i ψ #2 �MQi?2` bQHmiBQM Q7 U8XRV b�iBb7vBM; i?2 T`QT2`iB2b K2MiBQM2/ BM i?2
i?2Q`2KX h?2M r2 ?�p2

/2i
(
gij + ϕij + (ψ − ϕ)ij

)

/2i
(
gij + ϕij

) = 1.

lbBM; i?2 �J@:J BM2[m�HBiv- r2 ?�p2

‹((ψ − ϕ) =
1

m

(
m+ ‹((ψ − ϕ)

)
− 1 ≥ 0.

kj



aBM+2
∣∣ψij

∣∣ �M/
∣∣ϕij

∣∣ �`2 #Qi? #QmM/2/-
∣∣∣(ψ − ϕ)2

ij

∣∣∣ Bb �HbQ #QmM/2/ Qp2` M �M/ ψ − ϕ ∈

C1(M)X q2 K�v �bbmK2 i?�i ψ − ϕ ≥ 0 #v �//BM; � +QMbi�Mi iQ ψ − ϕX h?2M �TTHvBM;
U8XRkV iQ f = (ψ − ϕ)2- r2 Q#i�BM

2

ˆ
M

(ψ − ϕ)‹((ψ − ϕ) + 2

ˆ
M

∣∣∣‹∇(ψ − ϕ)
∣∣∣
2
=

ˆ
M

‹( ((ψ − ϕ)2
)
= 0.

aBM+2 (ψ − ϕ) ≥ 0 �M/ ‹((ψ − ϕ) ≥ 0- r2 +QM+Hm/2 i?�i ‹∇(ψ − ϕ) = 0 �M/ ψ − ϕ Bb �
+QMbi�MiX !

k9



e *QKTH2t JQM;2@�KTĕ`2 1[m�iBQM rBi? JQ`2 :2M@

2`�H _B;?i@>�M/ aB/2

*QMbB/2` i?2 7QHHQrBM; 2[m�iBQM,

/2i
(
gij + ϕij

)
= eF (x,ϕ) /2i(gij), UeXRV

r?2`2 F (x, t) Bb � bKQQi? 7mM+iBQM /2}M2/ QM M × R rBi? Ft ≥ 0X
A7 bm+? ϕ 2tBbib- i?2M BMi2;`�iBM; UeXRV- i?2 BMi2;`�H Q7 i?2 _>a Bb 2[m�H iQ i?2 pQHmK2

Q7 M X aQ r2 �bbmK2 i?�i i?2`2 2tBbib � bKQQi? 7mM+iBQM ψ bm+? i?�i
 
M

eF (x,ψ) = 1.

q2 �`2 ;QBM; iQ mb2 �M Bi2`�iBQM K2i?Q/ iQ bQHp2 UeXRVX

G2KK� R UlMB[m2M2bb Q7 i?2 bQHmiBQM Q7 UeXRVVX G2i ϕ �M/ ψ #2 irQ bKQQi? bQHmiBQMb Q7
UeXRV bm+? i?�i #Qi?

(
gij + ϕij

)
dzi ⊗ dzj �M/

(
gij + ψij

)
dzi ⊗ dzj /2}M2 E ?H2` K2i`B+b

QM M X h?2M ϕ− ψ Bb � +QMbi�MiX

S`QQ7X LQi2 i?�i
/2i(gij + ϕij + (ψ − ϕ)ij)

/2i(gij + ϕij)
= eF (x,ψ)−F (x,ϕ).

G2i (ϕ #2 i?2 MQ`K�HBx2/ K2i`B+ G�TH�+B�M Q7 i?2 K2i`B+ (gij + ϕij) dz
i ⊗ dzjX h?2M Bi

7QHHQrb 7`QK i?2 �J@:J BM2[m�HBiv �M/ i?2 �#Qp2 2[m�iBQM i?�i r2 ?�p2 i?2 BM2[m�HBiv

m+(ϕ(ϕ− ψ) ≥ me(F (x,ψ)−F (x,ϕ))/m.

"v i?2 K2�M p�Hm2 i?2Q`2K r2 ?�p2

F (x,ψ)− F (x,ϕ) =

ˆ ψ(x)

ϕ(x)

Ft(x, τ) dτ = Ft(x, t(x))(ψ(x)− ϕ(x)),

r?2`2 t(x) Bb � MmK#2` #2ir22M BM7 {ϕ(x),ψ(x)} �M/ bmT {ϕ(x),ψ(x)}X
aBM+2 Ft ≥ 0- r2 +�M +QK#BM2 i?2 BM2[m�HBiv �M/ i?2 2[m�iBQM �#Qp2 iQ +QM+Hm/2 i?�i

r?2M2p2` ψ(x)− ϕ(x) Bb bi`B+iHv TQbBiBp2- (ϕ(ψ − ϕ)(x) Bb MQMM2;�iBp2X
amTTQb2 bmT (ψ − ϕ)(x) > 0X "v i?2 K�tBK�H T`BM+BTH2 r2 b22 i?�i ψ − ϕ Bb HQ+�HHv

+QMbi�Mi QM i?2 b2i {x ∈ M | (ψ−ϕ)(x) > 0}X AMi2`+?�M;BM; ϕ �M/ ψ- r2 b22 i?�i ψ−ϕ

Kmbi #2 � +QMbi�Mi 7mM+iBQMX !

k8



q2 MQr BMi`Q/m+2 i?2 Bi2`�iBQM K2i?Q/X "v h?2Q`2K R- r2 +�M }M/ � bKQQi? 7mM+iBQM
ϕ0 bm+? i?�i (gij + ϕ0,ij) dz

i ⊗ dzj /2}M2b � E ?H2` K2i`B+ �M/

/2i(gij + ϕ0,ij) = eF (x,ψ) /2i(gij). UeXkV

A7 r2 /2}M2
ϕ±
0 = ϕ0 ± bmT |ϕ0 − ψ|,

i?2M #Qi? ϕ+
0 �M/ ϕ−

0 b�iBb7v i?2 2[m�iBQMX
h?2 b2i A = {(x, t) | x ∈ M,ϕ+

0 (x) ≥ t ≥ ϕ−
0 (x)} Bb � +QKT�+i bm#b2i Q7 M × RX

>2M+2 r2 +�M /2}M2
k = bmT

(x,t)∈A
Ft(x, t) + 1 > 0.

6Q` 2�+? i ≥ 1- r2 /2}M2 ϕ+
i �M/ ϕ−

i �b i?2 bKQQi? bQHmiBQMb Q7 i?2 7QHHQrBM; 2[m�iBQMb,

/2i
(
gαβ + ϕ±

i,αβ

)
= ek(ϕ

±
i −ϕ±

i−1)+F (x,ϕ±
i−1) /2i(gαβ) UeXjV

bQ i?�i g±i =
(
gαβ + ϕ±

i,αβ

)
dzα ⊗ dzβ /2}M2 E ?H2` K2i`B+bX

G2KK� k U1tBbi2M+2 Q7 ϕ±
i VX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? E ?H2` K2i`B+

gX G2i F (x) #2 �Mv bKQQi? 7mM+iBQM /2}M2/ QM M X h?2M- 7Q` �Mv +QMbi�Mi k > 0- i?2`2
2tBbib � mMB[m2 bKQQi? 7mM+iBQM ϕ bm+? i?�i

/2i(gij + ϕij) = ekϕ+F /2i(gij)

�M/ (gij + ϕij) dz
i ⊗ dzj /2}M2b � E ?H2` K2i`B+X

S`QQ7X �b BM h?2Q`2K R- r2 +�M mb2 i?2 +QMiBMm�iBQM K2i?Q/ r?2`2 i?2 QM2 T�`�K2i2`
7�KBHv UrBi? T�`�K2i2` tV Q7 2[m�iBQMb Bb

/2i(gij + ϕij) = ekϕ+tF /2i(gij).

"v K�tBKmK T`BM+BTH2 �M/ �J@:J BM2[m�HBiv- r?2M ϕ �+?B2p2b Bib K�tBKmK �i � TQBMi
x0- r2 Kmbi ?�p2

ekϕ(x0)+tF (x0) =
/2i(gij + ϕij)

/2i(gij)
≤ 1.

h?Bb BKTHB2b BKK2/B�i2Hv bmTϕ ≤ −(t/k)F (x0)X aBKBH�`Hv QM2 +�M /`�r �M 2biBK�i2 Q7
BM7ϕX aBM+2 k > 0- i?2 mMB[m2M2bb T�`i 7QHHQrb 7`QK G2KK� RX !

*H�BKX 6Q` �HH i ≥ 0- ϕ−
i ≤ ϕ−

i+1 ≤ ϕ+
i+1 ≤ ϕ+

i X

ke



S`QQ7 Q7 *H�BKX h?2 T`QQ7 Bb �HKQbi #�b2/ QM i?2 K�tBKmK T`BM+BTH2 �M/ �J@:J
BM2[m�HBivX q2 BM/m+iBQM QM iX 6Q` i = 0- r2 b22 i?�i

/2i
(
gαβ + ϕ+

1,αβ

)
= ekϕ

+
1 −kϕ+

0 eF (x,ϕ+
0 ) /2i(gαβ)

≥ ek(ϕ
+
1 −ϕ+

0 )eF (x,ψ) /2i(gαβ) = ek(ϕ
+
1 −ϕ+

0 ) /2i
(
gαβ + ϕ+

0,αβ

)
.

�i i?2 TQBMi r?2`2 ϕ+
1 − ϕ+

0 �+?B2p2b Bib K�tBKmK- #v �J@:J BM2[mHBiv-

/2i
(
gαβ + ϕ+

1,αβ

)
≤ /2i

(
gαβ + ϕ+

0,αβ

)
.

>2M+2 bmT(ϕ+
1 − ϕ+

0 ) ≤ 0X aBKBH�`Hv- bmT(ϕ−
0 − ϕ−

1 ) ≤ 0X
hQ b?Qr i?�i ϕ−

1 ≤ ϕ+
1 - #v UeXjV r2 b22 i?�i

/2i
(
gαβ + ϕ+

1,αβ

)

/2i
(
gαβ + ϕ−

1,αβ

) = ek(ϕ
+
1 −ϕ−

1 )+F (x,ϕ+
0 )−F (x,ϕ−

0 )−k(ϕ+
0 −ϕ−

0 ).

aBM+2 ϕ+
0 ≥ ϕ−

0 - #v K2�M p�Hm2 i?2Q`2K r2 ;2i

F (x,ϕ+
0 )− F (x,ϕ−

0 )− k(ϕ+
0 − ϕ−

0 ) ≤ 0.

h?2`27Q`2
/2i
(
gαβ + ϕ+

1,αβ

)

/2i
(
gαβ + ϕ−

1,αβ

) ≤ ek(ϕ
+
1 −ϕ−

1 ).

�i i?2 TQBMi r?2`2 ϕ+
1 − ϕ−

1 �+?B2p2b Bib KBMBKmK- U#v K�tBKmK T`BM+BTH2 �M/ �J@
:J BM2[m�HBiv-V i?2 _>a Q7 i?2 �#Qp2 BM2[m�HBiv Bb ;`2�i2` i?�M Q` 2[m�H iQ 1 �M/ ?2M+2
ϕ+
1 ≥ ϕ−

1 X
6Q` ;2M2`�H iX �TTHvBM; UeXjV irB+2- r2 ?�p2

/2i
(
gαβ + ϕ+

i+1,αβ

)

/2i
(
gαβ + ϕ+

i,αβ

) = ek(ϕ
+
i+1−ϕ

+
i )+F (x,ϕ+

i )−F (x,ϕ+
i−1)−k(ϕ+

i −ϕ+
i−1) ≥ ek(ϕ

+
i+1−ϕ

+
i ),

r?2`2 i?2 BM2[m�HBiv Bb /m2 iQ JohX >2M+2 i?2 K�tBK�H T`BM+BTH2 b?Qrb i?�i ϕ+
i ≥ ϕ+

i+1X
aBKBH�`Hv QM2 +�M b?Qr i?�i ϕ−

i ≤ ϕ−
i+1X

hQ T`Qp2 i?�i ϕ+
i+1 ≥ ϕ−

i+1- #v UeXjV r2 b22 i?�i

/2i
(
gαβ + ϕ+

i+1,αβ

)

/2i
(
gαβ + ϕ−

i+1,αβ

) = ek(ϕ
+
i+1−ϕ

−
i+1)+F (x,ϕ+

i )−F (x,ϕ−
i )−k(ϕ+

i −ϕ−
i ).

lbBM; ϕ+
i ≥ ϕ−

i - QM2 +�M `2T2�i i?2 �#Qp2 �`;mK2Mi iQ b?Qr i?�i ϕ+
i ≥ ϕ−

i X $
h?2`27Q`2 #Qi? ϕ+

i �M/ ϕ−
i �`2 mMB7Q`KHv #QmM/2/X �;�BM- r2 r�Mi iQ }M/ � mMB7Q`K

2biBK�i2 Q7 ϕ+
i,αβ

X �b BM a2+iBQM k- Bi bm{+2b iQ 2biBK�i2 (ϕ+
i X

kd



G2i (+
i #2 i?2 G�TH�+B�M QT2`�iQ` �bbQ+B�i2/ rBi? i?2 K2i`B+ g+i X G2i C #2 �Mv TQbBiBp2

+QMbi�Mi bm+? i?�i C + BM7i $=&Rii&& > 1X h?2M #v b�K2 +QKTmi�iBQM �b BM UkX3V- r2 ?�p2

eCϕ
+
i (+

i (e
−Cϕ+

i (m+(ϕ+
i )) = k((ϕ+

i −(ϕ+
i−1) + gαβFαβ(x,ϕ

+
i−1)

+ gαβFtα(x,ϕ
+
i−1)ϕ

+
i−1,β

+ gαβFtβ(x,ϕ
+
i−1)ϕ

+
i−1,α

+ Ftt(x,ϕ
+
i−1)|∇ϕ+

i−1|2 + Ft(x,ϕ
+
i−1)(ϕ+

i−1

− Cm(m+(ϕ+
i )

+

(
C + BM7

i $=&
Rii&&

)
(m+(ϕ+

i )
∑ 1

1 + ϕ+
i,αα

.

aBM+2 bmT |ϕ+
i | ?�b #22M 2biBK�i2/- Bi 7QHHQrb 7`QK a+?�m/2`Ƕb 2biBK�i2 i?�i

bmT |∇ϕ+
i | #

(
bmT |(ϕ+

i |+ 1
)
.

�b BM UkXNV-
∑ 1

1 + ϕ+
i,αα

≥ (m+(ϕ+
i )

1/(m−1)e(−k(ϕ+
i −ϕ+

i−1)+F (x,ϕ+
i−1))/(m−1)

" (m+(ϕ+
i )

1/(m−1).

LQiBM; �;�BM i?�i bmT |ϕ+
i | ?�b #22M 2biBK�i2/- Bi 7QHHQrb 7`QK �#Qp2 BM2[m�HBiB2b i?�i

i?2`2 �`2 TQbBiBp2 +QMbi�Mib C1- C2- BM/2T2M/2Mi Q7 i- bm+? i?�i

eCϕ
+
i (+

i (e
−Cϕ+

i (m+(ϕ+
i ))

≥ C1(m+(ϕ+
i )

1+1/(m−1) − C2

(
(m+(ϕ+

i ) + (m+ bmT(ϕ+
i−1) + 1

)

�i i?2 TQBMi r?2`2 e−Cϕ+
i (m+(ϕ+

i ) �+?B2p2b Bib K�tBKmK- i?2 _>a Kmbi #2 MQM@TQbBiBp2
�M/ bQ

C1

(
m+ bmT(ϕ+

i

)1+1/(m−1) ≤ e
mC
m−1 bmTϕ+

i C2

(
(m+ bmT(ϕ+

i ) + (m+ bmT(ϕ+
i−1) + 1

)

h?2M r2 +�M }M/ � TQbBiBp2 +QMbi�Mi C3- BM/2T2M/2Mi Q7 i- bm+? i?�i
(
m+ bmT(ϕ+

i

)
≤ 1

2

(
m+ bmT(ϕ+

i−1

)
+ C3.

"v Bi2`�iBQM- i?Bb ;Bp2b

m+ bmT(ϕ+
i ≤ m+ bmT(ϕ+

0

2i
+ 2C3.

h?2`27Q`2 r2 ?�p2 7QmM/ 2biBK�i2b 7Q` ϕ+
i,αβ

X hQ }M/ mMB7Q`K 2biBK�i2 Q7 ϕ+
i,αβγ

- H2i

Si = g+α&i g+βpi g+γqi ϕ+
i,αβγ

ϕ+
i,&pq

.

k3



"v � +QKTmi�iBQM bBKBH�` iQ i?�i Q7 UjXRV- r2 ?�p2

(+
i (Si + C4(ϕ+

i ) ≥ C5Si − C6

√
Si

√
Si−1 − C7, UeX9V

r?2`2 C4 ∼ C7 �`2 TQbBiBp2 +QMbi�Mib BM/2T2M/2Mi Q7 iX

aBM+2 |(ϕ+
i | ?�b #22M 2biBK�i2/- Bi 7QHHQrb 7`QK i?2 K�tBKmK T`BM+BTH2 i?�i

bmTSi ≤
C6

C5

√
bmTSi

√
bmTSi−1 +

C7

C5
+ C4 bmT |(ϕ+

i |.

Ai b?QmH/ #2 MQi2/ i?�i BM UeX9V- r2 +�M +?QQb2 C5 iQ #2 �`#Bi`�`BHv H�`;2 B7 r2 �`2 �HHQr2/
iQ BM+`2�b2 C4 �M/ C7X AM T�`iB+mH�`- r2 K�v �bbmK2 i?�i 2C6 ≤ C5X "v �J@:J
BM2[m�HBiv-

C6

C5

√
bmTSi

√
bmTSi−1 ≤

3

4
bmTSi +

1

12
bmTSi−1.

h?2M r2 ;2i

bmTSi ≤
1

3
bmTSi−1 +

4C7

C5
+ 4C4 bmT |(ϕ+

i |.

"v Bi2`�iBQM- r2 +�M }M/ � mMB7Q`K 2biBK�i2 Q7 Si �M/ ?2M+2 � mMB7Q`K 2biBK�i2 Q7 ϕ+
i,αβγ

X

G2iiBM; i → ∞- r2 +�M i?2M Q#i�BM � bQHmiBQM Q7 UeXRVX h?2 a+?�m/2` 2biBK�i2
;m�`�Mi22b i?2 bQHmiBQM iQ #2 bKQQi?X

h?2Q`2K jX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/ rBi? E ?H2` K2i`B+ gX G2i F (x, t)

#2 � bKQQi? 7mM+iBQM /2}M2/ QM M × R rBi? Ft ≥ 0X amTTQb2 i?�i- 7Q` bQK2 bKQQi?
7mM+iBQM ψ /2}M2/ QM M -  

M

eF (x,ψ(x)) = 1.

h?2M i?2`2 2tBbib � bKQQi? 7mM+iBQM ϕ QM M bm+? i?�i

/2i(gij + ϕij) = eF (x,ϕ(x)) /2i(gij)

�M/ (gij +ϕij) dz
i⊗dzj /2}M2b � E ?H2` K2i`B+X 6m`i?2`KQ`2- �Mv Qi?2` bKQQi? 7mM+iBQM

b�iBb7vBM; i?2 b�K2 T`QT2`iv /Bz2`b 7`QK ϕ #v QMHv � +QMbi�MiX

*Q`QHH�`vX G2i M #2 � E ?H2` K�MB7QH/ rBi? �KTH2 +�MQMB+�H HBM2 #mM/H2X h?2M i?2`2
Bb � E ?H2`@1BMbi2BM K2i`B+ r?Qb2 _B++B i2MbQ` Bb i?2 M2;�iBp2 Q7 i?2 K2i`B+ i2MbQ`X 6m`@
i?2`KQ`2- � K2i`B+ Q7 i?Bb 7Q`K Bb mMB[m2 �M/ /2T2M/b QMHv QM i?2 +QKTH2t bi`m+im`2 Q7
M X

kN



"v ?vTQi?2bBb- − +1(M) Bb `2T`2b2Mi2/ #v bQK2 TQbBiBp2 (1, 1)@7Q`K
√
−1 gij dz

i ∧ dzjX
h�F2 i?Bb 7Q`K �b Qm` E ?H2` 7Q`KX aBM+2 i?2 +HQb2/ (1, 1)@7Q`K −∂∂ HQ; /2i(gij) �HbQ
`2T`2b2Mib +1(M)- r2 +�M }M/ � bKQQi? 7mM+iBQM f bm+? i?�i

∂∂ HQ; /2i(gij) =
√
−1gij dz

i ∧ dzj + ∂∂f.

LQr #v h?2Q`2K j- r2 +�M bQHp2 i?2 2[m�iBQM

/2i(gij + ϕij) = eϕ−f /2i(gij)

bQ i?�i (gij + ϕij) dz
i ⊗ dzj /2}M2b � E ?H2` K2i`B+X "v i?2b2 2[m�iBQMb r2 ?�p2

−∂∂ HQ; /2i(gij + ϕij) = −∂∂ϕ+ ∂∂f −
√
−1gij dz

i ∧ dzj − ∂∂f

= −
√
−1(gij + ϕij) dz

i ∧ dzj.

h?Bb Bb BM/22/ i?2 K2i`B+ r2 r�MiX
6Q` i?2 mMB[m2M2bbX amTTQb2 i?�i g̃ij Bb �MQi?2` bm+? K2i`B+X h?2M Bib E ?H2` 7Q`K

Kmbi `2T`2b2Mi − +1(M)X >2M+2 r2 +�M }M/ � bKQQi? 7mM+iBQM ψ /2}M2/ QM M bm+? i?�i
g̃ij = gij + ψijX hQ;2i?2` rBi? i?2 7�+i i?�i −R̃ = g̃- r2 ;2i

−∂∂ HQ; /2i(gij + ψij) = −
√
−1gij dz

i ∧ dzj − ∂∂ψ

= −∂∂ HQ; /2i(gij) + ∂∂f − ∂∂ψ,

r?B+? Bb 2[mBp�H2Mi iQ
∂∂ HQ;

(/2i(gij + ψij)

/2i(gij)
ef−ψ

)
= 0

h?2`27Q`2-
/2i(gij + ψij) = eψ+c−f /2i(gij)

7Q` bQK2 cX h?2 7mM+iBQM ψ + c i?2M b�iBb}2b i?2 2[m�iBQMX G2KK� R b?Qrb i?�i ϕ− ψ Bb
� +QMbi�MiX >2M+2-

(gij + ψij) dz
i ⊗ dzj = (gij + ϕij) dz

i ⊗ dzj.

jy



d .2;2M2`�i2 *QKTH2t JQM;2@�KTĕ`2 1[m�iBQM rBi?

:2M2`�H _B;?i@>�M/ aB/2

AM i?Bb b2+iBQM- r2 +QK#BM2 i?2 K�BM `2bmHib Q7 i?2 H�bi irQ b2+iBQMbX
G2i L #2 � HBM2 #mM/H2 Qp2` M X G2i s #2 � MQMi`BpB�H ?QHQKQ`T?B+ b2+iBQM Q7 LX amTTQb2

L Bb 2[mBTT2/ rBi? � >2`KBiB�M K2i`B+ bQ i?�i i?2 7mM+iBQM |s|2 Bb ;HQ#�HHv /2}M2/ QM M X
6Q` k ≥ 0- r2 +QMbB/2` i?2 2[m�iBQM

/2i
(
gij̃ + ϕij

)
= |s|2keF (x,ϕ) /2i(gij), UdXRV

r?2`2 F (x, t) Bb � bKQQi? 7mM+iBQM /2}M2/ QM M × R rBi? Ft ≥ 0X
�b BM a2+iBQM e- r2 �bbmK2 i?�i i?2`2 Bb � 7mM+iBQM ψ r?Qb2 T�`iB�H /2`Bp�iBp2b ψij �`2

mMB7Q`KHv #QmM/2/ QM M bQ i?�i  
M

|s|2keF (x,ψ) = 1.

q2 �TT`QtBK�i2 UdXRV #v

/2i(gij + ϕij) = Cε(|s|2 + ε)keF (x,ϕ) /2i(gij), UdXkV

r?2`2 ε > 0 Bb � bKQQi? +QMbi�Mi �M/

Cε =

( 
M

(|s|2 + ε)keF (x,ψε)

)−1

.

*QMbB/2` � b2[m2M+2 Q7 bKQQi? 7mM+iBQMb {ψε} bm+? i?�i ψε → ψ mMB7Q`KHv QM M �M/
i?�i bmT

∣∣ψε,ij
∣∣ Bb mMB7Q`KHv #QmM/2/ QM 2p2`v +QQ`/BM�i2 +?�`iX

"v h?2Q`2K j- r2 +�M }M/ bKQQi? bQHmiBQMb ϕε Q7 UdXkV bm+? i?�i (gij+ϕε,ij) dzi⊗dzj

/2}M2b � K2i`B+X �b BM i?2 T`QQ7 Q7 h?2Q`2K j- r2 ;2i �M 2biBK�i2 Q7 bmT |ϕε| BM i?2
7QHHQrBM; r�vX

G2i ϕ+
ε �M/ ϕ−

ε #2 irQ bKQQi? bQHmiBQMb Q7 i?2 2[m�iBQM

/2i(gij + ϕij) = Cε(|s|2 + ε)keF (x,ψε) /2i(gij) UdXjV

bm+? i?�i ϕ+
ε ≥ ψε ≥ ϕ−

ε X h?2M i?2 �`;mK2Mib Q7 h?2Q`2K j b?Qr i?�i ϕ+
ε ≥ ϕε ≥ ϕ−

ε X
PM i?2 Qi?2` ?�M/- 7Q` i?2 mMB[m2 bQHmiBQM Q7 UdXjV rBi?

´
M ϕ = 0- r2 +�M }M/ �M

2biBK�i2 Q7 bmT |ϕ| r?B+? Bb BM/2T2M/2Mi Q7 εX Uh?Bb Bb b22M BM i?2 T`QQ7 Q7 h?2Q`2K jX
LQi2 i?�i #QmM/2/M2bb Q7 (ψε Bb M22/2/XV AM T�`iB+mH�`-

bmT |ϕε| ≤ K�t{bmT |ϕ−
ε |, bmT |ϕ+

ε |} ≤ bmT |ϕ|+ bmT |ϕ− ψε| ≤ 2 bmT |ϕ|+ bmT |ψε|.

jR



Bb #QmM/2/ 7`QK �#Qp2 #v � +QMbi�Mi BM/2T2M/2Mi Q7 εX
G2i mb MQr T`Q+22/ iQ 2biBK�i2 (ϕε 7`QK �#Qp2X h?2M- �b BM U8X8V- r2 ?�p2

eCϕε(ε

(
e−Cϕε (m+(ϕε)

)
≥ gijFij + gijFitϕε,j + gijFtjϕε,i + gijFttϕε,iϕε,j −mFt

+ k( HQ;(|s|2 + ε)−m2 BM7
i $=&

Rii&& −mC (m+(ϕε)

+ C−1/(m−1)
ε

(
C + BM7

i $=&
Rii&&

)
(m+(ϕε)m/(m−1)

eF/(m−1)(|s|2 + ε)k/(m−1)
.

*?QQb2 C bQ i?�i C + BM7i $=&Rii&& ≥ 1
2C ≥ 1X h?2M MQiBM; U8X9V �M/ i?2 7�+i i?�i bmT |ϕε|

Bb #QmM/2/- r2 +�M }M/ TQbBiBp2 +QMbi�Mib C1 �M/ C2 BM/2T2M/2Mi Q7 ε bm+? i?�i

(ε

(
e−Cϕε (m+(ϕε)

)
≥ C1 (m+(ϕε)m/(m−1) − C2 ((m+(ϕε) + |∇ϕε|+ 1) . UdX9V

PM i?2 Qi?2` ?�M/- #v a+?�m/2`Ƕb 2biBK�i2 �M/ i?2 2biBK�i2 Q7 bmT |ϕε|- r2 ?�p2

bmT |∇ϕε| # (bmT |(ϕε|+ bmT |ϕε|) # (bmT (m+(ϕε) + 1) .

"v i?2 K�tBKmK T`BM+BTH2- r2 ;2i �M mTT2` 2biBK�i2 Q7 m + (ϕεX h?2`27Q`2- r2 ?�p2
mMB7Q`K 2biBK�i2b Q7

∣∣ϕε,ij
∣∣ QM 2p2`v +QQ`/BM�i2 +?�`i Q7 M X

lbBM; i?2 mMB7Q`K 2biBK�i2 Q7 ϕε,ij- r2 7QHHQr i?2 �`;mK2Mib Q7 a2+iBQM 8 iQ T`QpB/2
?B;?2` /2`Bp�iBp2 2biBK�i2b Q7 ϕε QM +QKT�+i bm#b2ib Q7 i?2 +QKTH2K2Mi Q7 i?2 /BpBbQ` Q7
sX G2iiBM; ε→ 0+- r2 ?�p2 i?2M T`Qp2/ i?2 7QHHQrBM; i?2Q`2KX

h?2Q`2K 9X G2i L #2 � ?QHQKQ`T?B+ HBM2 #mM/H2 Qp2` � +QKT�+i E ?H2` K�MB7QH/ M

r?Qb2 E ?H2` K2i`B+ Bb ;Bp2M #v gX G2i s #2 � ?QHQKQ`T?B+ b2+iBQM Q7 LX G2i F (x, t) #2 �
bKQQi? 7mM+iBQM /2}M2/ QM M × R bm+? i?�i Ft ≥ 0X amTTQb2- 7Q` bQK2 7mM+iBQM ψ rBi?
∣∣ψij

∣∣ #QmM/2/ QM 2p2`v +QQ`/BM�i2 +?�`i Q7 M - r2 ?�p2
ffl
M |s|2keF (x,ψ(x)) = 1X h?2M r2

+�M }M/ � bQHmiBQM ϕ Q7 i?2 2[m�iBQM

/2i
(
gij + ϕij

)
= |s|2keF (x,ϕ(x)) /2i(gij)

rBi? i?2 7QHHQrBM; T`QT2`iB2b,

UBV ϕ Bb bKQQi? QmibB/2 i?2 /BpBbQ` Q7 s- �M/

UBBV (ϕ Bb #QmM/2/ Qp2` M X

6m`i?2`KQ`2- �Mv bQHmiBQM b�iBb7vBM; i?2 �#Qp2 T`QT2`iB2b Kmbi #2 2[m�H iQ ϕ THmb �
+QMbi�MiX

jk



S`QQ7X q2 ?�p2 QMHv iQ T`Qp2 i?2 H�bi bi�i2K2MiX G2i ‹( #2 i?2 MQ`K�HBx2/ G�TH�+B�M Q7
i?2 K2i`B+

(
gij + ϕij

)
dzi⊗dzjX h?2M r2 +H�BK i?�i B7 f Bb � C1@7mM+iBQM QM M bm+? i?�i-

7Q` �HH i- j-
∣∣fij
∣∣ Bb #QmM/2/ QM 2p2`v +QQ`/BM�i2 +?�`i Q7 M - i?2M

ˆ
{x|f(x)>0}

‹((f 2)|s|2keF (x,ϕ(x)) = 0. UdX8V

�TT`QtBK�iBM; f #v � b2[m2M+2 Q7 bKQQi? 7mM+iBQMb- r2 K�v �bbmK2 i?�i f Bb bKQQi?X
6Q` �HH δ > 0 bm+? i?�i i?2 #QmM/�`v Q7 {x | f(x) ≥ δ} Bb � C1@K�MB7QH/ Ur?B+? Bb i`m2

7Q` δ /∈ E- r?2`2 E i?2 b2i Q7 +`BiB+�H p�Hm2b- r?Qb2 K2�bm`2 Bb x2`Q #v a�`/Ƕb i?2Q`2KV-
r2 FMQr i?�i #v aiQF2Ƕb i?2Q`2K-

ˆ
{x|f(x)≥δ}

(ε(f
2)(|s|2 + ε)keF (x,ϕε(x))

+�M #2 2tT`2bb2/ BM i2`Kb Q7 i?2 #QmM/�`v BMi2;`�H Q7 2f∂nf X >2`2 ∂n Bb i?2 MQ`K�H Q7
i?2 b2ib {x | f(x) = δ} i�F2M rBi? `2bT2+i iQ Qm` K2i`B+ (gij + ϕε,ij) dz

i ⊗ dzjX Ai Bb +H2�`
i?�i ˆ

{x|δ>f(x)>0}
(|s|2 + ε)keF (x,ϕε(x)) doQH → 0 �b δ → 0+

aQ r2 +�M }M/ � b2[m2M+2 δi → 0+ bm+? i?�i

δi · oQH({x | f(x) = δi})

i2M/b iQ x2`Q �b δi i2M/b iQ x2`QX Pi?2`rBb2- 7Q` bQK2 c > 0-
ˆ
[0,δ]\E

oQH({x | f(x) = η}) dη ≥
ˆ δ

0

c

η
dη = ∞,

� +QMi`�/B+iBQMX
*QK#BMBM; i?Bb rBi? i?2 #QmM/�`v BMi2;`�H- r2 +QM+Hm/2 i?�i

ˆ
{x|f(x)≥δi}

(ε(f
2)(|s|2 + ε)keF (x,ϕε(x)) → 0 �b i → ∞X

>2M+2 r2 ?�p2 ˆ
{x|f(x)>0}

(ε(f
2)(|s|2 + ε)keF (x,ϕε(x)) = 0.

G2iiBM; ε→ 0+ �b BM h?2Q`2K j- r2 b22 i?�i UdX8V 7QHHQrb 7`QK i?2 �#Qp2 7Q`KmH�X
amTTQb2 MQr i?�i ψ Bb �MQi?2` bQHmiBQM Q7 UdXRV rBi? �HH i?2 T`QT2`iB2b /2b+`B#2/ BM

i?2 i?2Q`2KX h?2M

/2i
(
gij + ϕij + (ψ − ϕ)ij

)

/2i
(
gij + ϕij

) = eF (x,ψ)−F (x,ϕ).

jj



*QMbB/2` i?2 b2i Ω = {x ∈ M | ψ(x)−ϕ(x) > 0}c B7 Bi Bb MQM2KTiv- i?2M i?2 �J@:J
BM2[m�HBiv b?Qrb i?�i i?2 BM2[m�HBiv

‹((ψ − ϕ) ≥ m · e(F (x,ψ(x))−F (x,ϕ(x)))/m −m ≥ 0 UdXeV

?QH/b QM ΩX ULQi2 i?�i Ft ≥ 0 Bb mb2/ ?2`2XV
�TTHvBM; UdX8V iQ f = ψ − ϕ- r2 ;2i

2

ˆ
Ω

(ψ − ϕ)‹((ψ − ϕ)|s|2keF (x,ϕ(x)) + 2

ˆ
Ω

∣∣∣‹∇(ψ − ϕ)
∣∣∣
2
|s|2keF (x,ϕ(x))

=

ˆ
Ω

‹((ψ − ϕ)2|s|2keF (x,ϕ(x)) = 0.

*QK#BMBM; UdXeV �M/ i?2 �#Qp2 2[m�HBiv- r2 b22 i?�i ‹∇(ψ−ϕ) = 0 QM Ω �M/ ψ−ϕ Bb
� +QMbi�Mi QM 2�+? +QKTQM2Mi Q7 Ω = {x | ψ(x)− ϕ(x) > 0}X aBM+2 ψ − ϕ Bb +QMiBMmQmb-
i?Bb Bb TQbbB#H2 QMHv B7 Ω Bb 2KTiv Q` Ω = M X AM i?2 }`bi +�b2- ψ(x) ≤ ϕ(x) 7Q` �HH x ∈ M X
AM i?2 b2+QM/ +�b2- ψ − ϕ Bb � +QMbi�MiX AMi2`+?�M;BM; ψ �M/ ϕ- r2 +QM+Hm/2 2�bBHv i?�i-
BM �Mv +�b2- ψ − ϕ Bb � +QMbi�MiX !

j9



3 *QKTH2t JQM;2@�KTĕ`2 1[m�iBQMb rBi? J2`QKQ`@

T?B+ _B;?i@>�M/ aB/2

G2i L1 �M/ L2 #2 irQ ?QHQKQ`T?B+ HBM2 #mM/H2b Qp2` � +QKT�+i E ?H2` K�MB7QH/ M X
G2i s1 �M/ s2 #2 irQ UMQM@i`BpB�HV ?QHQKQ`T?B+ b2+iBQMb Q7 L1 �M/ L2 i?�i �`2 2[mBTT2/
rBi? >2`KBiB�M K2i`B+b bQ i?�i r2 ?�p2 ;HQ#�HHv /2}M2/ 7mM+iBQMb |s1|2 �M/ |s2|2 QM M X
h?2M- 7Q` k1 ≥ 0 �M/ k2 ≥ 0- r2 b?�HH bim/v 2[m�iBQMb Q7 i?2 7Q`K

/2i(gij + ϕij) =
|s1|2k1
|s2|2k2

eF /2i(gij),

r?2`2 F Bb � bKQQi? 7mM+iBQM bm+? i?�i
 
M

|s1|2k1
|s2|2k2

eF = 1. U3XRV

�b #27Q`2 r2 �TT`QtBK�i2 i?2 S.1 #v i?2 2[m�iBQM

/2i(gij + ϕij) = Cε
(|s1|2 + ε)k1

(|s2|2 + ε)k2
eF /2i(gij)

r?2`2

Cε =

( 
M

(|s1|2 + ε)k1

(|s2|2 + ε)k2
eF
)−1

.

AM Q`/2` iQ T`Qp2 i?�i i?2 MQ`K�HBx2/ bQHmiBQMb ϕε Q7 i?2 �#Qp2 2[m�iBQM +QMp2`;2 QM i?2
+QKTH2K2Mi Q7 i?2 /BpBbQ`b Q7 s1 �M/ s2- r2 +QMbB/2` i?2 2tT`2bbBQM (|s2|2 + ε)pe−Cϕε(m+

(ϕε) rBi? p ≥ 0X

q2 +QKTmi2 i?2 G�TH�+B�M Q7 i?2 �#Qp2 2tT`2bbBQM �b 7QHHQrb,

eCϕε

(|s2|2 + ε)p
(ε

(
(|s2|2 + ε)pe−Cϕε(m+(ϕε)

)

=
eCϕε

(|s2|2 + ε)p
(ε((|s2|2 + ε)pe−Cϕε)(m+(ϕε) +(ε((ϕε)

+
2eCϕε

(|s2|2 + ε)p
〈
∇ε((|s2|2 + ε)pe−Cϕε),∇ε((ϕε)

〉

≥ eCϕε

(|s2|2 + ε)p
(ε((|s2|2 + ε)pe−Cϕε)(m+(ϕε) +(ε((ϕε)

− |∇ε(p HQ;(|s2|2 + ε)− Cϕε)|2(m+(ϕε)−
|∇ε((ϕε)|2

m+(ϕε

≥ (m+(ϕε)(p(ε HQ;(|s2|2 + ε)− C(εϕε)−
|∇ε((ϕε)|2

m+(ϕε
+(ε((ϕε).

j8



"v �TTHvBM; i?2 b�K2 `2�bQMBM; �b BM UkX8V- UkXeV �M/ UkXdV- r2 ?�p2
eCϕε

(|s2|2 + ε)p
(ε

(
(|s2|2 + ε)pe−Cϕε(m+(ϕε)

)

≥ (m+(ϕε)(p(ε HQ;(|s2|2 + ε)− C(εϕε) +(F

+ k1( HQ;(|s1|2 + ε)− k2( HQ;(|s2|2 + ε) + BM7
i $=&

Rii&&

(∑ 1 + ϕε,ii
1 + ϕε,&&

−m2

)
.

�b BM U8XdV- r2 ?�p2 � TQbBiBp2 +QMbi�Mi C1 r?B+? Bb BM/2T2M/2Mi Q7 ε bm+? i?�i

p(ε HQ;(|s2|2 + ε) ≥ −pC1

∑ 1

1 + ϕε,ii
.

LQi2 i?�i
(εϕε = m−

∑ 1

1 + ϕii

.

*QK#BMBM; i?2 �#Qp2 BM2[m�HBiB2b �M/ 2[m�iBQM �M/ +QKTmiBM; �b #27Q`2- r2 +�M }M/
TQbBiBp2 +QMbi�Mi C2 �M/ C3 r?B+? �`2 BM/2T2M/2Mi Q7 ε bm+? i?�i

eCϕε

(|s2|2 + ε)p
(ε

(
(|s2|2 + ε)pe−Cϕε (m+(ϕε)

)

≥
(
C − pC1 + BM7

i $=&
Rii&&

)
(m+(ϕε)

∑ 1

1 + ϕε,ii

− C2 −mC (m+(ϕε)− k2( HQ;(|s2|2 + ε)

≥ C3

(
C − pC1 + BM7

i $=&
Rii&&

)
(|s2|2 + ε)k2/(m−1)

(|s1|2 + ε)k1/(m−1)
(m+(ϕε)m/(m−1)

− C2 −mC (m+(ϕε)− k2( HQ;(|s2|2 + ε). U3XkV

*H2�`Hv- 7Q` �Mv }t2/ p- r2 +�M +?QQb2 C H�`;2 2MQm;? bQ i?�i

C3

(
C − pC1 + BM7

i $=&
Rii&&

)(
|s1|2 + ε

)−k1/(m−1) ≥ 1

qBi? i?Bb +?QB+2 Q7 C- r2 +QMbB/2` i?2 TQBMi r?2`2 (|s2|2 + ε)pe−Cϕε(m +(ϕε) �+?B2p2b
Bib K�tBKmKX �i i?Bb TQBMi-

(|s2|2 + ε)k2/(m−1)(m+(ϕε)m/(m−1) # K�t
{
C2,mC(m+(ϕε), k2( HQ;(|s2|2 + ε)

}
.

Ai 7QHHQrb 2�bBHv 7`QK i?2 �#Qp2 BM2[m�HBiv �M/

( HQ;(|s2|2 + ε) ≤ (|s2|2

|s2|2 + ε

i?�i

bmT
(
(|s2|2 + ε)pe−Cϕε(m+(ϕε)

)
# (Cm−1 + 1)K�t

¶
bmT

(
(|s2|2 + ε)p−k2/me−Cϕε

)
,

bmT
(
(|s2|2 + ε)p−k2e−Cϕε

)
,

bmT
(
(|s2|2 + ε)p−(m−1)/m−k2/me−Cϕε

)©
.

je



6`QK U3XRV- k2 < 1X >2M+2 i?2 i?B`/ i2`K BM i?2 _>a Q7 i?2 �#Qp2 BM2[m�HBiv rBHH #2
i?2 /QKBM�iBM; i2`KX A7 r2 +?QQb2 p = m−1+k2

m + Cq rBi? q ≥ 0- r2 b22 i?�i

bmT
(
(|s2|2 + ε)

m−1+k2
m +Cqe−Cϕε(m+(ϕε)

)
# (Cm−1 + 1)

(
bmT(|s2|2 + ε)qe−ϕε

)C
. U3XjV

q2 �`2 ;QBM; iQ 2biBK�i2 bmT |ϕε|X �b BM UkXRkV- r2 ?�p2 �M 2biBK�i2 Q7 bmTϕεX >2M+2
Bi `2K�BMb iQ 7QmM/ �M 2biBK�i2 Q7 BM7ϕX AMi2;`�iBM; U3XkV rBi? `2bT2+i iQ i?2 pQHmK2
7Q`K (|s1|2+ε)k1

(|s2|2+ε)k2−p eF−Cϕε doQH- r2 ?�p2

C3

(
C − pC1 + BM7

i $=&
Rii&&

)
eBM7F

ˆ
M

e−Cϕε
(|s1|2 + ε)

(m−2)k1
m−1

(|s2|2 + ε)
(m−2)k2

m−1 −p
(m+(ϕε)m/(m−1)

− k2

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
eF( HQ;(|s2|2 + ε)

≤ C2e
bmTF

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

+mCebmTF

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
(m+(ϕε). U3X9V

q2 +�M }M/ � TQbBiBp2 +QMbi�Mi C4 r?B+? Bb BM/2T2M/2Mi Q7 ε bm+? i?�i

( HQ;(|s2|2 + ε) ≥ |s|2

|s|2 + ε
( HQ; |s|2 ≥ −C4.

>2M+2-
ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
eF( HQ;(|s2|2 + ε)

≤
ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
eF (( HQ;(|s2|2 + ε) + C4)

#
ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
( HQ;(|s2|2 + ε) +

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
. U3X8V

"v �J@:J BM2[m�HBiv- r2 FMQr i?�i- 7Q` �Mv δ > 0-

m

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
(m+(ϕε)

≤ (m− 1)δ
m

m−1

ˆ
M

e−Cϕε
(|s1|2 + ε)

(m−2)k1
m−1

(|s2|2 + ε)
(m−2)k2

m−1 −p
(m+(ϕε)

m
m−1

+ δ−m

ˆ
M

e−Cϕε
(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p
. U3XeV

6Q` �Mv p ≥ 0- r2 +?QQb2 C H�`;2 2MQm;? bQ i?�i C − pC1 + BM7i $=&Rii&& ≥ 1
2C ≥ 1X

h?2M r2 +?QQb2 δ bQ i?�i
(
(m− 1)δ

m
m−1

)
CebmTF =

1

2
C3

(
C − pC1 + BM7

i $=&
Rii&&

)
eBM7F .

jd



am#biBimiBM; U3XeV BMiQ U3X9V �M/ F22TBM; U3X8V BM KBM/- r2 b22 i?�i r2 +�M }M/ TQbBiBp2
+QMbi�Mi C5 �M/ C6 r?B+? �`2 BM/2T2M/2Mi Q7 ε �M/ C 7Q` r?B+?

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
(m+(ϕε)−

C5

C

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
( HQ;(|s2|2 + ε)

# C6

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
+ C6

ˆ
M

e−Cϕε
(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p
. U3XdV

AM Q`/2` iQ K�F2 mb2 Q7 i?2 �#Qp2 BM2[m�HBiv iQ /2`Bp2 �M BMi2;`�H 2biBK�i2 e−Cϕε - r2
b?�HH �bbmK2 i?�i i?2 BMi2;`�H

´
M |s2|−2mk2 Bb }MBi2X *?QQb2 p = C5 + k2X

*H�BKX q2 ?�p2
ˆ
M

∣∣∣∣∣∇
(
e−Cϕε/2 (|s1|2 + ε)k1/2

(|s1|2 + ε)(k2−p)/2

)∣∣∣∣∣

2

# C

(ˆ
M

(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

) m
m−1

)m−1
m

. U3X3V

S`QQ7 Q7 *H�BKX AMi2;`�iBM; #v T�`ib BM U3XdV- r2 ?�p2

− k1

ˆ
M

e−Cϕε
(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇|s1|2,∇ϕε〉

− (p− k2)

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+1
〈∇|s2|2,∇ϕε〉

+ C

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
|∇ϕε|2 − C5

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+1
〈∇ϕε,∇|s2|2〉

+
k1C5

C

ˆ
M

e−Cϕε
(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉

+
(p− k2)C5

C

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+2

∣∣∇|s2|2
∣∣2

≤ C6

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
+ C6

ˆ
M

e−Cϕε
(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p
.

"v U8X9V- r2 ?�p2

C7

ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)p−k2
≥
ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)p−k2
( HQ;(|s1|2 + ε)

≥
ˆ
M

e−Cϕε

(
(p− k2)

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉

+ k1
(|s1|2 + ε)k1−2

(|s2|2 + ε)k2−p

∣∣∇|s1|2
∣∣2

−C
(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇ϕε,∇|s1|2〉

)
.

j3



>2M+2- mbBM; i?2 �#Qp2 BM2[m�HBiB2b �M/ i?2 �bbmKTiBQM i?�i p = C5 + k2- r2 ;2i
ˆ
M

∣∣∣∣∣∇
(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

)1/2
∣∣∣∣∣

2

=

ˆ
M

e−Cϕε

4

(
(k2 − p)2

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+2

∣∣∇|s2|2
∣∣2 + k2

1

(|s1|2 + ε)k1−2

(|s2|2 + ε)k2−p

∣∣∇|s1|2
∣∣2

+ C2 (|s1|2 + ε)k1

(|s2|2 + ε)k2−p
|∇ϕε|2 + 2k1(p− k2)

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉

−2C(p− k2)
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+1
〈∇ϕε,∇|s2|2〉 − 2k1C

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇ϕε,∇|s1|2〉

)

≤
ˆ
M

e−Cϕε

4

(
C2

5

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+2

∣∣∇|s2|2
∣∣2 + k2

1

(|s1|2 + ε)k1−2

(|s2|2 + ε)k2−p

∣∣∇|s1|2
∣∣2

+ C2 (|s1|2 + ε)k1

(|s2|2 + ε)k2−p
|∇ϕε|2 + 2k1C5

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉

+
2C(p− k2)

(p− k2 + C5)

[
k1

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇|s1|2,∇ϕε〉 − C

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
|∇ϕε|2

−k1C5

C

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉 −

C2
5

C

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p+2

∣∣∇|s2|2
∣∣2

+C6
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
+ C6

(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p

]
− 2k1C

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇ϕε,∇|s1|2〉

)

≤
ˆ
M

e−Cϕε

4

(
−k1C

(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p
〈∇ϕε,∇|s1|2〉+ k2

1

(|s1|2 + ε)k1−2

(|s2|2 + ε)k2−p

∣∣∇|s1|2
∣∣2

+k1(p− k2)
(|s1|2 + ε)k1−1

(|s2|2 + ε)k2−p+1
〈∇|s1|2,∇|s2|2〉

+CC6
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
+ CC6

(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p

)

≤
ˆ
M

e−Cϕε

4

(
(CC6 + k1C7 )

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
+ CC6

(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p

)

# C

(ˆ
M

(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

) m
m−1

)m−1
m

,

r?2`2 i?2 H�bi BM2[m�HBiv Bb /m2 iQ i?2 >ƺH/2` BM2[m�HBiB2b
ˆ
M

e−Cϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
≤
(ˆ

M

1

) 1
m

(ˆ
M

(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

) m
m−1

)m−1
m

,

ˆ
M

e−Cϕε
(|s1|2 + ε)2k1

(|s2|2 + ε)2k2−p
≤
(ˆ

M

(|s1|2 + ε)mk1

(|s2|2 + ε)mk2

) 1
m

(ˆ
M

(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

) m
m−1

)m−1
m

�M/ i?2 �bbmKTiBQM
´
M |s2|−2mk2 < ∞X !

aBM+2 r2 ?�p2 �M 2biBK�i2 Q7
´
M |ϕε|- r2 +�M mb2 i?2 K2i?Q/ Q7 a2+iBQM 8 iQ }M/ �M

2biBK�i2 Q7 ˆ
M

(
e−Cϕε

(|s1|2 + ε)k1

(|s2|2 + ε)k2−p

) m
m−1

jN



r?B+? Bb BM/2T2M/2Mi Q7 εX
6`QK i?2 �#Qp2 BM2[m�HBiv- r2 +QM+Hm/2 i?�i r?2M p = C5 + k2 �M/ N Bb � H�`;2

+QMbi�Mi- r2 +�M }M/ � TQbBiBp2 +QMbi�Mi C8 BM/2T2M/2Mi Q7 ε bm+? i?�i
ˆ
M

e−Nϕε(|s1|2 + ε)k1(|s2|2 + ε)C5 =

ˆ
M

e−Nϕε
(|s1|2 + ε)k1

(|s2|2 + ε)k2−p
≤ C8. U3XNV

6`QK U3XjV �M/ i?2 2biBK�i2 Q7 bmTϕε- r2 /2`Bp2 i?�i- 7Q` �Mv q ≥ 0-

bmT
(
(|s2|2 + ε)

m−1+k2
m +Cq(m+(ϕε)

)
# (Cm−1+1)eC bmTϕε(bmT e−ϕε(|s2|2+ε)q)C , U3XRyV

r?2`2 C Bb �Mv TQbBiBp2 +QMbi�Mi bQ i?�i

C3

(
C −

(
m−1+k2

m + Cq
)
C1 + BM7

i $=&
Rii&&

)
≥ bmT(|s1|2 + ε)

k1
m−1 .

lbBM; U3XNV �M/ U3XRyV r2 b?�HH b?Qr i?�i- 7Q` �Mv q > 0- e−ϕε(|s2|2+ ε)q ?�b �M mTT2`
#QmM/ r?B+? Bb BM/2T2M/2Mi Q7 εX LQi2 i?�i r2 K�v �bbmK2 q Bb bK�HH 2MQm;?X

amTTQb2 MQi- r2 +QmH/ }M/ εi → 0+ �M/ xi → x0 BM M bm+? i?�i

e−ϕεi (xi)(|s2|2(xi) + εi)
q = bmT

(
e−ϕεi (|s2|2 + εi)

q
)
→ ∞.

amTTQb2 i?2 b2[m2M+2 {ε−1
i |s2|2(xi)} Bb #QmM/2/X h?2M εqi e−ϕεi (xi) → ∞X PM i?2 Qi?2`

?�M/- mbBM; U3XRyV �M/ i?2 L1@2biBK�i2 Q7 ϕε- r2 +�M �TTHv i?2 a+?�m/2` 2biBK�i2 iQ ;2i

bmT |∇ϕεi | # (Cm−1 + 1)
(bmT e−ϕεi (|s2|2 + εi)q)

C

ε
m−1+k2

m +Cq
i

+ 1.

Ai 7QHHQrb 7`QK i?2 �#Qp2 2biBK�i2- |∇|s2|2| # |s2| �M/ �J@:J BM2[m�HBiv i?�i

bmT
∣∣∇
(
HQ;(|s2|2 + εi)

q − ϕεi
)∣∣ # |∇|s2|2|

|s2|2 + ε
+ (Cm−1 + 1)

(bmT e−ϕεi (|s2|2 + εi)q)
C

ε
m−1+k2

m +Cq
i

+ 1

# (Cm−1 + 1)
(bmT e−ϕεi (|s2|2 + εi)q)

C

ε
m−1+k2

m +Cq
i

+ ε−1/2
i .

*H2�`Hv r2 K�v �bbmK2 i?�i bmT (HQ;(|s2|2+ εi)q −ϕεi) ≥ 0X h?2M T`Q+22/BM; ;2Q/2bB+
#�HH i`B+F �b BM a2+iBQM k- r2 +�M MQr +QM+Hm/2 i?�i

C8 ≥
ˆ
M

e−Nϕεi (|s1|2 + εi)
k1(|s2|2 + εi)

C5 ≥
ˆ
M

eN(HQ;(εi(|s2|2+εi))q−ϕεi )εk1+C5
i (εi(|s2|2 + εi))

−qN

"
(
ε

m−1+k2
m +Cq

i

bmT(HQ;(|s2|2 + εi)q − ϕεi)

(bmT e−ϕεi (|s2|2 + εi)q)C + 1

)2m

· εk1+C5−qN
i ·

(
εqi bmT e−ϕεi (|s2|2 + εi)

q
)N/2

.

h�FBM; N > 4mC- i?2 �#Qp2 BM2[m�HBiv b?Qrb i?�i bmT e−ϕεi (|s2|2 + εi)q Bb #QmM/2/X

9y



aQ r2 K�v �bbmK2 i?�i ε−1
i |s2|2(xi) → ∞X 6Q` 2�+? xi- H2i Bi = B(xi, δi) #2 � ;2Q/2bB+

#�HH �`QmM/ xi bm+? i?�i- 7Q` 2�+? x ∈ Bi-

3

2
|s2|2(xi) ≥ |s2|2(x) ≥

1

2
|s2|2(xi). U3XRRV

G2i C9 ≥ bmT |∇|s2|2| bm{+B2MiHv H�`;2 2MQm;?X h?2M r2 K�v �bbmK2

δi =
1

2C9
|s2|2(xi),

�M/ Bb bK�HH2` i?�M i?2 BMD2+iBpBiv `�/Bmb Q7 M X Ai Bb 2�bv iQ /2`Bp2 7`QK U3XRyV i?�i- Qp2`
i?2 #�HH Bi-

0 < m+(ϕεi #
(bmT e−ϕεi (|s2|2 + εi)q)C
(
1
2 |s2|2(xi)

)(m−1+k2)/m+Cq
.

"v �TTHvBM; i?2 a+?�m/2` 2biBK�i2 QM i?2 #�HHb Bi �M/ B′
i = B(xi,

δi
2 )- r2 ;2i

bmT
x∈B′

i

|∇ϕεi |(x) #
(bmT e−ϕεi (|s2|2 + εi)q)C

(|s2|2(xi))
(m−1+k2)/m+Cq

+

´
Bi

|ϕεi |
δ2m+1
i

# (bmT e−ϕεi (|s2|2 + εi)q)C

(|s2|2(xi))
(m−1+k2)/m+Cq

+

´
Bi

|ϕεi |
(|s2|2(xi))2m+1

.

aBM+2 r2 ?�p2 �M 2biBK�i2 Q7
´
M |ϕεi |- Bi 7QHHQrb 7`QK i?2 �#Qp2 BM2[m�HBiv i?�i

bmT
x∈B′

i

|∇(HQ;(|s2|2 + εi)
q − ϕεi)| #

(bmT e−ϕεi (|s2|2 + εi)q)C

(|s2|2(xi))
(m−1+k2)/m+Cq

+
1

(|s2|2(xi))2m+1
. U3XRkV

aBM+2 s1 Bb ?QHQKQ`T?B+- QM2 +�M }M/ TQbBiBp2 +QMbi�Mi a bm+? i?�i- 7Q` �Mv bK�HH r > 0

�M/ x ∈ M - ˆ
B(x,r)

|s1|2k1 " ra.

�b #27Q`2- r2 K�v �bbmK2 i?�i bmT(q HQ;(|s2|2 + εi)− ϕεi) ≥ 0X h?2M T`Q+22/BM; i?2
;2Q/2bB+ #�HH i`B+F �b �#Qp2- r2 +�M MQr +QM+Hm/2 7`QK U3XRRV- U3XRkV- i?2 �#Qp2 BM2[m�HBiv
�M/ ε−1|s2|2(xi) → ∞ i?�i

C8 ≥
ˆ
M

e−Nϕεi (|s1|2 + εi)
k1(|s2|2 + εi)

C5 "
ˆ
B′

eN(HQ;(|s2|2+ε)q−ϕεi )|s1|2k1(|s2|2(xi))
C5−qN

"




(
(bmT e−ϕεi (|s2|2 + εi)q)C

(|s2|2(xi))
m−1+k2

m +Cq
+

1

(|s2|2(xi))2m+1

)−1

· bmT(HQ;(|s2|2 + ε)q − ϕεi)




a

· (|s2|2(xi))
C5−qN

(
bmT e−ϕεi (|s2|2 + εi)

q
)N/2

h�F2 N H�`;2 2MQm;?- r2 b22 i?�i i?2 [m�MiBiv bmT e−Cϕεi (|s2|2+ εi)q +�M #2 2biBK�i2/ #v
� +QMbi�Mi BM/2T2M/2Mi Q7 iX
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AM +QM+HmbBQM r2 ?�p2 T`Qp2/ i?�i- 7Q` �Mv q > 0- HQ;(|s2|2 + ε)q −ϕε Bb #QmM/2/ 7`QK
�#Qp2 #v � +QMbi�Mi BM/2T2M/2Mi Q7 εX AM T�`iB+mH�`- −ϕε Bb mMB7Q`KHv #QmM/2/ Qp2` �Mv
+QKT�+i bm#b2i K Q7 i?2 +QKTH2K2Mi Q7 i?2 /BpBbQ` Q7 s2X 6`QK U3XRyV �M/ i?2 2biBK�i2
Q7 bmTϕε- r2 b22 i?�i #Qi? |ϕε| �M/ |(ϕε| �`2 mMB7Q`KHv #QmM/2/ Qp2` KX h?2 �`;mK2Mib
Q7 a2+iBQM 8 MQr b?Qr i?�i QM2 +�M }M/ mMB7Q`K 2biBK�i2b Q7 {ϕε;ijk} Qp2` KX

h?2Q`2K 8X G2i L1 �M/ L2 #2 irQ ?QHQKQ`T?B+ HBM2 #mM/H2b Qp2` � +QKT�+i E ?H2`
K�MB7QH/ M r?Qb2 E ?H2` K2i`B+ Bb ;Bp2M #v gX G2i s1 �M/ s2 #2 irQ ?QHQKQ`T?B+ b2+iBQMb
Q7 L1 �M/ L2- `2bT2+iBp2Hv- �M/ H2i F #2 � bKQQi? 7mM+iBQM /2}M2/ QM M bm+? i?�i

 
M

|s1|2k1
|s2|2k2

eF = 1 �M/
ˆ
M

|s2|2mk2 < ∞.

r?2`2 k1 �M/ k2 �`2 irQ MQM@M2;�iBp2 BMi2;2`bX h?2M r2 +�M bQHp2 i?2 2[m�iBQM

/2i(gij + ϕij) =
|s1|2k1
|s2|2k2

eF /2i(gij)

bQ i?�i

UBV ϕ Bb bKQQi? QmibB/2 i?2 /BpBbQ`b Q7 s1 �M/ s2 rBi? bmTϕ < ∞-

UBBV (ϕij) Bb � #QmM/2/ K�i`Bt QmibB/2 i?2 /BpBbQ` Q7 s2 �M/- 7Q` �Mv q > 0-

|s2|2(m−1+k2)/m+q(ϕ

Bb #QmM/2/ QM M -

UBBBV 7Q` �Mv q > 0- i?2 7mM+iBQM ϕ− q HQ; |s2|2 Bb #QmM/2/ 7`QK #2HQr-

UBpV i?2 K�i`Bt (gij + ϕij) Bb TQbBiBp2 /2}MBi2 QmibB/2 i?2 +QKTH2K2Mi Q7 i?2 /BpBbQ`b Q7
s1 �M/ s2X

6m`i?2`KQ`2- B7 r2 �bbmK2 i?�i
ˆ
M

1

|s2|2(m−1+k2)/m+q
< ∞

7Q` bQK2 q > 0- i?2 �Mv irQ bQHmiBQMb Q7 i?2 2[m�iBQM r?B+? ?�b i?2 �#Qp2 T`QT2`@
iB2b UBV- UBBV �M/ UBpV Kmbi /Bz2` 7`QK 2�+? Qi?2` #v � +QMbi�MiX A7 r2 �HbQ FMQr i?�i
(|s2|2(m−1+k2)/m+q)−1 Bb BMi2;`�#H2 Qp2` 2p2`v �M�HviB+ /Bb+ Q7 M - i?2M i?2 mMB[m2 bQHmiBQM
ϕ Bb #QmM/2/ 7`QK #2HQr QM M X
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S`QQ7X q2 ?�p2 QMHv iQ T`Qp2 i?2 H�bi T�`iX amTTQb2 ψ Bb �MQi?2` bQHmiBQM Q7 i?2 2[m�iBQM
rBi? UBV- UBBV �M/ UBpVX h?2M i?2 �J@:J BM2[m�HBiv b?Qrb i?�i

(ε(ψ − ϕε) ≥ m

(
C−1
ε · |s1|

2k1

|s2|2k2
· (|s2|

2 + ε)k2

(|s1|2 + ε)k1

)1/m

−m. U3XRjV

G2i k #2 �Mv +QMbi�MiX q2 +H�BK i?�i- Qp2` Ωε,k = {x ∈ M | (ψ − ϕε)(x) ≥ k}-
ˆ
Ωε,k

(ψ − ϕε − k)(ε(ψ − ϕε) ≤ 0. U3XR9V

AM 7�+i- 7Q` δ > 0- Ωε,k,δ = {x ∈ M | (ψ − ϕε)(x) ≥ k − δ HQ; |s2|2} Bb /BbDQBMi 7`QK i?2
/BpBbQ` Q7 s2 #v T`QT2`iv UBVX >2M+2 #Qi? (ψij) �M/ (ϕε;ij) �`2 #QmM/2/ QM Ωε,k,δ �M/ r2
+�M BMi2;`�i2 #v T�`ib QM Ωε,k,δ iQ }M/

ˆ
Ωε,k,δ

(ψ − ϕε − k + δ HQ; |s2|2)(ε(ψ − ϕε − k + δ HQ; |s2|2)

= −
ˆ
Ωε,k,δ

|∇ε(ψ − ϕε − k + δ HQ; |s2|2)|2. U3XR8V

lbBM; T`QT2`iv UBBV �M/ i?2 �bbmKTiBQM
´
M

1
|s2|2(m−1+k2)/m+q < ∞- r2 +�M }M/ � +QMbi�Mi

C(ε) BM/2T2M/2Mi Q7 δ bm+? i?�i
ˆ
Ωε,k,δ

HQ; |s2|2|(ε(ψ − ϕε)| #
ˆ
Ωε,k,δ

HQ; |s2|2|(ψ|+
ˆ
Ωε,k,δ

HQ; |s2|2|(ϕε|

≤
(ˆ

Ωε,k,δ

|s2|2(m−1+k2)/m+q(HQ; |s2|2|(ψ|)2
)1/2

·
(ˆ

Ωε,k,δ

1

|s2|2(m−1+k2)/m+q

)1/2

+

ˆ
Ωε,k,δ

HQ; |s2|2|(ϕε|

≤ C(ε). U3XReV

Ai 7QHHQrb 2�bBHv 7`QK U3XR8V- U3XReV �M/ i?2 #QmM/2/M2bb Q7 |(ε HQ; |s2|2| i?�i

HBK
δ→0+

ˆ
Ωε,k,δ

(ψ − ϕε − k)(ε(ψ − ϕε) ≤ 0.

lbBM; i?2 /2}MBiBQM Q7 Ωε,k,δ- r2 b22 i?�i- Qp2` Ωε,k,δ- (ψ−ϕε−k) Bb #QmM/2/ #v � +QMbi�Mi
BM/2T2M/2Mi Q7 δ r?2M δ Bb bK�HHX h?2 7mM+iBQM (ψ−ϕε−k)(ε(ψ−ϕε) Bb i?2`27Q`2 mMB7Q`KHv
BMi2;`�#H2 �M/ r2 +�M �TTHv G2#2b;m2Ƕb /QKBM�i2/ +QMp2`;2M+2 i?2Q`2K iQ T`Qp2 U3XR9VX

�TTHvBM; U3XRjV �M/ U3XR9V- r2 +�M MQr T`Qp2 i?2 7QHHQrBM; BM2[m�HBiv,
ˆ
Ωε,k

(ψ − ϕε − k)

(
m−m

(
C−1
ε · |s1|

2k1

|s2|2k2
· (|s2|

2 + ε)k2

(|s1|2 + ε)k1

)1/m
)

≥ 0. U3XRdV
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q?2M ε → 0+- i?2 BMi2;`�H QM i?2 G>a i2M/b iQ x2`QX G2i K #2 � +QKT�+i bm#b2i Q7
i?2 +QKTH2K2Mi Q7 i?2 /BpBbQ` Q7 s2X "v U3XRjV �M/ i?2 �#Qp2 BM2[m�HBiv- r2 ?�p2

HBK
ε→0+

ˆ
K∩Ωε,k

(ψ − ϕε − k)

(
m−m

(
C−1
ε · |s1|

2k1

|s2|2k2
· (|s2|

2 + ε)k2

(|s1|2 + ε)k1

)1/m

+(ε(ψ − ϕε)

)
= 0.

G2i Ωk = {x ∈ M | (ψ − ϕ)(x) ≥ k}X h?2M i?2 �#Qp2 2[m�iBQM ;Bp2b
ˆ
K∩Ωk

(ψ − ϕ− k)‹((ψ − ϕ) = 0.

�b BM U3XRjV- r2 FMQr i?�i ‹((ψ− ϕ) ≥ 0 �M/ ?2M+2- ‹((ψ− ϕ) = 0 QM ΩkX h?2 �J@:J
BM2[m�HBiv MQr #2+QK2b 2[m�HBiv- bQ ψij = ϕij QM K ∩ ΩkX aBM+2 k �M/ K �`2 �`#Bi`�`v-
ψij = ϕij QM i?2 +QKTH2K2Mi Q7 i?2 /BpBbQ` Q7 s2X G2iiBM; }`bi δ → 0+ �M/ i?2M ε → 0+

BM U3XR8VX q2 ;2i
ˆ
K∩Ωk

|‹∇(ψ − ϕ)|2 ≤ − HBK
ε→0+

ˆ
Ωε,k

(ψ − ϕε − k)(ε(ψ − ϕε),

r?B+? Bb 2[m�H iQ x2`Q #v U3XRdVX >2M+2- ψ − ϕ Bb +QMbi�MiX
Ai `2K�BMb iQ T`Qp2 i?�i − BM7ϕ < ∞X 6`QK U3XjV �M/ i?2 2biBK�i2 Q7 e−ϕε(|s2|2 + ε)q

7Q` �Mv q > 0- r2 FMQr i?�i- 7Q` �Mv q > 0-

bmT
(
(m+(ϕε)(|s2|2 + ε)

m−1+k2
m + q

2

)
# 1 U3XR3V

G2i x #2 �Mv TQBMi QM i?2 /BpBbQ` Q7 s2X G2i Dx #2 �M �M�HviB+ /Bb+ T�bbBM; i?`Qm;? x

bm+? i?�i s2 Bb MQi x2`Q QM ∂DxX h?2M |ϕε| Bb mMB7Q`KHv #QmM/2/ QM ∂Dx r?2M ε → 0+X
Ai 7QHHQrb 7`QK U3XR3V i?�i r?2M r2 `2bi`B+i ϕε iQ Dx- i?2 �#bQHmi2 p�Hm2 Q7 Bib G�TH�+B�M
Bb 2biBK�i2/ #v (|s2|2 + ε)−(

m−1+k2
m + q

2 ) Qp2` DxX *�m+?v BMi2;`�H 7Q`KmH� ;Bp2b

2π
√
−1∂ϕε(p) =

ˆ
∂Dx

∂ϕε(z)

z − p
dz +

ˆ
Dx

(ϕ
z − p

AMi2;`�i2 Qp2` i?2 +m`p2 γ(t) = tp+ (1− t)p- r?2`2 p = p
|p| - r2 ;2i

|ϕε(p)| # |ϕε(p)|+
ˆ
∂Dx

|∂ϕ(z)| · |HQ;(z − p)− HQ;(z − p)| dz

+

ˆ
Dx

1

|s|2(
m−1+k2

m )+q
· |HQ;(z − p)− HQ;(z − p)|

lbBM; >ƺH/2` BM2[m�HBiv �M/ i�FBM; � bK�HH2` q- r2 Q#i�BM �M 2biBK�i2 Q7 |ϕε| QM DxX aBM+2
x Bb �`#Bi`�`v- r2 +�M +QM+Hm/2 i?2 #QmM/2/M2bb Q7 ϕX !
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N h?2 :2M2`�H *�b2

G2i t1- t2- . . .- tn1+n2 #2 MQM@x2`Q MQM@M2;�iBp2 7mM+iBQMb /2}M2/ QM M bm+? i?�i
ti =

∑&
j=1 |sj|

2kj - r?2`2 kj ≥ 0 7Q` 2�+? j �M/ s1- s2- . . .- s& �`2 ?QHQKQ`T?B+ b2+iBQMb Q7
bQK2 ?QHQKQ`T?B+ HBM2 #mM/H2X

h?2M r2 +QMbB/2`

/2i(gij + ϕij) =
t1 · · · tn1

tn1+1 · · · tn1+n2

eF (x,ϕ) /2i(gij), UNXRV

r?2`2 F (x, t) Bb � bKQQi? 7mM+iBQM /2}M2/ QM M × R rBi? Ft ≥ 0X

h?2M r2 �bbmK2 tiǶb b�iBb7vBM; i?2 7QHHQrBM; T`QT2`iB2b,

Ç i?2`2 2tBbib � bKQQi? 7mM+iBQM ψ /2}M2/ QM M bm+? i?�i
 
M

t1 · · · tn1

tn1+1 · · · tn1+n2

eF (x,ψ) = 1.

Ç (tn1+1 · · · tn1+n2)
−m Bb BMi2;`�#H2 Qp2` M X

Ç 7Q` bQK2 q > 0-
|( HQ;(tn1+1 · · · tn1+n2)|

(m−1)/m

(tn1+1 · · · tn1+n2)
q/m

Bb BMi2;`�#H2 Qp2` M �M/ Qp2` 2p2`v �M�HviB+ /BbF Q7 M X

�b #27Q`2- r2 ?�p2

h?2Q`2K eX G2i M #2 � +QKT�+i E ?H2` K�MB7QH/X amTTQb2 i?�i- BM 2[m�iBQM UNXRV- i?2
ti �`2 7mM+iBQMb b�iBb7vBM; i?2 �#Qp2 K2MiBQM2/ T`QT2`iB2bX h?2M r2 +�M }M/ � bQHmiBQM ϕ
Q7 UNXRV bm+? i?�i

UBV ϕ Bb bKQQi? QmibB/2 i?2 /BpBbQ`b Q7 i?2 tiǶb �M/ bmT |ϕ| < ∞-

UBBV bmT (tn1+1 · · · tn1+n2)
q+1/m ((ϕ)

(|( HQ; tn1+1 · · · tn1+n2 |+ 1)(m−1)/m
< ∞- �M/

UBBBV
(
gij + ϕij

)
dzi ⊗ dzj /2}M2b � E ?H2` K2i`B+ QmibB/2 i?2 /BpBbQ`b Q7 i?2 tiǶbX

6m`i?2`KQ`2- �Mv bQHmiBQM Q7 UNXRV b�iBb7vBM; i?2 �#Qp2 i?`22 T`QT2`iB2b /Bz2`b 7`QK ϕ

#v � +QMbi�MiX

98



*Q`QHH�`v RX G2i M #2 � +QKT�+i E ?H2` p�`B2iv rBi? HQ; i2`KBM�H bBM;mH�`Biv bm+?
i?�i i?2 +�MQMB+�H HBM2 #mM/H2 Bb �KTH2X h?2M i?2`2 Bb � E ?H2`@1BMbi2BM K2i`B+ r?Qb2
_B++B i2MbQ` Bb i?2 M2;�iBp2 Q7 i?2 K2i`B+ i2MbQ` QM i?2 bKQQi? T�`i Q7 M X

h�F2 � `2bQHmiBQM Q7 bBM;mH�`BiB2b π : M̃ → M bQ i?�i

KM̃ = π∗KM +
∑

E∈E

aEE

�M/ aE > −1 7Q` �HH E ∈ E X q2 FMQr i?�i i?2`2 2tBbib cE ∈ Q+ bm+? i?�i

L = π∗KM −
∑

E∈E

cEE

Bb �KTH2X h?2M
KM̃ = L+

∑

E∈E

(aE + cE)E

;Bp2b
− +1(M̃) = +1(L) +

∑
(aE + cE) +1(E)

aBM+2 +1(L) Bb `2T`2b2Mi2/ #v bQK2 TQbBiBp2 (1, 1)@7Q`K
√
−1gij dz

i ∧ dzjX h�F2 i?Bb
7Q`K �b Qm` E ?H2` 7Q`K QM M̃ X h?2M − +1(M̃) Bb `2T`2b2Mi2/ #v

√
−1hij dz

i ∧ dzj −
∑

(aE + cE)∂∂ HQ; |sE|2.

aBM+2 i?2 +HQb2/ (1, 1)@7Q`K −∂∂ HQ; /2i(gij) �HbQ `2T`2b2Mib +1(M̃)- r2 +�M }M/ �
bKQQi? 7mM+iBQM f bm+? i?�i

∂∂ HQ; /2i(gij) =
√
−1gij dz

i ∧ dzj −
∑

(aE + cE)∂∂ HQ; |sE|2 + ∂∂f.

LQr #v h?2Q`2K e- r2 +�M bQHp2 i?2 2[m�iBQM UbBM+2 aE + cE > −1V

/2i(gij + ϕij) =
∏

E

|sE|2(aE+cE) · eϕ−f /2i(gij)

bQ i?�i (gij + ϕij) dz
i ⊗ dzj /2}M2b � E ?H2` K2i`B+ QmibB/2

⋃
E∈E EX "v i?2b2 2[m�iBQMb

r2 ?�p2

−∂∂ HQ; /2i(gij + ϕij) = −∂∂ϕ−
√
−1gij dz

i ∧ dzj

= −
√
−1(gij + ϕij) dz

i ∧ dzj

QM i?2 M̃ X aBM+2 i?2 bKQQi? T�`i Q7 M Bb BbQKQ`T?B+ iQ bQK2 QT2M bm#b2i Q7 M̃ - r2 ;2i
i?2 K2i`B+ r2 r�MiX
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Abstract. This survey is mainly based on S. Brendle, Ricci flow with surgery on manifolds

with positive isotropic curvature [6].

He established a fabulous generalization of Hamilton-Ivey pinched estimate for dimension

� 12 case, but we will focus on his work of Ricci flow with surgery. First, we try to explain

how he extended G. Perelman’s Canonical Neighborhood property to dimension � 12 case,

which is the key step for surgery. Then we demonstrate his definition of Ricci flow with

surgery.
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Definition. (Isotropic curvature conditions)

(i) We denote by strictly PIC the set of all algebraic curvature tensors that have positive

isotropic curvature in the sense that R(', '̄) > 0 for all complex two-forms of the form

' = (e1 + ie2) ^ (e3 + ie4), where {e1, e2, e3, e4} is an orthonormal four-frame.

Note that R(', '̄) > 0 if and only if R1313 +R1414 +R2323 +R2424 � 2R1234 > 0.

Moreover, by summing all the indices, PIC implies positive scalar curvature.

(ii) We denote by uniformly PIC the set of all algebraic curvature tensors that have uni-

formly positive isotropic curvature in the sense that there exists a constant ✓ > 0 such

that R(', '̄) � 4✓S > 0 for all complex two-forms of the form ' = (e1+ ie2)^(e3+ ie4),

where {e1, e2, e3, e4} is an orthonormal four-frame.

(iii) We denote by (weakly) PIC the set of all algebraic curvature tensors that have non-

negative isotropic curvature in the sense that R(', '̄) � 0 for all complex two-forms of

the form ' = (e1 + ie2)^ (e3 + ie4), where {e1, e2, e3, e4} is an orthonormal four-frame.

(iv) We denote by (weakly) PIC1 the set of all algebraic curvature tensors satisfyingR(', '̄) �
0 for all complex two-forms of the form ' = (e1+ ie2)^ (e3+ i�e4), where {e1, e2, e3, e4}
is an orthonormal four-frame and � 2 [0, 1].

(v) We denote by (weakly) PIC2 the set of all algebraic curvature tensors satisfyingR(', '̄) �
0 for all complex two-forms of the form ' = (e1+iµe2)^(e3+i�e4), where {e1, e2, e3, e4}
is an orthonormal four-frame and �, µ 2 [0, 1].

Note that PIC2 ⇢ PIC1 ⇢ PIC.

Definition ("-close). If U ✓ M is an open subset and g, g0 are two Riemannian metrics on

U , we say g is "-close to g0 on U if

kg � g0kd"�1e,U,g < ✏.

Here the norm is, for a tensor T

kTk2N,U,g := sup
x2U

NX

k=0

|rk
gT (x)|2g,

where the pointwise norm is the Euclidean one.

Before giving the next definition, we need some notations.

• B(x, t, r) denotes the open metric ball of radius r, which respect to the metric g(t)

at time t, center at x.

• P (x, t, r,�t) denotes a parabolic neighborhood, that is the set {(x0
, t

0) : x0 2 B(x, t0, r), t0 2
[t, t+�t] or t0 2 [t+�t, t] depend on the sign of �t}

Definition (neck). There are two kinds of necks.
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(1) A ball B(x, t, "�1
r) is called an "-neck if, after rescaling with the factor r

�2, it is

"-close to the standard neck Sn�1 ⇥ I, with product metric, where Sn�1 has constant

curvature 1, and I is an interval with length 2"�1.

(2) A parabolic neighborhood P (x, t, "�1
r, r

2) is called a strong (or a evolving) "-neck if,

after rescaling r
�2, it is "-close to the evolving "-neck, which at each time t0 2 [�1, 0]

has length 2"�1 and scalar curvature (1� t
0)�1.

Definition (cap). Let us fix a small number "0 = "0(n) and let 0 < " <
"0
4 . We say that a

compact domain ⌦ ✓ (M, g) is an "-cap if the following holds:

• The domain ⌦ is di↵eomorphic to unit ball Bn, and the boundary @⌦ is a cross-

sectional sphere of an "-neck.

• If ⌦̄ ✓ ⌦ is a compact domain di↵eomorphic to B
n and the boundary @⌦̄ is a cross-

sectional sphere of an ("0 � ")-neck, then there exist a di↵eomorphism F : ⌦̄ ! B
n

and an ("0 + ")-isometry f : @⌦̄ ! Sn�1 with the property that F |@⌦̄ : @⌦̄ ! Sn�1 is

isotopic to f .

Definition. In the Ricci flow, we can categorize necks and caps depending on whether the

scalar curvature blows up or not.

(1) An "-neck is called

• an "-tube if the scalar curvature stays bounded on both ends.

• an "-horn if the scalar curvature stays bounded on one end tends to infinite on

the other.

• an double "-horn if the scalar curvature tends to infinite on both ends.

(2) An "-cap is called

• an "-cap if the scalar curvature stays bounded on the end.

• an capped "-horn if the scalar curvature tends to infinite on the end.

Theorem 1.1 (cf. S. Brendle [6, Th. 1.2]). Assume that n � 12. Let K be a compact

set of algebraic curvature tensors in dimension n that is contained in the interior of the

PIC cone, and let T > 0 be given. Then there exist a small positive real number ✓, a large

positive real number N , an increasing concave function f > 0 satisfying lims!1
f(s)
s = 0,

and a continuous family of closed, convex, O(n)-invariant sets {Ft : t 2 [0, T ]} such that

the family {Ft : t 2 [0, T ]} is invariant under the Hamilton ODE (cf. [6], [7]) d
dtR = Q(R);

K ⇢ F0; and

Ft ⇢ {R
��R� ✓S id �̂ id 2 PIC}

\ {R
��Ric11 +Ric22 � ✓S +N � 0}

\ {R
��R + f(S)id �̂ id 2 PIC2}

for all t 2 [0, T ].
3



Figure 1. Kinds of necks and caps (cf. [9, P.415])

Here, �̂ denotes the Kulkarni-Nomizu product. Instead of stating the precise defnition,

we use it in our speacial case: if A and B are symmetric bilinear forms, then (A �̂B)ijkl =

AikBjl � AilBjk � AjkBil + AjlBik.

Via Hamilton’s PDE-ODE principle (cf. [15, Th. 3] or [14, Th. 10.16]), Theorem 1.1 gives

curvature pinching estimates for solutions to the Ricci flow starting from initial metrics with

positive isotropic curvature:

Corollary 1.2 (cf. S. Brendle [6, Th. 1.3]). Let (M, g0) be a compact manifold of dimension

n � 12 with positive isotropic curvature, and let g(t) denote the solution to the Ricci flow

with initial metric g0. Then there exist a small positive real number ✓, a large positive real

number N , and an increasing concave function f satisfying lims!1
f(s)
s = 0 such that the

curvature tensor of (M, g(t)) satisfies

(i) R� ✓S id �̂ id 2 PIC.

(ii) Ric11 +Ric22 � ✓S +N � 0.

(iii) R + f(S)id �̂ id 2 PIC2.

for all t � 0.

Property (iii) can be viewed as a higher dimensional version of Hamilton-Ivey pinching

estimate in dimension 3 (cf. [19], [21]). It ensures that blow-up limits are weakly PIC2. And

Property (i) ensures that blow-up limits are uniformly PIC.

When studying ancient solutions to the Ricci flow that are weakly PIC2 and uniformly

PIC, an important ingredient is the Harnack inequality for the curvature tensor. In [18],

Hamilton first proved the version for solutions to the Ricci flow with nonnegative curvature

operator, and Brendle generalized to any solution to the Ricci flow that is weakly PIC2 in

[4].
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Theorem 1.3 (cf. R. Hamilton [18]; S. Brendle [3]). Assume that (M, g(t)), t 2 (0, T ), is a

solution to the Ricci flow that is complete with bounded curvature and is weakly PIC2. Then

@tS + 2hrS, vi+ 2Ric(v, v) +
1

t
S � 0

for every tangent vector v. In particular, the product t · S is monotone increasing at each

point in space.

Integrating the di↵erential Harnack inequality along paths in space-time, we obtain the

following:

Corollary 1.4. Assume that (M, g(t)) is an ancient solution to the Ricci flow that is com-

plete with bounded curvature and is weakly PIC2. Then

S(x1, t1)  exp (
dg(t1)(x1, x2)2

2(t2 � t1)
)S(x2, t2)

whenever t1 < t2.

Also, we state some splitting theorems, which are based on the strict maximum principle

(cf. [17], [4]).

Proposition 1.5. Let (M, g(t)), t 2 (0, T ], be a (possibly incomplete) solution to the Ricci

flow that is weakly PIC2 and strictly PIC. Moreover, suppose that there exist a point (x0, t0)

in space-time and a unit vector v 2 Tx0M with the property that Ric(v, v) = 0. Then, for

each t  t0, the flow (M, g(t)) locally splits as a product of an (n� 1)-dimensional manifold

with an interval.

Proof. Suppose not, then 9⌧ 2 (0, t0) such that (M, g(⌧)) does not locally split as a product

of an (n � 1)-dimensional manifold with an interval. Since (M, g(⌧)) is strictly PIC, we

conclude that (M, g(⌧)) is locally irreducible. The Ricci tensor of (M, g(t)) satisfies the

evolution equation

@tRic = �Ric+ 2R ⇤Ric,

where (R ⇤ Ric)ik =
Pn

p,q=1 RipkqRicpq. Since R is weakly PIC2, the term R ⇤ Ric is weakly

positive definite. The strict maximum principle (cf. S. Brendle [4, §9] or R. S. Hamilton

[17]) shows that the null space of Ricg(⌧) defines a parallel subbundle of the tangent bun-

dle of (M, g(⌧)). Since(M, g(⌧)) is locally irreducible, this subbundle must have rank 0.

Consequently, the Ricci curvature of (M, g(⌧)) is strictly positive.

Let ⌦ be a bounded open neighborhood of the point p0 with smooth boundary. Choose a

smooth function f : ⌦̄ ! R such that f > 0 in ⌦, f = 0 on @⌦, and Ricg(⌧) � f id is weakly

positive definite. Let F : ⌦̄ ⇥ [⌧, t0] ! R denote the solution of the linear heat equation

with respect to the evolving metric g(t) with initial data F (·, ⌧) = f and Dirichlet boundary

condition F = 0 on @⌦ ⇥ [⌧, t0]. The maximum principle shows that Ricg(t) � F (·, t)id is
5



weakly positive definite at each point in ⌦⇥ [⌧, t0]. Since F (p0, t0) > 0, the Ricci curvature

at (p0, t0) is strictly positive, contrary to our assumption. ⇤

Proposition 1.6 (cf. S. Brendle [6, Prop. 6.6]). Let (M, g(t)), t 2 (0, T ], be a complete

solution to the Ricci flow, which possibly has unbounded curvature. Assume that (M, g(t))

is weakly PIC2 and strictly PIC. Suppose that there exists a point (p0, t0) in space-time such

that the curvature tensor at (p0, t0) lies on the boundary of the PIC2 cone. Then, for each

t  t0, the universal cover of (M, g(t)) splits o↵ a line.

Corollary 1.7 (cf. S. Brendle [6, Cor. 6.7]). Let (M, g(t)), t 2 (�1, T ], be a complete,

nonflat ancient solution to the Ricci flow with bounded curvature. Moreover, we assume that

(M, g(t)) is weakly PIC2 and satisfies R � ✓S id ? id 2 PIC for some uniform constant

✓ > 0. Suppose that there exists a point (p0, t0) in space-time with the property that the

curvature tensor at (p0, t0) lies on the boundary of the PIC2 cone. Then, for each t  t0, the

universal cover of (M, g(t)) is isometric to a family of shrinking cylinders Sn�1 ⇥ R.

Let us recall some results due to Perelman:

Proposition 1.8 (cf. S. Brendle [6, Prop. 6.8]). Assume that (M, g) is a complete noncom-

pact manifold that is weakly PIC2. Fix a point p 2 M and let pj be a sequence of points such

that d(p, pj) ! 1. Moreover, suppose that �j is a sequence of positive real numbers satisfy-

ing �jd(p, pj)2 ! 1. If the rescaled manifolds (M,�jg, pj) converge in the Cheeger-Gromov

sense (cf. [10]) to a smooth limit, then the limit splits o↵ a line.

Proposition 1.9 (cf. S. Brendle [6, Prop. 6.9]). Let (M, g) be a complete noncompact

Riemannian manifold that is weakly PIC2. Then (M, g) does not contain a sequence of

necks with radii converging to 0.

As a consequence, we have the following property:

Proposition 1.10. Suppose that (M, g(t)), t 2 (�1, 0], is a complete ancient solution to

the Ricci flow that is -noncollapsed on all scales, is weakly PIC2, and satisfies R � ✓S id

�̂ id 2 PIC for some uniform constant ✓ > 0. Moreover, suppose that (M, g(t)) satisfies the

Harnack inequality

@tS + 2hrS, vi+ 2Ric(v, v) � 0

for every tangent vector v. Then (M, g(t)) has bounded curvature.

Proof. Since (M, g(t)) satisfies the Harnack inequality, it su�ces to show that (M, g(0)) has

bounded curvature. We argue by contradiction, say that (M, g(0)) has unbounded curvature.

By the strict maximum principle, 9 a real number � > 0 such that the scalar curvature S(t)

of (M, g(t)) is strictly positive for t 2 (��, 0]. Consequently, (M, g(t)) is strictly PIC for

t 2 (��, 0]. We distinguish the following two cases:
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Case 1: Suppose that (M, g(0)) is strictly PIC2. In this case, M is di↵eomorphic to Rn by

the soul theorem (cf. [11]). By a standard point-picking argument, there exists a

sequence of points xj 2 M such that Qj := S(xj, 0) � j
4 and

sup

x2Bg(0)(xj ,2jQ
� 1

2
j )

S(x, 0)  4Qj.

Since (M, g(t)) satisfies the Harnack inequality, we derive

sup

(x,t)2Bg(0)(xj ,2jQ
� 1

2
j )⇥[�4j2Q�1

j ,0]

S(x, t)  4Qj.

Now, Shi’s interior derivative estimate (cf. [26]) implies that there are bounds for

all the derivatives of curvature on Bg(0)(xj, jQ
� 1

2
j ) ⇥ [�j

2
Q

�1
j , 0]. Dilating the flow

(M, g(t)) around the point (xj, 0) by the factor Qj, the noncollapsing assumption

and the curvature derivative estimates show that, after passing to a subsequence,

the rescaled flows converge in the Cheeger-Gromov sense (cf. [10]) to a smooth non-

flat ancient solution (M1
, g

1(t)), t 2 (�1, 0]. The limit (M1
, g

1(t)) is complete,

has bounded curvature, is weakly PIC2, and satisfies R � ✓S id �̂ id 2 PIC. By

Proposition 1.8, the manifold (M1
, g

1(0)) splits o↵ a line. By Corollary 1.7, uni-

versal cover of (M1
, g

1(t)) is isometric to a family of shrinking cylinders Sn�1 ⇥R.
Therefore, (M1

, g
1(0)) is isometric to a quotient (Sn�1

/�) ⇥ R. If � is nontrivial,

then a result of Hamilton implies that M contains a nontrivial incompressible (n�1)

-dimensional space form Sn�1
/� (cf. [5, Th. A.2]), which is impossible since M is

di↵eomorphic to Rn. Hence, � is trivial, and (M1
, g

1(0)) is isometric to a standard

cylinder Sn�1 ⇥ R. Consequently, (M, g(0)) contains a sequence of necks with radii

converging to 0, which contradicts Proposition 1.9.

Case 2: Suppose finally that (M, g(0)) is not strictly PIC2. By Proposition 1.6, the universal

cover of (M, g(t)) is isometric to a product (X, gX(t))⇥R for each t 2 (��, 0]. Note

that (X, gX(t)), t 2 (��, 0], is a complete solution to the Ricci flow of dimension

n� 1, which is -noncollapsed on all scales, weakly PIC2, and uniformly PIC1. By

assumption, (X, gX(0)) has unbounded curvature. Again, point-picking argument

leads to a sequence of points xj 2 X such that Qj := S(xj, 0) � j
4 and

sup

x2BgX (0)(xj ,2jQ
� 1

2
j )

S(x, 0)  4Qj.

As in Case 1, the Harnack inequality and Shi’s interior derivative estimate (cf. [26])

give bounds for all the derivatives of curvature on BgX(0)(xj, jQ
� 1

2
j ) ⇥ [�j

2
Q

�1
j , 0].

Dilating the manifold (X, gX(0)) around the point xj by the factor Qj and passing

to the limit as j ! 1, we obtain a smooth nonflat limit that is uniformly PIC1

and that must split o↵ a line by Proposition 1.8. By the similar argument in Case

1, this is a contradiction.
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⇤

Theorem 1.11 (cf. S. Brendle [6, Th. 6.18]). Given " > 0 and ✓ > 0, we can find large

positive constants C1 = C1(n, ✓, ") and C2 = C2(n, ✓, ") with the following property: Suppose

that (M, g(t)) is a noncompact ancient -solution satisfying R � ✓S id ? id 2 PIC that

is not locally isometric to a family of shrinking cylinders. Then, for each point (x0, t0) in

space-time, we can find a neighborhood B of x0 satisfying

Bg(t0)(x0, C
�1
1 S(x0, t0)

� 1
2 ) ✓ B ✓ Bg(t0)(x0, C1S(x0, t0)

� 1
2 )

and

C
�1
2 S(x0, t0)  S(x, t0)  C2S(x0, t0) 8 x 2 B.

Moreover, B satisfies one of the following conditions:

• B is an "-neck with center at x0.

• B is an "-cap in the sense of Definition mentioned above.

In particular, (M, g(t0)) is 0-noncollapsed for some universal constant 0 = 0(n, ✓).

A key point is that the constants C1 and C2 in Theorem 1.11 do not depend on .

Theorem 1.12 (cf. G. Perelman [23]; B. L. Chen, X. P. Zhu [12]; S. Brendle [6, Th.

6.19]). Fix ✓ > 0. We can find a constant 0 = 0(n, ✓) such that the following holds:

Suppose that (M, g(t)) is an ancient -solution for some  > 0, which in addition satisfies

R � ✓S id �̂ id 2 PIC. Then either (M, g(t)) is 0-noncollapsed for all t; or (M, g(t)) is a

metric quotient of the round sphere Sn; or (M, g(t)) is a noncompact metric quotient of the

standard cylinder Sn�1 ⇥ R.

Theorem 1.13 (cf. G. Perelman [25, §1.5]). Given " > 0 and ✓ > 0, there exist positive

constants C1 = C1(n, ✓, ") and C2 = C2(n, ✓, ") such that the following holds: Assume that

(M, g(t)) is an ancient -solution satisfying R � ✓S id �̂ id 2 PIC. Then, for each point

(x0, t0) in space-time, there exists a neighborhood B of x0 such that Bg(t0)(x0, C
�1
1 S(x0, t0)�

1
2 ) ⇢

B ⇢ Bg(t0)(x0, C1S(x0, t0)�
1
2 ) and C

�1
2 S(x0, t0)  S(x, t0)  C2S(x0, t0) for all x 2 B. Fi-

nally, B satisfies one of the following conditions:

• B is an "-neck with center at x0.

• B is an "-cap.

• B is a closed manifold di↵eomorphic to Sn
/�.

• B is an "-quotient neck of the form (Sn�1 ⇥ [�L,L])/�.

Proof. If M is noncompact, the assertion follows from Theorem 1.11. Hence, it su�ces to

consider the case when M is compact. As usual, it is enough to consider the case t0 = 0. Sup-

pose that the assertion is false. Then we can find a sequence of compact ancient j-solutions

(M (j)
, g

(j)(t)) satisfying R � ✓S id ? id 2 PIC and a sequence of points xj 2 M
(j) with
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the following property: There does not exist a neighborhood B of xj with the property that

Bg(j)(0)(xj, j
�1
S(xj, 0)�

1
2 ) ✓ B ✓ Bg(j)(0)(xj, jS(xj, 0)�

1
2 ), j�1

S(xj, 0)  S(x, 0)  jS(xj, 0)

for all x 2 B, and such that B is either an "-neck with center at xj; or an "-cap; or a

closed manifold di↵eomorphic to S
n
/�; or an "-quotient neck. By scaling, we may assume

S(xj, 0) = 1 for each j.

The noncollapsing assumption implies that (M (j)
, g

(j)(t)) cannot be isometric to a com-

pact quotient of the standard cylinder. By Corollary 1.7, (M (j)
, g

(j)(t)) is strictly PIC2.

Clearly, (M (j)
, g

(j)(t)) cannot be isometric to a quotient of a round sphere. By Theorem

1.12, (M (j)
, g

(j)(t)) is 0-noncollapsed for some uniform constant 0 that is independent of

j.

We now apply the compactness theorem for ancient 0-solutions to the sequence (M (j)
, g

(j)(t), xj).

Consequently, after passing to a subsequence if necessary, the sequence (M (j)
, g

(j)(t), xj) will

converge in the Cheeger-Gromov sense (cf. [10]) to an ancient 0-solution satisfying R� ✓S

id ? id 2 PIC. Let us denote this limiting ancient 0-solution by (M1
, g

1(t)), and let x1

denote the limit of the sequence xj. There are two possibilities:

Case 1: We first consider the case that M
1 is compact. In this case, the diameter of

(M (j)
, g

(j)(0)) has a uniform upper bound independent of j. Therefore, if j is

su�ciently large, then B
(j) := M

(j) is a neighborhood of the point xj satisfying

Bg(j)(0)(xj, j
�1) ✓ B

(j) ✓ Bg(j)(0)(xj, j) and j
�1  S(x, 0)  j for all x 2 B

(j). Since

(M (j)
, g

(j)(t)) is strictly PIC2, results in [8] imply that B(j) = M
(j) is di↵eomorphic

to S
n
/�. This contradicts our choice of xj.

Case 2: We now consider the case that M1 is noncompact. If (M1
, g

1(t)) is isometric to

a noncompact quotient of the standard cylinder, then, for j large enough, the point

xj lies at the center of an "-neck or it lies on an "-quotient neck. This contradicts

our choice of xj. Consequently, (M1
, g

1(t)) is not isometric to a quotient of the

standard cylinder. At this point, we apply Theorem 1.11 to (M1
, g

1(t)). and with

" replaced by "
2). Therefore, we can find a neighborhood B

1 ✓ M
1 of the point

x1 satisfying Bg1(0)(x1, C
�1
1 ) ✓ B

1 ✓ Bg1(0)(x1, C1) and C
�1
2  S(x, 0)  C2

for all x 2 B
1. Furthermore, B1 is either an "

2 -neck with center at x1 or an
"
2 -cap. Hence, if we choose j su�ciently large, then we can find a neighborhood

B
(j) ✓ M

(j) of the point xj satisfying Bg(j)(0)(xj, (2C1)�1) ✓ B
(j) ✓ Bg(j)(0)(xj, 2C1)

and (2C2)�1  S(x, 0)  2C2 for all x 2 B
(j). Furthermore, B(j) is either an "-neck

with center at xj or an "-cap. This contradicts our choice of xj.

⇤

For the purpose of the surgery construction, we will need the following refinement of

Theorem 1.13:
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Corollary 1.14 (cf. G. Perelman [25, §1.5]). Given " > 0 and ✓ > 0, there exist positive

constants C1 = C1(n, ✓, ") and C2 = C2(n, ✓, ") such that the following holds: Assume that

(M, g(t)) is an ancient -solution satisfying R � ✓S id �̂ id 2 PIC. Then, for each point

(x0, t0) in space-time, there exists a neighborhood B of x0 such that Bg(t0)(x0, C
�1
1 S(x0, t0)�

1
2 ) ⇢

B ⇢ Bg(t0)(x0, C1S(x0, t0)�
1
2 ) and C

�1
2 S(x0, t0)  S(x, t0)  C2S(x0, t0) for all x 2 B. Fi-

nally, B satisfies one of the following conditions:

• B is a strong "-neck with center at x0.

• B is an "-cap.

• B is a closed manifold di↵eomorphic to Sn
/�.

• B is an "-quotient neck of the form (Sn�1 ⇥ [�L,L])/�.

Proof. Given " > 0, 9 a positive real number "̃ < ", depending only on n, ✓, " such that,

if (x0, t0) lies at the center of an "̃-neck, then (x0, t0) lies at the center of a strong "-neck.

Hence, the assertion follows from Theorem 1.13. ⇤

2. The elliptic type estimate

In this section, we establish a crucial elliptic type estimate of scalar curvature, which plays

a role in the Canonical Neighborhood and the surgery procedure. Starting from a key result

of Perelman’s first paper:

Theorem 2.1 (cf. G. Perelman [23, Cor. 11.6]; S. Brendle [6, Th. 6.12]). Given a pos-

itive real number w > 0, we can find positive constants B = B(w, n) and C = C(w, n)

such that the following holds: Let (M, g(t)), t 2 [0, T ], be a solution to the Ricci flow

that is weakly PIC2. Suppose that the ball Bg(T )(x0, r0) is compactly contained in M , and

r
�n
0 volg(t)(Bg(t)(x0, r0)) � w for each t 2 [0, T ]. Then S(x, t)  Cr

�2
0 +Bt

�1 for all t 2 (0, T ]

and all x 2 Bg(t)(x0,
1
4r0).

Note that Perelman imposes the stronger assumption (M, g(t)) has nonnegative curvature

operator. However, his proof works under the weaker assumption that (M, g(t)) is weakly

PIC2. One main ingredient in Perelman’s work is the trace Harnack inequality (see Theorem

1.3). The proof also relies on the fact that a solution to the Ricci flow that has evolved for

some positive time cannot contain an open set that is isometric to a piece of a nonflat cone.

This argument relies on the strict maximum principle and works if the solution is weakly

PIC2 (see Proposition 1.5).

One of the main tools in Perelman’s theory is the long-range curvature estimate for ancient

-solutions in dimension 3. In the next step, we verify that this estimate holds in our

situation.

Theorem 2.2 (G. Perelman [23, §11.7]; H. D. Cao, X. P. Zhu [13, Th. 6.4.3]). Given  > 0,

there exists a positive function ! : [0,1) ! (0,1), depending on n and  with the following
10



property: Let (M, g(t)) be a an ancient -solution. Then

S(x, t)  S(y, t)!(S(y, t)dg(t)(x, y)
2)

for all points x, y 2 M and all t.

Proof. The proof is essentially the same as in Section 11.7 in Perelman’s paper [23] (see

also [12]). We sketch the argument for the convenience of the reader. Let us fix a point

y 2 M. By rescaling, we can arrange that S(y, 0) = 1. For abbreviation, let A = {x 2
M

��S(x, 0)dg(0)(y, x)2 � 1} We distinguish two cases:

Case 1: Suppose thatA = ;. In this case, we can find a point z 2 M such that supx2M S(x, 0) =

S(z, 0). Using the Harnack inequality (cf. Theorem 1.3), we obtain

sup
x2M

S(x, t)  S(z, 0) 8 t 2 (�1, 0].

Shi’s derivative estimates (cf. [26]) leads to @tS(z, t)  C(n)S(z, 0)2 8 t 2 [�S(z, 0)�1
, 0].

Moreover, dg(0)(y, z)  S(z, 0)�
1
2 since A = ;. Hence, we can find a small positive

constant �, depending only on n, such that for all t 2 [��S(z, 0)�1
, 0],

S(z, t) � 1

2
S(z, 0) and dg(t)(y, z)  2S(z, 0)�

1
2 .

If we apply the Harnack inequality (cf. Corollary 1.4) with t = ��S(z, 0)�1, then

we obtain

1

2
S(z, 0)  S(z, t)

 exp(
dg(t)(y, z)2

(�2t)
)S(y, 0)

 exp(
2

(�t)S(z, 0)
)S(y, 0)

= exp(
2

�
)

Putting these facts together, we conclude that supx2M S(x, 0)  2 exp( 2� ).

Case 2: Suppose now that A 6= ;. In this case, we choose a point z 2 A that has minimal

distance from y with respect to the metric g(0). Notice that S(z, 0) = dg(0)(y, z)�2

since z lies on the boundary of A. Let p be the mid-point of the minimizing geodesic

in (M, g(0)) joining y and z. Note that Bg(0)(p,
1
4dg(0)(y, z)) \ A = ;, then

sup
x2Bg(0)(p,

1
4dg(0)(y,z))

S(x, 0)  16dg(0)(y, z)
�2
.

By the Harnack inequality (cf. Theorem 1.3),

sup
x2Bg(t)(p,

1
4dg(0)(y,z))

S(x, t)  16dg(0)(y, z)
�2 8 t 2 (�1, 0].

11



The noncollapsing assumption gives

volg(t)(Bg(t)(p,
1

4
dg(0)(y, z))) � (

1

4
dg(0)(y, z))

n 8 t 2 (�1, 0],

which implies

(4r)�n volg(t)(Bg(t)(p, 4r)) � (
1

16
r
�1
dg(0)(y, z))

n 8 t 2 (�1, 0] and r � dg(0)(y, z).

Applying Theorem 2.1 with x0 := p, r0 := 4r, and w := ( 1
16r

�1
dg(0)(y, z))n, we

obtain

sup
x2Bg(0)(p,r)

S(x, 0)  dg(0)(y, z)
�2
!(dg(0)(y, z)

�1
r) 8 r � dg(0)(y, z),

where ! : [1,1) ! [0,1) is a positive and increasing function that may depend on

n and . In particular, if we put r = dg(0)(y, z) and apply the Harnack inequality

(cf. Theorem 1.3), then

sup
x2Bg(0)(p,dg(0)(y,z))

S(x, t)  dg(0)(y, z)
�2
!(1) 8 t 2 (�1, 0].

By Shi’s derivative estimates (cf. [26]),

@tS(z, t)  C(n,)dg(0)(y, z)
�4 8 t 2 [�dg(0)(y, z)

2
, 0].

Moreover, S(z, 0) = dg(0)(y, z)�2 by our choice of z. Therefore, there exists a small

positive constant �, depending only on n and , such that S(z, t) � 1
2dg(0)(y, z)

�2

and dg(t)(y, z)  2dg(0)(y, z) for all t 2 [��dg(0)(y, z)2, 0]. If we apply the Harnack

inequality (cf. Corollary 1.4) with t = ��dg(0)(y, z)2, then

1

2
dg(0)(y, z)

�2  S(z, t)

 exp(
dg(t)(y, z)2

(�2t)
)S(y, 0)

 exp(
2dg(0)(y, z)2

(�t)
)S(y, 0)

= exp(
2

�
).

It finally leads to 8 r � 0,

sup
x2Bg(0)(y,r)

S(x, 0)  sup
x2Bg(0)(p,r+dg(0)(y,z))

S(x, 0)

 dg(0)(y, z)
�2
!(dg(0)(y, z)

�1
r + 1)

 2e
2
�!(

p
2e

1
� r + 1)

⇤
12



The following immediately results from Theorem 2.2, the Harnack inequality (cf. Theorem

1.3) and the local derivative estimate of Shi (cf. [26]). In fact, Shi’s derivative estimates

shows that we can bound the m-th covariant derivative of the Riemann curvature tensor by

a constant times S
m+2

2 at each point in space-time.

Corollary 2.3. Given  > 0, we can find a large positive constant ⌘ = ⌘(n,) with the

following property: Let (M, g(t)) be an ancient -solution. Then |rS|  ⌘S
3
2 and |@tS| 

⌘S
2 at each point in space-time.

Now, we state the main result of this section:

Corollary 2.4. Fix ✓ > 0. We can find a constant ⌘ = ⌘(n, ✓) such that the following holds:

Suppose that (M, g(t)) is an ancient -solution for some  > 0, which in addition satisfies

R� ✓S id �̂ id 2 PIC. Then |rS|  ⌘S
3
2 and |@tS|  ⌘S

2 at each point in space-time.

Proof. If (M, g(t)) is a metric quotient of Sn or Sn�1⇥R, the assertion is trivial. Otherwise,

Theorem 1.12 implies that (M, g(t)) is an ancient 0-solution, where 0 depends only on n

and ✓. Hence, the assertion follows from Corollary 2.3. ⇤

3. A Canonical Neighborhood Theorem for Ricci flows starting from initial

metrics with positive isotropic curvature

In this section, we consider a solution of the Ricci flow starting from a compact manifold

of dimension n � 12 with positive isotropic curvature. Our goal is to establish an analogue

of Perelman’s Canonical Neighborhood Theorem. We begin with a definition:

Definition. Assume that f : [0,1) ! [0,1) is a concave and increasing function satisfying

lims!1
f(s)
s = 0, and ✓ is a positive real number. We say that a Riemannian manifold has

(f, ✓)-pinched curvature if R + f(S) id ? id 2 PIC2 and R� ✓S id ? id 2 PIC.

If (M, g0) is a compact manifold of dimension n � 12 with positive isotropic curvature,

then Corollary 1.2 implies that the subsequent solution to the Ricci flow has (f, ✓)-pinched

curvature for some suitable choice of f and ✓.

Theorem 3.1. Let (M, g0) be a compact manifold with positive isotropic curvature of di-

mension n � 12, which does not contain any nontrivial incompressible (n � 1)-dimensional

space forms. Let g(t), t 2 [0, T ), denote the solution to the Ricci flow with initial metric g0.

Given a small number "̃ > 0 and a large number A0, we can find a positive number r̂ with

the following property: If (x0, t0) is a point in space-time with Q := S(x0, t0) � r̂
�2, then

the parabolic neighborhood Bg(t0)(x0, A0Q
� 1

2 )⇥ [t0 �A0Q
�1
, t0] is, after scaling by the factor

Q, "̃-close to the corresponding subset of an ancient -solution satisfying R � ✓S id ? id 2
PIC.

13



Proof. By Corollary 1.2, the flow (M, g(t)) has (f, ✓)-pinched curvature for some function f

satisfying lims!1
f(s)
s = 0 and some constant ✓ > 0. Let us fix a small number " > 0, and

let C1 = C1(n, ✓, ") and C2 = C2(n, ✓, ") denote the constants in Corollary 1.14. It su�ces

to prove the assertion when A0 � 8C1 and "̃ is much smaller than ". To do that, we argue

by contradiction. If the assertion is false, then we can find a sequence of points (xj, tj) in

space-time with the following properties:

(i) Qj := S(xj, tj) � j
2

(ii) After dilating by the factor Qj, the parabolic neighborhood

Bg(tj)(xj, A0Q
� 1

2
j )⇥ [tj � A0Q

�1
j , tj]

is not "̃-close to the corresponding subset of any ancient -solution satisfying R � ✓S

id ? id 2 PIC.

By a point-picking argument, we can arrange that (xj, tj) satisfies the following condition:

(iii) If (x̃, t̃) is a point in space-time such that t̃  tj and Q̃ := S(x̃, t̃) � 4Qj, then the

parabolic neighborhood Bg(t̃)(x̃, A0Q̃
� 1

2 )⇥ [t̃�A0Q̃
�1
, t̃] is, after dilating by the factor

Q̃, "̃-close to the corresponding subset of an ancient -solution satisfying R � ✓S id ?
id 2 PIC.

The detail construction is followed below. Suppose NOT, set (xj1 , tj1) = (xj, tj), then we

can pick (xjl , tjl) 2 M ⇥
⇥
tj(l�1)

�A0 S(xj(l�1)
, tj(l�1)

)�1
, tj(l�1)

⇤
s.t. Q̃ = S(xjl , tjl) � 4Qj, but

the parabolic neighborhood is not "̃-close to the corresponding subset of ancient -solution

satisfying R � ✓S id ? id 2 PIC and we have S(xjl , tjl) � 4S(xj(l�1)
, tj(l�1)

), for each l 2 N.

Since the solution is smooth, but

S(xjl , tjl) � 4S(xj(l�1)
, tj(l�1)

) � · · · � 4l�1
S(xj, tj),

and

tj � tj(l�1)
� tjl � tj(l�1)

� A0 S(xj(l�1)
, tj(l�1)

)�1

� tk � A0

l�1X

i=1

1

2i�1
S(xj, tj)

�1 � 0

So, to avoid the scalar curvature blowing up, this process must terminate after finite

number of steps and the last one fits.

Our strategy is to rescale the flow (M, g(t)) around the point (xj, tj) by the factor Qj. We

will show that the rescaled flows converge to an ancient -solution satisfying R� ✓S id ? id

2 PIC. To that end, we proceed in several steps:

Step 1: We first establish a pointwise curvature derivative estimate. By Corollary 2.4, we

can find a large constant ⌘, depending only on n and ✓, such that |rS|  ⌘ S
3
2 and

| @@tS|  ⌘ S
2 on every ancient -solution. Using property (iii) above, we conclude

14



that |rS|  2⌘ S
3
2 and | @@tS|  2⌘ S2 for each point (x, t) in space-time satisfying

t  tj and S(x, t) � 4Qj.

Step 2: We next prove bounds for the higher order covariant derivatives of the curvature

tensor. Suppose that (x, t) is a point in space-time satisfying S(x, t) + Qj  r
�2
0 .

The pointwise curvature derivative estimate in Step 1 implies that S  8r�2
0 in the

parabolic neighborhood P (x, t, r0
100⌘ ,�

r20
100⌘ ). Using Shi’s interior derivative estimates

(cf. [26]), we conclude |rm
R|  C(n,m, ⌘)r�m�2

0 at the point (x, t).

Step 3: We next prove a long-range curvature estimate. Given any ⇢ > 0, we define

M(⇢) = lim sup
j!1

sup

x2Bg(tj)
(xj ,⇢Q

� 1
2

j )

Q
�1
j S(x, tj)

For now, we have M(⇢)  8 for 0 < ⇢ <
1

100⌘ , because we can integrate the scalar

curvature over the segment from (xj, tj) and use the result of Step 1. We claim that

M(⇢) < 1 for all ⇢ > 0. Suppose this is false. Let

⇢
⇤ = sup{⇢ � 0 : M(⇢) < 1} < 1

Clearly, ⇢⇤ � 1
100⌘ . By definition of ⇢⇤, we have an upper bound for the curvature

in the geodesic ball Bg(tj)(xj, ⇢Q
� 1

2
j ) for each ⇢ < ⇢

⇤. By Step 2, we obtain bounds for

the covariant derivatives of the curvature tensor in the geodesic ball Bg(tj)(xj, ⇢Q
� 1

2
j )

for each ⇢ < ⇢
⇤. Moreover, Perelman’s noncollapsing estimate gives a lower bound

for the volume. We rescale around (xj, tj) by the factor Qj and pass to the limit as

j ! 1. In the limit, we obtain an incomplete manifold (B1
, g

1) that is weakly

PIC2. Clearly, ⇢⇤ � 1
100⌘ , so B

1 6= ;. Note that S is smooth, so M(⇢⇤) = 1. By

definition of ⇢⇤, we can find a sequence of points yj such that

⇢j := Q
1
2
j dg(tj)(xj, yj) ! ⇢

⇤ and Q
�1
j S(yj, tj) ! 1

For each j, we can find a unit speed geodesic �j : [0, ⇢jQ
� 1

2
j ] ! (M, g(tj)) such

that �j(0) = xj and �j(⇢jQ
� 1

2
j ) = yj. Let �1 : [0, ⇢⇤) ! (B1

, g
1) denote the limit

of �j. Using the pointwise curvature derivative estimate in Step 1, we obtain

Sg1(�1(s)) = lim
j!1

Q
�1
j S(�j(sQ

� 1
2

j ), tj) � (⌘(⇢⇤ � s))�2 � 100

if s 2 [⇢⇤ � 1
100⌘ , ⇢

⇤).

Let us consider a real number s̄ 2 [⇢⇤ � 1
100⌘ , ⇢

⇤) such that 8C1⌘(⇢⇤ � s̄)  s̄.

We claim that �j(s̄Q
� 1

2
j ) lies at the center of a 2"-neck if j is su�ciently large

(depending on s̄ ). Observe that if j is su�ciently large, it follows from property (iii)

and Corollary 1.14 that the point (�j(s̄Q
� 1

2
j ), tj) has a Canonical Neighborhood that

is either a 2"-neck; or a 2"-cap; or a closed manifold di↵eomorphic to Sn
/�; or a 2"-

quotient neck. Thus we want to rule out the last three candidates. Before that, we
15



need two more observations. Recall that (Corollary 1.14) the Canonical Neighbor-

hood is contained in a geodesic ball around �j(s̄Q
� 1

2
j ) of radius 2C1S(�j(s̄Q

� 1
2

j ), tj)�
1
2 ,

and the scalar curvature is at most 2C2S(�j(s̄Q
� 1

2
j ), tj) at each point in the Canonical

Neighborhood. Hence, we get:

• The Canonical Neighborhood does not contain the point yj, provided that j is

su�ciently large.: Since M(s̄) < 1, we can compare two limits

lim sup
j!1

Q
�1
j S(�j(s̄Q

� 1
2

j ), tj) < 1 and lim
j!1

Q
�1
j S(yj, tj) = 1

and obtain

lim
j!1

S(�j(s̄Q
� 1

2
j ), tj)

�1
S(yj, tj) = 1;

consequently if j is su�ciently large, S(yj, tj) � 4C2S(�j(s̄Q
� 1

2
j ), tj), which

is larger than maximum of scalar curvature on the Canonical Neighborhood.

Hence, it does not contain the point yj.

• The Canonical Neighborhood does not contain the point xj, provided that j is

su�ciently large.: First, observe that

8C1Sg1(�1(s̄))�
1
2  8C1⌘(⇢

⇤ � s̄)  s̄,

and

Sg1(�1(s̄)) = lim
j!1

Q
�1
j S(�j(s̄Q

� 1
2

j ), tj)

This implies if j is su�ciently large,

4C1S(�j(s̄Q
� 1

2
j ), tj)

� 1
2  8C1Sg1(�1(s̄))�

1
2  s̄Q

� 1
2

j .

It means that dg(tj)(�j(s̄Q
� 1

2
j ), xj) = s̄Q

� 1
2

j larger than radius of the Canonical

Neighborhood. Hence, it does not contain the point xj.

In particular, if j is su�ciently large, then the Canonical Neighborhood of (�j(s̄Q
� 1

2
j ), tj)

cannot be a closed manifold di↵eomorphic to Sn
/�. Moreover, if the Canonical

Neighborhood of (�j(s̄Q
� 1

2
j ), tj) is a 2"-cap, then the geodesic �j must enter and exit

this 2"-cap, but this is impossible since �j minimizes length. Finally, if the Canonical

Neighborhood of (�j(s̄Q
� 1

2
j ), tj) is a quotient neck, then Theorem A.1 in [5] implies

that M contains a nontrivial incompressible (n�1)-dimensional space form, contrary

to our assumption. To summarize, if j is su�ciently large (depending on s̄), then the

point (�j(s̄Q
� 1

2
j ), tj) has a Canonical Neighborhood that is a 2"-neck. In particular,

if j is su�ciently large (depending on s̄), then we have |rS|  C(n)"S
3
2 at the point

(�j(s̄Q
� 1

2
j ), tj).

Passing to the limit as j ! 1, we conclude that |rSg1 |  C(n)"S
3
2
g1 at the point

�1(s̄). Integrating this estimate along �1 gives Sg1(�1(s̄)) � (C(n)"(⇢⇤ � s̄))�2.
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Moreover, since (�j(s̄Q
� 1

2
j ), tj) lies at the center of a 2"-neck for j su�ciently large,

the point �1(s̄) must lie on a C(n)"-neck in (B1
, g

1).

As in the Perelman’s paper (cf. [22, §12.1]), there is a sequence of rescalings that

converges to a piece of a nonflat metric cone in the limit. Using the pointwise curva-

ture derivative estimate established in Step 1, we can extend the metric backwards in

time. This gives a locally defined solution to the Ricci flow that is weakly PIC2 and

that, at the final time, is a piece of nonflat metric cone. This contradicts Proposition

1.5.

Step 4: We now rescale the manifold (M, g(tj)) around the point xj by the factor Qj. By

Step 3, we have uniform bounds for the curvature at bounded distance. Using

the curvature derivative estimate in Step 1 together with Shi’s interior derivative

estimates (cf. [26]), we conclude that the covariant derivatives of the curvature tensor

are bounded at bounded distance. Combining this with Perelman’s noncollapsing

estimate, we conclude that (after passing to a subsequence) the rescaled manifolds

converge in the Cheeger-Gromov sense (cf. [10]) to a complete smooth limit manifold

(M1
, g

1). Since (M, g(tj)) has (f, ✓)-pinched curvature, the curvature tensor of

(M1
, g

1) is weakly PIC2 and satisfies R � ✓S id ? id 2 PIC. Using property (iii)

and Corollary 1.14, we conclude that every point in (M1
, g

1) with scalar curvature

greater than 4 (since we normalize the curvature) has a Canonical Neighborhood that

is either a 2"-neck; or a 2"-cap; or a 2"-quotient neck. Note that the last possibility

cannot occur; indeed, if (M1
, g

1) contains a quotient neck, then (M, g(tj)) contains

a quotient neck for j su�ciently large, and Theorem A.1 in [5] then implies that M

contains a nontrivial incompressible (n� 1)-dimensional space form, contrary to our

assumption.

We claim that the limit manifold (M1
, g

1) has bounded curvature. Indeed, if

there is a sequence of points in (M1
, g

1) with curvature going to infinity, then

(M1
, g

1) contains a sequence of necks with radii converging to 0, contradicting

Proposition 1.9. Thus, (M1
, g

1) has bounded curvature.

Step 5: We now extend the limit (M1
, g

1) backwards in time. By Step 4, the scalar curva-

ture of (M1
, g

1) is bounded from above by a constant ⇤ > 4. Using the pointwise

curvature derivative estimate in Step 1, we conclude that

lim sup
j!1

sup

(x,t)2Bg(tj)
(xj ,AQ

� 1
2

j )⇥[tj� 1
100⌘⇤Q�1

j ,tj ]

Q
�1
j S(x, t)  2⇤

for each A > 1. Hence, if we put ⌧1 := � 1
200⌘⇤ , then we can extend (M1

, g
1)

backwards in time to a complete solution (M1
, g

1(t)) of the Ricci flow that is

defined for t 2 [⌧1, 0] and satisfies ⇤1 := supt2[⌧1,0] supM1 Sg1(t)  2⇤ In the next

step, we put ⌧2 := ⌧1 � 1
200⌘⇤1

. Using the pointwise curvature derivative estimate

in Step 1, we can extend the solution (M1
, g

1), t 2 [⌧1, 0] backwards in time to
17



a solution (M1
, g

1(t)), t 2 [⌧2, 0]. Moreover, ⇤2 := supt2[⌧2,0] supM1 Sg1(t)  2⇤1.

Continuing this process, we can extend the solution backwards in time to the interval

[⌧m, 0], where ⌧m+1 := ⌧m � 1
200⌘⇤m

and ⇤m+1 := supt2[⌧m+1,0] supM1 Sg1(t)  2⇤m.

Let ⌧
⇤ = limm!1 ⌧m  � 1

200⌘⇤ . Using a standard diagonal sequence argument,

we obtain a complete, smooth limit flow (M1
, g

1(t)) that is defined on the interval

(⌧ ⇤, 0] and that has bounded curvature for each t 2 (⌧ ⇤, 0]. Since (M, g(t)) has (f, ✓)-

pinched curvature, the curvature tensor of the limit flow (M1
, g

1(t)) is weakly PIC2

and satisfies R� ✓S id ? id 2 PIC.

Step 6: We claim that ⌧
⇤ = �1. To prove this, we argue by contradiction. Suppose

⌧
⇤
> �1. Clearly, limm!1(⌧m � ⌧m+1) = 0, hence limm!1 ⇤m = 1.

By the Harnack inequality (cf. Theorem 1.3), the function t 7! (t � ⌧
⇤)Sg1(t)(x)

is monotone increasing at each point x 2 M
1. Since Sg1(0)(x)  ⇤ for all x 2 M

1,

we obtain

Sg1(t)(x) 
�⌧

⇤

t� ⌧ ⇤
⇤

for all x 2 M
1 and all t 2 (⌧ ⇤, 0]. Using Lemma 8.3(b) in [23], we conclude that

0  � d

dt
dg1(t)(x, y)  C(n)

r
�⌧ ⇤

t� ⌧ ⇤
⇤

for all x, y 2 M
1 and all t 2 (⌧ ⇤, 0]. Integrating over t gives

dg1(0)(x, y)  dg1(t)(x, y)  dg1(0)(x, y) + C(n)(�⌧
⇤)
p
⇤

for all x, y 2 M
1 and all t 2 (⌧ ⇤, 0].

By the maximum principle,

inf
M1

Sg1(t)  inf
M1

Sg1(0)  1

for all t 2 (⌧ ⇤, 0]. Hence, we can find a point y1 2 M
1 such that Sg1(t)(y1)  4 for

t = ⌧
⇤+ 1

1000⌘⇤ 2 (⌧ ⇤, 0]. Using the pointwise curvature derivative estimate in Step 1,

we obtain Sg1(t)(y1)  8 for all t 2 (⌧ ⇤, ⌧ ⇤ + 1
1000⌘⇤ ]. In particular, Sg1(⌧m)(y1)  8

if m is su�ciently large. Arguing as in Step 3 , we can show that

lim sup
m!1

sup
Bg1(⌧m)(y1,A)

Sg1(⌧m) < 1

for every A > 1.

Consequently, a subsequence of the manifolds (M1
, g

1(⌧m), y1) converges in the

Cheeger-Gromov sense (cf. [10]) to a complete, smooth limit. If this limit manifold

has unbounded curvature, then (by property (iii) above) it contains a sequence of

necks with radii converging to 0, contradicting Proposition 1.9. Therefore, a sub-

sequence of the manifolds (M1
, g

1(⌧m), y1) converges in the Cheeger-Gromov (cf.
18



[10]) sense to a complete, smooth limit with bounded curvature. Consequently, we

can find a constant ⇤⇤
> ⇤ (independent of A) such that

lim inf
m!1

sup
Bg1(⌧m)(y1,A)

Sg1(⌧m)  ⇤⇤

for everyA > 1.Using the distance estimate, we obtainBg1(0)(y1, A) ⇢Bg1(⌧m)(y1, A+

C(n)(�⌧
⇤)
p
⇤). Putting these facts together, we conclude that

lim inf
m!1

sup
Bg1(0)(y1,A)

Sg1(⌧m)  ⇤⇤

for every A > 1. Hence, for each A > 1, we can find a large integer m (depending

on A) such that ⌧m 2 (⌧ ⇤, ⌧ ⇤ + 1
1000⌘⇤⇤ ] and

sup
Bg1(0)(y1,A)

Sg1(⌧m)  2⇤⇤
.

Using the pointwise derivative estimate in Step 1, we obtain

sup
t2(⌧⇤,⌧⇤+ 1

1000⌘⇤⇤ ]

sup
Bg1(0)(y1,A)

Sg1(t)  4⇤⇤

for every A > 1. Since ⇤⇤ is independent of A, we conclude that

sup
t2(⌧⇤,⌧⇤+ 1

1000⌘⇤⇤ ]

sup
M1

Sg1(t)  4⇤⇤
.

Therefore, the flow (M1
, g

1(t)), t 2 (⌧ ⇤, 0], has bounded curvature. This contra-

dicts the fact that limm!1 ⇤m = 1. Thus, ⌧ ⇤ = �1.

To summarize, if we dilate the flow (M, g(t)) around the point (xj, tj) by the factor Qj,

then (after passing to a subsequence), the rescaled flows converge in the Cheeger-Gromov

sense (cf. [10]) to an ancient -solution (M1
, g

1(t)), t 2 (�1, 0], satisfying R � ✓S id ?
id 2 PIC. Here,  depends only on the initial data. This contradicts statement (ii). This

completes the proof of Theorem 3.1. ⇤

Finally, by combining Theorem 3.1 with Corollary 1.14, we can draw the following con-

clusion:

Corollary 3.2. Let (M, g0) be a compact manifold with positive isotropic curvature of di-

mension n � 12, which does not contain any nontrivial incompressible (n � 1)-dimensional

space forms. Let g(t), t 2 [0, T ), denote the solution to the Ricci flow with initial metric g0.

Given any " > 0, there exists a positive number r̂ with the following property: If (x0, t0) is a

point in space-time with Q := S(x0, t0) � r̂
�2, then we can find a neighborhood B of x0 such

that

Bg(t0)(x0, (2C1)
�1
S(x0, t0)

� 1
2 ) ⇢ B ⇢ Bg(t0)(x0, 2C1S(x0, t0)

� 1
2 )

and

(2C2)
�1
S(x0, t0)  S(x, t0)  2C2S(x0, t0)
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for all x 2 B. Furthermore, B satisfies one of the following conditions:

(1) B is a strong 2"-neck with center at x0.

(2) B is a 2"-cap.

(3) B is a closed manifold di↵eomorphic to Sn
/�.

Here, C1 = C1(n, ✓, ") and C2 = C2(n, ✓, ") are the constants appearing in Corollary 1.14.

Finally, we have |rS|  2⌘ S
3
2 and | @@tS | 2⌘ S2 at the point (x0, t0), where ⌘ is a constant

that depends only on n and ✓.

4. The behavior of the flow at the first singular time

Throughout this section, we fix a compact initial manifold (M, g0) of dimension n � 12

that has positive isotropic curvature and does not contain any nontrivial incompressible

(n� 1)-dimensional space forms. Let (M, g(t)) be the solution of the Ricci flow with initial

metric g0, and let [0, T ) denote the maximal time interval on which the solution is defined.

Note that T  n
2 infx2M S(x,0) . By Theorem 1.1, we can find a continuous family of closed,

convex, O(n)-invariant sets {Ft : t 2 [0, T ]} such that the family {Ft : t 2 [0, T ]} is invariant

under the Hamilton ODE d
dtR = Q(R); the curvature tensor of (M, g0) lies in the set F0;

and

Ft ⇢ {R : R� ✓S id ? id 2 PIC} \ {R : R + f(S)id ? id 2 PIC2}

for all t 2 [0, T ]. Here, f is a concave and increasing function satisfying lims!1
f(s)
s = 0, and

✓ and N are positive numbers. Note that f, ✓, and N depend only on the initial data. By

Hamilton’s PDE-ODE principle, the curvature tensor of (M, g(t)) lies in the set Ft for each

t 2 [0, T ).

By Corollary 3.2, every point in space-time where the scalar curvature is su�ciently large

admits a Canonical Neighborhood that is either a 2"-neck; or a 2"-cap; or a closed manifold

di↵eomorphic to Sn
/�. Let ⇢ be a small positive number with the property that every

point with S � 1
4⇢

�2 satisfies the conclusion of the Canonical Neighborhood Theorem. In

particular, we have |rS|  2⌘ S
3
2 and | @@tS|  2⌘ S2 whenever S � 1

4⇢
�2. We define

⌦ := {x 2 M : lim sup
t!T

S(x, t) < 1}.

The pointwise curvature derivative estimate implies that ⌦ is an open subset of M . Using

the pointwise curvature derivative estimate together with Shi’s interior estimates (cf. [26]),

we conclude the metrics g(t) converge to a smooth metric g(T ) on ⌦. Following Perelman’s

paper, we consider the set

⌦⇢ := {x 2 M : lim sup
t!T

S(x, t)  ⇢
�2} = {x 2 ⌦ : S(x, T )  ⇢

�2}

We distinguish two cases:
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Case 1: Suppose that ⌦⇢ = ;. Using the inequality | @@tS|  2⌘ S2, we obtain infx2M S(x, t) �
1
2⇢

�2 if t is su�ciently close to T . Hence, if t is su�ciently close to T , then every

point in (M, g(t)) admits a Canonical Neighborhood that is either a 2"-neck; or a

2"-cap; or a closed manifold di↵eomorphic to Sn
/�.

Case 2: Suppose now that ⌦⇢ 6= ;. Pick any 2"-neck ✓ cl(⌦ \ ⌦⇢). Choose a point x on

one side of the boundary of the neck. Suppose that x 2 ⌦ \ ⌦⇢, then there exists

another 2"-cap, or 2"-neck adjacent to the initial neck. In the latter case, we can

take the point on the second boundary of the second 2"-neck and continue. We will

stop this process only when we get a 2"-cap, or we get a point in ⌦⇢. Otherwise, we

get an infinite many 2"-necks, which produces a 2"-horn. The same procedure can

be repeated on the other boundary of the initial 2"-neck.

The upshot is that every point in ⌦ \ ⌦⇢ lies either

(i) on 2"-tube with boundary in ⌦⇢ (from adjoining finite many necks on both side); or

(ii) on a 2"-cap with boundary in ⌦⇢ (from adjoining finite many necks on one side and a

cap on one side at the end); or

(iii) on a closed manifold di↵eomorphic to S
n
/� (from adjoining a cap on both side at the

end); or

(iv) on a 2"-horn (from adjoining infinite many necks on one side and finite many on the

other side)

(v) on a double 2"-horn (from adjoining infinite many necks on both sides)

(vi) on a capped 2"-horn (from adjoining infinite many necks on one side and a cap on the

other side at the end).

Following Perelman, we perform surgery on (iv). We leave unchanged all the (i), and all

(ii). We discard all the others, i.e. (iii), (v), and (vi), because we still can capture those

information when we want to know the di↵eomorphic type of M . The reason for (v) and (vi)

is that, slightly before the surgery time T , double 2"-horns and 2"-horns are still 2"-tubes

and capped 2"-tubes.

Proposition 4.1. The pre-surgery manifold M is di↵eomorphic to a connected sum of the

post-surgery manifold with a finite collection of standard spaces, each of which is a quotient

of Sn or Sn�1 ⇥ R by standard isometries.

Proof. Suppose first that ⌦⇢ = ;. In this case, M is di↵eomorphic to either a quotient of Sn

by standard isometries; or a tube with caps attached on both sides; or an Sn�1-bundle over

S
1 with a fiberwise round metric. In the second case, Definition of caps ensures that M is

di↵eomorphic to Sn. To handle the third case, we note that that there are two Sn�1-bundles

over S1 with a fiberwise round metric. One of them is orientable, the other one is not. Both

are di↵eomorphic to quotients of Sn�1 ⇥ R by standard isometries. To summarize, M is

di↵eomorphic to a quotient of Sn or a quotient of Sn�1 ⇥ R by standard isometries.
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Suppose next that ⌦⇢ 6= ;. In this case, we can recover the pre-surgery manifold M from

the post-surgery manifold as follows. We first reinstate the components that were discarded

after surgery. More precisely, we form a disjoint union of the post-surgery manifold and a

finite collection of standard spaces, each of which is a quotient of Sn or Sn�1⇥R by standard

isometries. In the next step, we reverse the surgery by gluing in finitely many handles of

the form Sn�1 ⇥ I. Note that, as we glue in these handles, the attaching maps are nearly

isometric. Thus, the pre-surgery manifold is di↵eomorphic to a connected sum of the post-

surgery manifold with finitely many quotients of Sn and Sn�1 ⇥R. This completes the proof

of Proposition 4.1. ⇤

In the remainder of this section, we show that the surgery procedure preserves our curva-

ture pinching estimates, provided that the surgery parameters are su�ciently fine.

Proposition 4.2. Suppose that the curvature tensor of a �-neck lies in the set Ft prior to

surgery. If � is su�ciently small and the curvature of the neck is su�ciently large, then the

curvature tensor of the surgically modified manifold lies in the set Ft. Moreover, the scalar

curvature is pointwise increasing under surgery.

Proof. Suppose that the scalar curvature of the neck is close to h
�2, where h is small. Let

us rescale by the factor h
�1 so that the scalar curvature of the neck is close to 1 after

rescaling. Let us, therefore, assume that g is a Riemannian metric on Sn�1 ⇥ [�10, 10]

that is close to the round metric with scalar curvature 1, and that has curvature in the

set h2Ft. We first recall the definition of the surgically modified metric g̃. To that end, let

z denote the height function on Sn�1 ⇥ [�10, 10], and let '(z) = e
� 1

z for z 2 (0, 1
10 ]. In

the region Sn�1 ⇥ [�10, 0], the metric is unchanged under surgery, i.e., g̃ = g. In the region

Sn�1⇥(0, 1
20 ], we change the metric conformally by g̃ = e

�2'
g. In the region Sn�1⇥( 1

20 ,
1
10 ], we

define g̃ = e
�2'(�(z)g + (1 � �(z))ḡ), where ḡ denotes the standard metric on the cylinder

and � : ( 1
20 ,

1
10 ] ! [0, 1] is a smooth cuto↵ function satisfying �(z) = 1 for z 2 [ 1

20 ,
1
18 ]

and �(z) = 0 for z 2 [ 1
12 ,

1
10 ]. In particular, the surgically modified metric g̃ is rotationally

symmetric for z 2 [ 1
12 ,

1
10 ]. Hence, we may extend g̃ by gluing in a rotationally symmetric

cap.

We now analyze the curvature of the surgically modified metric g̃. It su�ces to consider

the case when z > 0 is small. In this region, g̃ = e
�2'

g. Let {e1, . . . , en} denote a local

orthonormal frame with respect to the metric g. If we put ẽi = e
'
ei, then {ẽ1, . . . , ẽn} is

an orthonormal frame with respect to the metric g̃. We will express geometric quantities

associated with the metric g relative to the frame {e1, . . . , en}, while geometric quantities

associated with g̃ will be expressed in terms of {ẽ1, . . . , ẽn}. With this understood, the

curvature tensor after surgery is related to the curvature tensor before surgery by the formula

R̃ = e
2'
R + e

2'(r2
'+ d'⌦ d'� 1

2
|d'|2id) ? id.
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This implies

|R̃�R� z
�4
e
� 1

z (dz ⌦ dz) ? id| ⌧ z
�4
e
� 1

z

for z > 0 su�ciently small. Consequently, S(R̃) > S(R) if z > 0 is su�ciently small. Since

the metric g is close to the cylindrical metric, we obtain

|R� 1

2
(id� 2z ⌦ z) ? id| ⌧ 1,

hence

|R̃� (1� z
�4
e
� 1

z )R� 1

2
z
�4
e
� 1

z id ? id|

 |R̃�R� z
�4
e
� 1

z (dz ⌦ dz) ? id|+ z
�4
e
� 1

z |R� 1

2
(id� 2z ⌦ z) ? id|

⌧ z
�4
e
� 1

z

for z > 0 su�ciently small. Therefore, we may write

R̃ = (1� z
�4
e
� 1

z )R + z
�4
e
� 1

zS,

where |S � 1
2 id ? id| ⌧ 1 for z > 0 su�ciently small. Consequently, S 2 h

2Ft if z > 0 is

su�ciently small. Moreover, R 2 h
2Ft in view of our assumption. Since Ft is a convex set,

we conclude that R̃ 2 h
2Ft if z > 0 is su�ciently small. This easily implies that R̃ 2 h

2Ft

for all z 2 (0, 10). ⇤

5. The standard solution

We recall some basic facts concerning the so-called standard solution in this section. The

standard solution is used to model the evolution of a cap that is glued in during a surgery

procedure. More precisely, suppose that (Sn�1 ⇥ R, g(t)), t < 0, is a family of shrinking

cylinders, normalized so that Sg(t) =
1

1� 2t
n�1

for t < 0. Suppose that we perform surgery at

time t = 0, i.e., we remove a half-cylinder and glue in a cap that is rotationally symmetric

and has positive curvature. This gives a rotationally symmetric metric g(0) on Rn. The

standard solution is obtained by evolving the manifold (Rn
, g(0)) under the Ricci flow.

The following results were proved by Perelman [25] in dimension 3 and were extended to

higher dimensions in [12].

Theorem 5.1 (cf. G. Perelman [25, §2]; B. L. Chen, X. P. Zhu [12, Th. A.1]). There exists

a complete solution (Rn
, g(t)), t 2 [0, n�1

2 ), to the Ricci flow with the following properties:

(i) The initial manifold (Rn
, g(0)) is isometric to a standard cylinder with scalar curvature

1 outside of a compact set, and this compact set is isometric to the cap used in the

surgery procedure.

(ii) For each t 2 [0, n�1
2 ), the manifold (Rn

, g(t)) is rotationally symmetric.
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(iii) For each t 2 [0, n�1
2 ), the manifold (Rn

, g(t)) is asymptotic to a cylinder with scalar

curvature 1
1� 2t

n�1

at infinity.

(iv) The scalar curvature is bounded from below by 1
Kstad(1� 2t

n�1 )
, where Kstnd is a positive

constant that depends only on n.

(v) For each t 2 [0, n�1
2 ), the manifold (Rn

, g(t)) is weakly PIC2 and satisfies R� ✓S id �̂
id 2 PIC for some constant ✓ > 0 that depends only on n.

(vi) The flow (Rn
, g(t)) is -noncollapsed for some constant  > 0 that depends only on n.

(vii) There exists a function ! : [0,1) ! (0,1) such that

S(x, t)  S(y, t)!(S(y, t)dg(t)(x, y)
2)

for all points x, y and all t 2 [0, n�1
2 ).

Proof. The statements (i), (ii), (iii), (iv), (vi) and (vii) are established in [12, App. A].

Moreover, it is shown in [12] that (Rn
, g(t)) has nonnegative curvature operator. Hence, it

remains to show that R� ✓S id �̂ id 2 PIC.

Observe that the initial manifold (Rn
, g(0)) is uniformly PIC. Moreover, on the initial

manifold (Rn
, g(0)), the sum of the two smallest eigenvalues of the Ricci tensor has a lower

bound, a small multiple of the scalar curvature. Hence, 9 a cone C such that the curvature

tensor of (Rn
, g(0)) lies in it (cf. S. Brendle [6. Sec.5]). By Hamilton’s PDE-ODE principle

([14, Th. 12.34]), the curvature tensor of (Rn
, g(t)) lies in C for each t � 0. Consequently,

the curvature tensor of R� ✓S id �̂ id 2 PIC. ⇤

It turns out that the standard solution satisfies a Canonical Neighborhood Property:

Theorem 5.2 (cf. G. Perelman [25]; B. L. Chen, X. P. Zhu [12, Cor. A.2]). Given a small

number "̃ > 0 and a large number A0 > 0, 9↵ 2 [0, n�1
2 ) with the following property: If (x0, t0)

is a point on the standard solution such that t0 2 [↵, n�1
2 ), then the parabolic neighborhood

P (x0, t0, A0S(x0, t0)�
1
2 ,�A0S(x0, t0)�1) is, after scaling by the factor S(x0, t0), "̃-close to the

corresponding subset of a noncompact ancient 0-solution satisfying R� ✓S id �̂ id 2 PIC.

Proof. Suppose not. Then 9 a sequence of points (xj, tj) on the standard solution such that

tj ! n�1
2 and the parabolic neighborhood P (x0, t0, A0S(x0, t0)�

1
2 ,�A0S(x0, t0)�1) is not "̃-

close to the corresponding subset of a noncompact ancient 0-solution satisfying R�✓S id�̂
id 2 PIC.

Dilating the solution around the point (xj, tj) by the factor S(xj, tj), property (vii) in

Theorem 5.1 and the Harnack inequality (cf. Theorem 1.3) shows that the rescaled flows

converge to a complete, noncompact ancient solution (M1
, g

1(t)). The limiting ancient

solution (M1
, g

1(t)) is weakly PIC2 and satisfies R � ✓S id �̂ id 2 PIC. Moreover, the

limiting ancient solution is 0-noncollapsed.
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By Theorem 1.3, the standard solution satisfies the Harnack inequality

@tS + 2hrS, vi+ 2Ric(v, v) +
1

t
S � 0

for t 2 (0, n�1
2 ). Consequently, the limiting ancient solution (M1

, g
1(t)) satisfies

@tS + 2hrS, vi+ 2Ric(v, v) � 0.

By Brendle’s previous work (cf. S. Brendle [6, Prop 6.11]), (M1
, g

1(t)) has bounded curva-

ture. Thus, (M1
, g

1(t)) is a noncompact ancient 0-solution satisfying R�✓S id�̂id 2 PIC,

which contradicts the assumption. ⇤

Corollary 5.3 (cf. G. Perelman [25]; B. L. Chen, X. P. Zhu [12, Cor. A.2]). Given " > 0,

9 positive constants C1 = C1(n, ") and C2 = C2(n, ") such that the following holds: For each

point (x0, t0) on the standard solution, there exists a neighborhood B of x0 such that

Bg(t0)(x0, C
�1
1 S(x0, t0)

� 1
2 ) ⇢ B ⇢ Bg(t0)(x0, C1S(x0, t0)

� 1
2 )

and

C
�1
2 S(x0, t0)  S(x, t0)  C2S(x0, t0) 8 x 2 B.

Moreover, B is either a strong "-neck with center at x0 or a 4"-cap. Finally, |rS|  ⌘S
3
2

and |@tS|  ⌘S
2 in B.

Proof. If t0 is su�ciently close to n�1
2 (depending on "), this follows from Theorems 5.2

together with 1.12. If t0 is bounded away from n�1
2 , this follows from the fact that the

standard solution is asymptotic to a cylinder at infinity. ⇤

Finally, we state a lemma that will be needed later.

Lemma 5.4. Given ↵ 2 [0, n�1
2 ) and l > 0, there exists a large number A = A(↵, l) with

the following property: Suppose that t1 2 [0,↵] and � is a space-time curve on the stan-

dard solution (parametrized by the interval [0, t1]) such that �(0) lies on the cap at time

0, and
R t1
0 |�0(t)|2g(t)dt  l. Then the curve � is contained in the parabolic neighborhood

P (�(0), 0, A2 , t1).

Proof. By
R t1
0 |�0(t)|2g(t)dt  l and Hölder’s inequality, we obtain

R t1
0 |�0(t)|g(t)dt  ↵

1
2 l

1
2 . Then

A = 100↵
1
2 l

1
2 is what we want. ⇤

6. A priori estimates for Ricci flow with surgery

We give the definition of Ricci flow with surgery in this section. Moreover, we discuss

how Perelman’s noncollapsing estimate and the Canonical Neighborhood Theorem can be

extended to Ricci flow with surgery. In the follwing, we fix a compact initial manifold of

dimension n � 12 that has positive isotropic curvature and does not contain any nontrivial
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incompressible (n � 1)-dimensional space forms. Let {Ft|t 2 [0, T ]} be a family of con-

vex, closed, O(n)-invariant sets such that the family {Ft|t 2 [0, T ]} is invariant under the

Hamilton ODE d
dtS = Q(S); the curvature tensor of (M, g0) lies in F0; and

Ft ⇢ {R|R� ✓S id �̂ id 2 PIC}

\ {R|R + f(S)id �̂ id 2 PIC2}

for all t 2 [0, T ], where f is a concave and increasing function satisfying lims!1
f(s)
s = 0,

and ✓ and N are positive numbers.

The key is that having fixed ✓, we can find a universal constant 0 such that the conclusion

of Theorem 1.12 holds. Moreover, we fix a constant ⌘ such that the conclusions of Corollary

2.4 and Corollary 5.3 hold. In other words, we have |rS|  ⌘S
3
2 and |@tS|  ⌘S

2 on any

ancient -solution, and the same inequalities hold on the standard solution.

Let us choose a small positive number " > 0. Then we fix constants C1 = C1(n, ✓, ") and

C2 = C2(n, ✓, ") such that the conclusions of Corollaries 1.14 and 5.3 hold.

Definition. A Ricci flow with surgery on the intcrval [0, T ) consists of the following data:

• A decomposition of [0, T ) into a disjoint union of finitely many subintervals [t�k , t
+
k ), 0 

k  l. That is to say, t�0 = 0, t+l = T and t
�
k = t

+
k�1 for 1  k  l

• A collection of smooth Ricci flows (M (k)
, g

(k)(t)), defined on t 2 [t�k , t
+
k ) and become

singular as t ! t
+
k for 0  k  l � 1.

• Positive numbers ", r, �, h such that �  " and h  �r. These are referred to as the

surgery parameters.

For each 0  k  l � 1, let ⌦(k) = {x 2 M
(k)| lim supt!t+k

S(x, t) < 1}. We assume that

the following conditions are satisfied:

• The manifold (M (0)
, g

(0)(0)) is isometric to the given initial manifold (M, g0).

• The manifold (M (k)
, g

(k)(t�k )) is obtained from (M (k�1)
, g

(k�1)(t+k�1)) by performing

surgery on finitely many necks. For each neck on which we perform surgery, we can

find a point (x0, t0) at the center of that neck such that S(x0, t0) = h
�2; moreover, the

parabolic neighborhood P (x0, t0, �
�1
h,��

�1
h
2) is surgery-free and is a strong �-neck.

• After each surgery, we discard all double 4"-horns and all capped 4"-horns. Moreover,

we remove all connected components that are di↵eomorphic to Sn
/�.

• Each flow (M (k)
, g

(k)(t)) satisfies the Canonical Neighborhood Property with accuracy

4" on all scales less than r. In other words, if (x0, t0) is an arbitrary point in space-

time satisfying S(x0, t0) � r
�2, then 9 a neighborhood B of x0 such that

Bg(t0)(x0, (8C1)
�1
S(x0, t0)

� 1
2 ) ⇢ B ⇢ Bg(t0)(x0, 8C1S(x0, t0)

� 1
2 )

and

(8C2)
�1
S(x0, t0)  S(x, t0)  8C2S(x0, t0) 8 x 2 B.
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Moreover, B is either a strong 4"-neck with center at x0 or a 4"-cap.

• If (x0, t0) is an arbitrary point in space-time satisfying S(x0, t0) � r
�2, then |rS| 

4⌘S
3
2 and |@tS|  4⌘S2 at (x0, t0).

Note that the manifold M
(k) may have multiple connected components. In the following,

we will write the surgically modified solution simply as g(t). However, it is important to

remember that the underlying manifold changes across surgery times.

In the first step, we prove an upper bound for the length of the time interval on which the

solution is defined.

Proposition 6.1. Suppose that we have a Ricci flow with surgery starting from (M, g0) that

is defined on [0, T ). Then T  n
2 infx2M S(x,0) .

Proof. Note that the function

t 7! n

2 infx2M S(x, t)
+ t

is monotone decreasing under smooth Ricci flow by the maximum principle. Also, this

function is monotone decreasing across surgery times by Proposition 4.2. Therefore, this

function is monotone decreasing under Ricci flow with surgery. ⇤

Proposition 6.2. Let f , ✓ be as above, and let g(t) be a Ricci flow with surgery starting

from (M, g0). Then (M, g(t)) has (f, ✓)-pinched curvature.

Proof. By Theorem 1.1 and Hamilton’s PDE-ODE principle (cf. [15, Th. 3] or [14, Th.

10.16]), the property that the curvature tensor of g(t) lies in Ft is preserved by the Ricci

flow. By Proposition 4.2, the property that the curvature tensor lies in Ft is preserved under

surgery. Therefore, the property that the curvature tensor of g(t) lies in Ft is preserved

under Ricci flow with surgery. ⇤

Proposition 6.3. Let g(t) be a Ricci flow with surgery, and let ", r, �, h denote the surgery

parameters. Choose (x0, t0) to be a point in space-time and let r0 be a positive real number

such that t0 � r
2
0 and S(x, t)  r

�2
0 8 (x, t) 2 P (x0, t0, r0,�r

2
0). Then |rm

R|  C(n,m)r�m�2
0

at the point (x0, t0).

Proof. If the parabolic neighborhood P (x0, t0,
r0
2 ,�

r20
4 ) is surgery-free, this follows from the

classical Shi estimate (cf. [26]). Then suppose that the parabolic neighborhood P (x0, t0,
r0
2 ,�

r20
4 )

does contain surgeries. At each point modified by surgery, the scalar curvature is at least
1
4h

�2. Consequently, 1
4h

�2  r
�2
0 . The classical Shi estimate (cf. [26]) implies |rm

R| 
C(n,m)h�m�2  C(n,m)r�m�2

0 on each strong neck on which we perform surgery. More-

over, |rm
R|  C(n,m)h�m�2  C(n,m)r�m�2

0 at each point modified by surgery. The

assertion now follows from Theorem 3.29 in [22]. ⇤
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Proposition 6.4 (cf. G. Perelman [25, Lemma 4.5]). Fix " > 0 small, ↵ 2 [0, n�1
2 ), and

A > 1. Then 9 �̄(↵, A) > 0 with the following property: Suppose that we have a Ricci flow

with surgery with parameters ", r, �, h, where �  �̄. Let T0 2 [0, T ) be a surgery time, and

let x0 be a point that lies on a gluing cap at time T0. Let T1 = min{T, T0 + ↵h
2}. Then one

of the following statements holds:

(i) The flow is defined on the parabolic neighborhood P (x0, T0, Ah, T1 � T0). Furthermore,

after dilating the flow by h
�2 and shifting time T0 to 0, P (x0, T0, Ah, T1 � T0) is A

�1-

close to the corresponding subset of the standard solution.

(ii) There exists a surgery time t
+ 2 (T0, T1) such that the flow is defined on the parabolic

neighborhood P (x0, T0, Ah, t
+ � T0). Furthermore, after dilating by the factor h

�2,

P (x0, T0, Ah, t
+�T0) is A�1-close to the corresponding subset of the standard solution.

Finally, for each point x 2 Bg(T0)(x0, Ah), the flow exists exactly until time t
+.

Proof. Same as the proof of Lemma 4.5 in Perelman’s paper [25]. We omit the details. ⇤

As in Perelman’s work [25], it is crucial to establish a noncollapsing estimate in the presence

of surgeries.

Definition. Given a Ricci flow with surgery, the flow is said to be -noncollapsed on scales

less than ⇢ if the following holds: If (x0, t0) is a point in space-time, r0 is a positive number

such that r0  ⇢ and S(x, t)  r
�2
0 8 (x, t) 2 P (x0, t0, r0,�r

2
0) for which the flow is defined,

then volg(t0)(Bg(t0)(x0, r0)) � r
n
0 .

As in Perelman’s work [25], the noncollapsing estimate for Ricci flow with surgery will

follow from the monotonicity formula for the reduced volume.

Definition. Given a Ricci flow with surgery, a curve in space-time is said to be admissible if

it stays in the region una↵ected by surgery. A curve in space-time is called barely admissible

if it is on the boundary of the set of admissible curves.

Lemma 6.5 (cf. G. Perelman [25, Lemma 5.3]). Fix ", r, L. Then there exists a real number

�̄(r, L) > 0 such that the following holds: Given a Ricci flow with surgery with parameters

", r, �, h, where �  �̄, let (x0, t0) be a point in space-time such that S(x0, t0)  r
�2, and let

T0 < t0 be a surgery time. Fix � to be a barely admissible curve, which is parametrized by

the interval [T0, t0], such that �(t0) = x0, and �(T0) lies on the boundary of a surgical cap at

time T0. Then Z t0

T0

p
t0 � t(S(�(t), t) + |�0(t)|2g(t))dt � L.

Proof. We argue by contradiction. Recall that we have the key estimate |rS|  4⌘S
3
2

and |@tS|  4⌘S2 whenever S � r
�2. Since S(x0, t0)  r

�2, it follows that S  4r�2
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in P (x0, t0,
r

100⌘ ,�
r2

100⌘ ). Let � be a barely admissible curve in space-time satisfying the

assumptions we need and suppose that

Z t0

T0

p
t0 � t(S(�(t), t) + |�0(t)|2g(t))dt < L.

Then
R t0
t0�⌧ |�

0|g(t)dt < (2L)
1
2 ⌧

1
4 for ⌧ > 0 follows from Hölder’s inequality and the positivity

of the scalar curvature. Hence, we can find a real number ⌧(r, L) 2 (0, r2

100⌘ ) such that

�
��
[t0�⌧,t0]

is contained in the parabolic neighborhood P (x0, t0,
r

100⌘ ,�
r2

100⌘ ), which implies

S(�(t), t)  4r�2 8 t 2 [t0 � ⌧, t0].

Having fixed ⌧ , we define real numbers ↵ 2 [0, n�1
2 ) and l > 0 by the relations

8
<

:

(n�1)
p
⌧

4Kstnd
| log(1� 2↵

n�1)| = L

l
2

p
⌧ = L

,

where Kstnd is a positive constant appering in the standard solution, which depends only on

dimension n. Having chosen ↵ and l, we choose a large constant A so that the conclusion of

Lemma 5.4 holds. Having fixed ↵ and A, we choose �̄ so that the conclusion of Proposition

6.4 holds. Moreover, by choosing �̄ small enough, we can settle that Kstnd�̄
2  1

16 .

Assume that �  �̄ in the following. Let T1 2 [T0, T0+↵h
2] denote the largest number with

the property that �
��
[T0,T1]

is contained in the parabolic neighborhood P (�(T0), T0, Ah,↵h
2).

By Proposition 6.4, the parabolic neighborhood P (�(T0), T0, Ah, T1 � T0) is close to the

corresponding subset of the standard solution. Since h  �r, we conclude that

S(�(t), t) � 1

2Kstnd(h2 � 2(t�T0)
n�1 )

� 1

2Kstnd�
2r2

� 8r�2 8 t 2 [T0, T1].

Since S(�(t), t)  4r�2 8 t 2 [t0� ⌧, t0], the intervals [T0, T1] and [t0� ⌧, t0] are disjoint. That

is to say, T1  t0 � ⌧ . We distinguish two cases:

Case 1: Suppose that T1 < T0 + ↵h
2. Then �

��
[T0,T1]

lies in the the parabolic neighborhood

P (�(T0), T0, Ah,↵h
2). Since P (�(T0), T0, Ah, T1 � T0) is close to the corresponding

subset of the standard solution, combining Lemma 5.4 and the fact that
R
|�0(t)|2g(t)dt

is invariant under scaling shows that

Z T1

T0

|�0(t)|2g(t)dt �
l

2
.
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It follows that

L >

Z T1

T0

p
t0 � t(S(�(t), t) + |�0(t)|2g(t))dt

�
p
⌧

Z T1

T0

|�0(t)|2g(t)dt

� l

2

p
⌧

,

which contradicts to the choice of l.

Case 2: Suppose that T1 = T0 + ↵h
2. Then

L >

Z T1

T0

p
t0 � t(S(�(t), t) + |�0(t)|2g(t))dt

�
p
⌧

Z T1

T0

S(�(t), t)dt

�
p
⌧

Z T1

T0

1

2Kstnd(h2 � 2(t�T0)
n�1 )

dt

=
(n� 1)

p
⌧

4Kstnd
| log(1� 2↵

n� 1
)|

,

which contradicts to the choice of ↵.

⇤

Proposition 6.6 (cf. G. Perelman [25, Lemma 5.2]). Fix a small number " > 0. Then

there exists a positive number  and a positive function �̃(·) with the following property:

Given a Ricci flow with surgery with parameters ", r, �, h, where �  �̃(r), then the flow is

-noncollapsed on all scales less than ".

Note that the constant  in the noncollapsing estimate may depend on the initial data,

but it is independent of the surgery parameters ", r, �, h.

Proof. Let (x0, t0) be a point in space-time and consider a positive number r0  " so that

S(x, t)  r
�2
0 8 (x, t) 2 P (x0, t0, r0,�r

2
0) for which the flow is defined. It su�ces to show that

volg(t0)(Bg(t0)(x0, r0)) � r
n
0 for some uniform constant  > 0. We disuss the following three

cases:

Case 1. Suppose that S(x0, t0) � r
�2. Then Canonical Neighborhood Assumption leads to

the desired result.

Case 2. Suppose that the parabolic neighborhood P (x0, t0,
r0
2 ,�

r20
4 ) contains points modified

by surgery. Say (x, t) to be one of such point. Then 1
4h

�2  S(x, t)  r
�2
0 , r0 

2h. It implies that volg(t0)(Bg(t0)(x,
r0
100)) � r

n
0 for some uniform constant  > 0.

Therefore volg(t0)(Bg(t0)(x0, r0)) � volg(t0)(Bg(t0)(x,
r0
4 )) � volg(t0)(Bg(t0)(x,

r0
100)) �

r
n
0 .
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Case 3. Suppose that S(x0, t0)  r
�2 and the parabolic neighborhood P (x0, t0,

r0
2 ,�

r20
4 ) is

surgery-free. First notice that t0 has upper bound by Proposition 6.1. Also, by

Lemma 6.5, there exists a positive function �̃(·) such that the following holds: Sup-

pose that the surgery parameters satisfy �  �̃(r), T0 < t0 is a surgery time and � is

a barely admissible curve parametrized by the interval [T0, t0] such that �(t0) = x0,

and �(T0) lies on the boundary of a surgical cap at time T0. Then
Z t0

T0

p
t0 � t(S(�(t), t) + |�0(t)|2g(t))dt � 8n

p
t0.

Thus, if �  �(r), then every barely admissible curve has reduced length greater

than 2n.

In the following, we assume that �  �̃(r). For t < t0, we denote by `(x, t)

the reduced distance from (x0, t0), i.e., the infimum of the reduced length over all

admissible curves joining (x, t) and (x0, t0). Let us claim that infx `(x, t)  n
2 8 t < t0,

which is clearly true if t is su�ciently close to t0. Now, if `(x, t) < 2n for some point

(x, t) in space-time, then the reduced length is attained by a strictly admissible

curve. Hence, a work of Perelmann (cf. [23, §7]) shows that

@t` � �`+
1

t0 � t
(`� n

2
)

whenever ` < 2n. The disired result follows from the maximum principle.

In particular, there exists a point y 2 M such that `(y, ")  n
2 . Therefore, we can

find a radius ⇢ > 0 such that supx2Bg(0)(y,⇢)
`(x, 0)  n. Note that ⇢ depends only

on " and the initial data (M, g0), but not on the surgery parameters. Hence, for

each point x 2 Bg(0)(y, ⇢), the reduced distance is attained by a strictly admissible

curve, and this curve must be an L-geodesic.
Given a tangent vector v at (x0, t0), let �v(t) = Lt,t0 expx0

(v) be the L-geodesic
satisfying limt!t0

p
t0 � t�

0
v(t) = v. Notice that �v(t) may not be defined on the

entire interval [0, t0) due to the presence of surgeries.

Let V := {v 2 (Tx0M, g(t0))
���v is defined on [0, t0), �v has minimal L-length, �v(0) 2

Bg(0)(y, ⇢)}. From aforementioned discussion, the map L0,t0 expx0
: V ! Bg(0)(y, ⇢)

is onto. For each t 2 [0, t0), we define

V (t) =

Z

V
(t0 � t)�

n
2 e

�`(�v(t),t)Jv(t),

where Jv(t) = det(DLt,t0 expx0
)v denotes the Jacobian determinant of the L- expo-

nential map, and the integration is with respect to the standard Lebesgue measure

on the tangent space (Tx0M, g(t0)). For each tangent vector v 2 V , Perelman’s

Jacobian comparison theorem (cf. [23, §7]) implies that the function t 7! (t0 �
t)�

n
2 e

�`(�v(t),t)Jv(t) is monotone increasing. Moreover, limt!t0(t0�t)�
n
2 e

�`(�v(t),t)Jv(t) =
31



2ne�|v|2 8 v 2 V . The monotonicity property for the Jacobian determinant implies

that the function t 7! V (t) is monotone increasing.

First, we estimate the reduced volume from below in terms of the initial data.

Since `(x, 0)  n for all points x 2 Bg(0)(y, ⇢), there exists a uniform lower bound

for V (0):

V (0) =

Z

V
t
�n

2
0 e

�`(�v(0),0)Jv(0)

�
Z

Bg(0)(y,⇢)

t
�n

2
0 e

�`(x,0)
dvolg(0)(x)

� t
�n

2
0 e

�n
volg(0)(Bg(0)(y, ⇢))

.

Next, we estimate the reduced volume from above. By assumption, S  r
�2
0

in the surgery-free parabolic neighborhood P (x0, t0,
r0
2 ,�

r20
4 ). Shi’s interior deriv-

ative (cf. [26]) estimates shows that |rR|  C(n)r�3
0 and |r2

R|  C(n)r�4
0 in

P (x0, t0,
r0
4 ,�

r20
16). Using the L-geodesic equation, we conclude that there exists a

small positive constant µ(n), depending only on dimension, with the following prop-

erty: if t̄ 2 [t0 � µ(n)r20, t0) and |v|  r0
32

p
t0�t

, then
p
t0 � t|�0

v(t)|g(t)  r0
16

p
t0�t

and

�v(t) 2 Bg(t0)(x0,
r0

p
t0�t

4
p
t0�t

) ⇢ Bg(t0)(x0,
r0
4 ) 8 t 2 [t̄, t0), which leads to

V (0)  V (t̄)


Z

{v2V
��|v| r0

32
p

t0�t
}
(t0 � t̄)�

n
2 e

�`(�v(t̄),t̄)Jv(t̄)

+

Z

{v2V
��|v|� r0

32
p

t0�t
}
(t0 � t̄)�

n
2 e

�`(�v(t̄),t̄)Jv(t̄)


Z

{v2V
��|v| r0

32
p

t0�t
}
(t0 � t̄)�

n
2 Jv(t̄) +

Z

{v2V
��|v|� r0

32
p

t0�t
}
2ne�|v|2

 (t0 � t̄)�
n
2 volg(t)(Bg(t0)(x0,

r0

4
)) +

Z

{v2V
��|v|� r0

32
p

t0�t
}
2ne�|v|2

for all t̄ 2 [t0 � µ(n)r20, t0).

Now, putting the aforementioned estimates together gives

(t0 � t̄)�
n
2 volg(t)(Bg(t0)(x0,

r0

4
)) � t

�n
2

0 e
�n

volg(0)(Bg(0)(y, ⇢))�
Z

{v2V
��|v|� r0

32
p

t0�t
}
2ne�|v|2

for all t̄ 2 [t0 � µ(n)r20, t0). Finally, we select t̄ 2 [t0 � µ(n)r20, t0) such that t0 � t̄

is a fixed, small multiple of r20, and the quantity is a small, but fixed, multiple of ,

and the quantity

t
�n

2
0 e

�n
volg(0)(Bg(0)(y, ⇢))�

Z

{v2V
��|v|� r0

32
p

t0�t
}
2ne�|v|2
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has a positive lower bound. Such choice of t̄ gives the desired lower bound for

r
�n
0 volg(t0)(Bg(t0)(x,

r0
4 )).

⇤

We now state the main result of this section. This result guarantees that, for a suit-

able choice of ", r̂, �̂, every Ricci flow with surgery with parameters ", r̂, �̂, h will satisfy the

Canonical Neighborhood Property with accuracy 2" on all scales less than 2r̂.

Theorem 6.7 (cf. G. Perelman [25, §5])). Fix a small number " > 0. There exists positive

numbers r̂ and �̂ with the following property: Given a Ricci flow with surgery with parameters

", r̂, �̂, h which is defined on some interval [0, T ), suppose that (x0, t0) is an arbitrary point

in space-time satisfying S(x0, t0) � (2r̂)�2. Then 9 a neighborhood B of x0 such that

Bg(t0)(x0, (2C1)
�1
S(x0, t0)

� 1
2 ) ⇢ B ⇢ Bg(t0)(x0, 2C1S(x0, t0)

� 1
2 )

and

(2C2)
�1
S(x0, t0)  S(x, t0)  2C2S(x0, t0) 8 x 2 B.

Moreover, B is either a strong 2"-neck with center at x0 or a 2"-cap. Finally, |rS|  2⌘S
3
2

and |@tS|  2⌘S2 at (x0, t0).

Proof. Assuming the opposite, suppose that there exists a sequence of Ricci flows with

surgery M(j) and a sequence of points (xj, tj) in space-time with the following properties:

(i) The flow M(j) is defined on the time interval [0, Tj) and has surgery parameters

", r̂j, hj, �̂j, where r̂j  1
j and �̂j  min{�̃(r̂j), 1j }. Here, �̃(·) is the function introduced

in Proposition 6.6.

(ii) Qj := S(xj, tj) � (2r̂j)�2.

(iii) The point (xj, tj) does not satisfy the conclusion of Theorem 6.7.

Note that the Property (iii) means that at least one of the following statements is true:

(1) There does not exist a neighborhood B of x0 so that

Bg(t0)(x0, (2C1)
�1
S(x0, t0)

� 1
2 ) ⇢ B ⇢ Bg(t0)(x0, 2C1S(x0, t0)

� 1
2 )

and

(2C2)
�1
S(x0, t0)  S(x, t0)  2C2S(x0, t0) 8 x 2 B,

and such that B is either a strong 2"-neck with center at x0 or a 2"-cap.

(2) |rS| > 2⌘S
3
2 at (xj, tj).

(3) |@tS| > 2⌘S2 at (xj, tj).

The proof will contain several steps:
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Step 1. By definition, we have |rS|  4⌘S
3
2 and |@tS|  4⌘S2 for each point (x, t) in space-

time satisfying S(x, t) � 4Qj � r̂
�2
j . Moreover, by Proposition 6.6, the flow M(j) is

-noncollapsed on scales less than " for some uniform constant  that may depend

on the initial data, but it is independent of j.

Step 2. Suppose that (x0, t0) is a point in space-time satisfying S(x0, t0) + Qj  r
�2
0 . Then

the pointwise curvature derivative estimate show that S  8r�2
0 in the parabolic

neighborhood P (x0, t0,
r0

100⌘ ,�
r20

100⌘ ). And |rm
R|  C(n,m, ⌘)r�m�2

0 at the point

(x0, t0) follows from Proposition 6.3. Furthermore, volg(t0)(Bg(t0)(x0, r0)) � r
n
0 for

some uniform constant  that is independent of j due to Proposition 6.6.

Step 3. The goal is to establish a long-range curvature estimate. Given any ⇢ > 0, we set

M(⇢) = lim sup
j!1

sup

x2Bg(tj)
(xj ,⇢Q

� 1
2

j )

Q
�1
j S(x, tj).

The pointwise curvature derivative estimate implies that M(⇢)  16 for 0 < ⇢ <
1

100⌘ .

We claim that M(⇢) < 1 for all ⇢ > 0. Suppose not, say

⇢
⇤ := sup{⇢ � 0

��M(⇢) < 1} < 1.

Note that 9 an upper bound for the curvature in the geodesic ball Bg(tj)(xj, ⇢Q
� 1

2
j )

8 ⇢ < ⇢
⇤ by the definition of ⇢⇤. As a result of Step 2, we derive upper bounds for all

the covariant derivatives of the curvature tensor in the geodesic ball Bg(tj)(xj, ⇢Q
� 1

2
j )

8 ⇢ < ⇢
⇤. Also, the noncollapsing estimate in Step 2 gives a lower bound for the

volume. Rescaling around (xj, tj) by the factor Qj and passing to the limit as

j ! 1, we obtain an incomplete manifold (B1
, g

1) which is weakly PIC2 (cf. [22,

Th. 5.6]).

According to the definition of ⇢⇤, 9 a sequence of points yj such that

⇢j := Q
1
2
j dg(tj)(xj, yj) ! ⇢

⇤ and Q
�1
j S(yj, tj) ! 1.

Let �j : [0, ⇢jQ
� 1

2
j ] ! (M, g(tj)) be a unit-speed geodesic such that �j(0) = xj and

�j(⇢jQ
� 1

2
j ) = yj, and let �1 : [0, ⇢⇤) ! (B1

, g
1) denote the limit of �j. Since

|rS|  4⌘S
3
2 , we have

Sg1(�1(s)) = lim
j!1

Q
�1
j S(�j(sQ

� 1
2

j ), tj) � (2⌘(⇢⇤ � s))�2 � 100 8 s 2 [⇢⇤ � 1

100⌘
, ⇢

⇤).

Consider a real number s̄ 2 [⇢⇤ � 1
100⌘ , ⇢

⇤) such that 64C1⌘(⇢⇤ � s̄)  s̄. We

claim that �j(s̄Q
� 1

2
j ) lies at the center of a strong 4"-neck if j is su�ciently large

(depending on s̄). Indeed, if j is su�ciently large, then the Canonical Neighborhood

Assumption implies that the point (�j(s̄Q
� 1

2
j ), tj) has a Canonical Neighborhood

that is either a strong 4"-neck or a 4"-cap. Moreover, the Canonical Neighborhood

is contained in a geodesic ball around �j(s̄Q
� 1

2
j ) of radius 8C1S(�j(s̄Q

� 1
2

j ), tj)�
1
2 , and
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the scalar curvature is at most 8C2S(�j(s̄Q
� 1

2
j ), tj) at each point in the Canonical

Neighborhood. Since M(s̄) < 1, we derive limj!1(S(�j(s̄Q
� 1

2
j ), tj))�1

S(yj, tj) = 1.

Consequently, S(yj, tj) � 16C2S(�j(s̄Q
� 1

2
j ), tj) if j is su�ciently large. It follows

that the Canonical Neighborhood does not contain the point yj if j is su�ciently

large. Next, observe that 32C1Sg1(�1(s̄))�
1
2  64C1⌘(⇢⇤ � s̄)  s̄, which implies

that 16C1S(�j(s̄Q
� 1

2
j ), tj)�

1
2  s̄Q

� 1
2

j if j is su�ciently large. Hence, if j is su�-

ciently large, then the Canonical Neighborhood does not contain the point xj. If

the Canonical Neighborhood of (�j(s̄Q
� 1

2
j ), tj) is a 4"-cap, then the geodesic �j must

enter and exit this 4"-cap, which is impossible since �j minimizes length. That is

to say, if j is su�ciently large (depending on s̄), then the point (�j(s̄Q
� 1

2
j ), tj) has

a Canonical Neighborhood that is a strong 4"-neck. In particular, if j is su�ciently

large (depending on s̄ ), then

|rS|  C(n)"S
3
2 at the point (�j(s̄Q

� 1
2

j ), tj).

Passing to the limit as j ! 1, we conclude that |rSg1 |  C(n)"S
3
2
g1 at the point

�1(s̄). Integrating this estimate along �1 gives Sg1(�1(s̄)) � (C(n)"(⇢⇤ � s̄))�2.

Moreover, since (�j(s̄Q
� 1

2
j ), tj) lies at the center of a strong 4"-neck for su�ciently

large j, the point �1(s̄) must lie on a strong C(n)"-neck in (B1
, g

1).

As in [23, §12.1], there is a sequence of rescalings that converges to a piece of a

nonflat metric cone in the limit. Let us fix a point on this metric cone. In view of

the preceding discussion, this point must lie on a strong C(n)"-neck. This gives a

locally defined solution to the Ricci flow that is weakly PIC2 and that, at the final

time, is a piece of nonflat metric cone, which contradicts Proposition 1.5.

Step 4. Now, we dilate the manifold (M, g(tj)) around the point xj by the factor Qj. By Step

3, we have uniform bounds for the curvature at bounded distance. The result in Step

2 shows that there exists bounds for all the covariant derivatives of the curvature

tensor at bounded distance. Using these estimates together with the noncollapsing

estimate in Step 2, we conclude that the rescaled manifolds converge in the Cheeger-

Gromov sense (cf. [10]) to a complete limit manifold (M1
, g

1). Since (M, g(tj))

has (f, ✓)-pinched curvature, the curvature tensor of (M1
, g

1) is weakly PIC2 and

satisfies R � ✓S id �̂ id 2 PIC. By the Canonical Neighborhood Assumption, we

conclude that every point in (M1
, g

1) with scalar curvature greater than 4 has a

neighborhood that is either a strong 8"-neck or a 8"-cap.

We claim that (M1
, g

1) has bounded curvature. Indeed, if there is a sequence

of points in (M1
, g

1) with curvature going to infinity, then (M1
, g

1) contains

a sequence of necks with radii converging to 0, which contradicts Proposition 1.9.

Therefore (M1
, g

1) has bounded curvature.
35



Step 5. We now extend the limit (M1
, g

1) backwards in time. By Step 4, the scalar curva-

ture of (M1
, g

1) is bounded from above by a constant ⇤ > 4. We claim that, given

any A > 1, the parabolic neighborhood

P (xj, tj, AQ
� 1

2
j ,� 1

100⌘⇤
Q

�1
j )

is surgery-free if j is su�ciently large.

To prove the claim, fix A > 1 and suppose that P (xj, tj, AQ
� 1

2
j ,� 1

100⌘⇤Q
�1
j ) con-

tains points modified by surgery. Let sj 2 [0, 1
100⌘⇤ ] be the largest number such

that P (xj, tj, AQ
� 1

2
j ,�sjQ

�1
j ) is surgery-free. If j is su�ciently large, the pointwise

curvature derivative estimate gives

sup

P (xj ,tj ,AQ
� 1

2
j ,�sjQ

�1
j )

S  2⇤Qj.

Since the scalar curvature is greater than 1
2h

�2
j at each point modified by surgery,

we deduce that 1
2h

�2
j  2⇤Qj if j is su�ciently large. In particular, sjQ

�1
j  1

10⌘h
2
j

if j is su�ciently large. Since �̂j ! 0, Proposition 6.4 implies that the parabolic

neighborhood P (xj, tj, AQ
� 1

2
j ,�sjQ

�1
j ) is, after dilating by the factor hj, arbitrarily

close to a piece of the standard solution when j is su�ciently large. Also, Corollary

5.3 shows that (xj, tj) lies on a 2"-neck or a 2"-cap when j is su�ciently large.

If (xj, tj) lies on an 2"-neck, then this neck is actually a strong 2"-neck, since we

are assuming that each �̂j-neck on which we perform surgery has a large backward

parabolic neighborhood that is surgery-free. Moreover, Corollary 5.3 implies that

|rS|  2⌘S
3
2 and |@tS|  2⌘S2 at the point (xj, tj). Therefore, the point (xj, tj)

satisfies the conclusion of Theorem 6.7, which contradicts property (iii). Thus, given

any A > 1, the parabolic neighborhood P (xj, tj, AQ
� 1

2
j ,� 1

100⌘⇤Q
�1
j ) is surgery-free if

j is su�ciently large.

Let ⌧1 := � 1
200⌘⇤ . In view of the preceding discussion, we may extend (M1

, g
1)

backwards in time to a complete solution (M1
, g

1(t)) that is defined for t 2 [⌧1, 0]

and satisfies ⇤1 := supt2[⌧1,0] supM1 Sg1(t)  2⇤.

Repeating this process, suppose that we can extend (M1
, g

1) backwards in time

to a complete solution (M1
, g

1(t)) that is defined for t 2 [⌧m, 0], and satisfies

⇤m := supt2[⌧m,0] supM1 Sg1(t)  21. Let ⌧m+1 := ⌧m � 1
200⌘⇤m

. The goal is to show

that the solution (M1
, g

1(t)) can be extended backward to the interval [⌧m+1, 0],

and ⇤m+1 := supt2[⌧m+1,0] supM1 Sg1(t)  2⇤m.

If it is not possible, then 9 a numberA > 1 with the property that P (xj, tj, AQ
� 1

2
j , (⌧m�

1
100⌘⇤m

)Q�1
j ) contains points modified by surgery for su�ciently large j. Let sj 2
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[0, 1
100⌘⇤m

] be the largest number such that P (xj, tj, AQ
� 1

2
j , (⌧m � sj)Q

�1
j ) is surgery-

free. If j is su�ciently large. the pointwise curvature derivative estimate gives

sup

P (xj ,tj ,AQ
� 1

2
j ,(⌧m�sj)Q

�1
j )

S  2⇤mQj.

Select ↵m 2 [0, n�1
2 ) so that ↵m

Kstnd(1� 2↵m
n�1 )

� 8⇤m(
1

100⌘⇤m
�⌧m). If (sj�⌧m)Q

�1
j � ↵mh

2
j

for su�ciently large j , then Proposition 6.4 together with the lower bound for the

scalar curvature on the standard solution (cf. Theorem 5.1) implies

sup

P (xj ,tj ,AQ
� 1

2
j ,(⌧m�sj)Q

�1
j )

S � ↵m

Kstnd(1� 2↵m
n�1 )

h
�2
j

� ↵m

2Kstnd(1� 2↵m
n�1 )

(sj � ⌧m)
�1
Qj

� 4⇤mQj

for su�ciently large j, which is impossible. Consequently, (sj � ⌧m)Q
�1
j  ↵mh

2
j for

su�ciently large j. Since �̂j ! 0, Proposition 6.4 implies that the parabolic neighbor-

hood P (xj, tj, AQ
� 1

2
j , (⌧m�sj)Q

�1
j ) is, after dilating by the factor hj, arbitrarily close

to a piece of the standard solution when j is su�ciently large. Also, Corollary 5.3

shows that (xj, tj) lies on a 2"-neck or a 2"-cap when j is su�ciently large. If (xj, tj)

lies on an 2"-neck, then this neck is actually a strong 2"-neck, since we are assuming

that each �̂j-neck on which we perform surgery has a large backward parabolic neigh-

borhood that is surgery-free. Moreover, Corollary 5.3 implies that |rS|  2⌘S
3
2 and

|@tS|  2⌘S2 at the point (xj, tj). Therefore, the point (xj, tj) satisfies the conclusion

of Theorem 6.7, which contradicts property (iii). Thus, the flow (M1
, g

1(t)) can

be extended backward to the interval [⌧m+1, 0], where ⌧m+1 := ⌧m � 1
200⌘⇤m

, and we

have ⇤m+1 := supt2[⌧m+1,0] supM1 Sg1(t)  2⇤m.

Step 6. Now, let ⌧ ⇤ = limm!1 ⌧m  � 1
100n⇤ . Standard diagonal sequence argument leads to

a complete, smooth limit flow (M1
, g

1(t)) that is defined on the interval (⌧ ⇤, 0] and

that has bounded curvature for each t 2 (⌧ ⇤, 0]. The goal is show that ⌧
⇤ = �1.

Suppose not, then limm!1(⌧m � ⌧m+1) = 0, hence limm!1 ⇤m = 1. Arguing as in

Step 6 in the proof of Theorem 7.1, we can show that the limit flow (M1
, g

1(t)), t 2
(⌧ ⇤, 0] has bounded curvature, which contradicts the fact that limm!1 ⇤m = 1.

Hence, ⌧ ⇤ = �1.

Step 7. As a consequence of Step 6, if we dilate the flow (M, g(t)) around the point (xj, tj)

by the factor Qj, then , after passing to a subsequence, the rescaled flows converge

to an ancient solution that is complete, has bounded curvature, is weakly PIC2, and

satisfies R � ✓S id �̂ id 2 PIC. By Proposition 6.6, the limiting ancient solution is

-noncollapsed for some  > 0 that depends only on the initial data.
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By Corollary 1.14, the point (xj, tj) has a Canonical Neighborhood that is either

a strong 2"-neck with center at xj; or a 2"-cap; or a closed manifold di↵eomorphic to

Sn
/�; or a quotient neck. Recall that we have discarded all connected components

that are di↵eomorphic to Sn
/�. Hence, the Canonical Neighborhood of (xj, tj) can-

not be a closed manifold di↵eomorphic to Sn
/�. If the Canonical Neighborhood of

(xj, tj) is a quotient neck, then Theorem A.1 in [5] implies that the underlying man-

ifold contains a nontrivial incompressible (n � 1)-dimensional space form, contrary

to our assumption. Consequently, the point (xj, tj) has a Canonical Neighborhood

that is either a strong 2"-neck with center at xj or a 2"-cap.

Finally, Corollary 2.4 implies that |rS|  2⌘S
3
2 and |@tS|  2⌘S2 at (xj, tj). In

summary, we have shown that the point (xj, tj) satisfies the conclusion of Theorem

10.7, which contradicts property (iii).

⇤

7. Global existence of surgically modified flows

As previous sections, fix a compact initial manifold (M, g0) of dimension n � 12 that

has positive isotropic curvature and does not contain any nontrivial incompressible (n� 1)-

dimensional space forms. In this section, the goal is to show that there exists a Ricci flow

with surgery starting from (M, g0), which exists globally and becomes extinct in finite time.

We begin by finalizing our choice of the surgery parameters. As usual, we fix a small number

" > 0. Having chosen ", we choose numbers r̂, �̂ such that the conclusion of Theorem 6.7

holds. Having chosen ", r̂, �̂, we choose h so that the following holds:

Proposition 7.1 (cf. G. Perelman [25, Lemma 4.3]). Given ", r̂, �̂, we can find a small

number h 2 (0, �̂r̂) with the following property: Suppose that we have a Ricci flow with

surgery with parameters ", r̂, �̂, h that is defined on the time interval [0, T ) and goes sin-

gular at time T. Let x be a point that lies in an 4"-horn in (M, g(T )) and has curvature

S(x, T ) = h
�2. Then the parabolic neighborhood P (x, T, �̂�1

h,��̂
�1
h
2) is surgery-free. More-

over, P (x, T, �̂�1
h,��̂

�1
h
2) is a strong �̂-neck.

Proof. Suppose not. Then 9 a sequence of positive numbers hj ! 0, a sequence of Ricci

flows with surgery M(j) and a sequence of points xj with the following properties:

(i) The flow M(j) has surgery parameters ", r̂, hj, �̂. It is defined on the time interval [0, Tj)

and goes singular as t ! Tj.

(ii) The point (xj, T
0
j) lies on an 4"-horn and S(xj, T

0
j) = h

�2
j .

(iii) The parabolic neighborhood P (xj, Tj, �̂
�1
hj,��̂

�1
h
2
j) contains points modified by surgery,

or it is not a strong �̂-neck.
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Note that from the definition of Ricci flows with surgery, we have estimate |rS|  4⌘S
3
2

whenever S � r̂
�2. Since hj ! 0, it follows that inf x2Bg(Tj)

(xj ,Ahj)S(x, Tj) � (1+2⌘A)�2
h
�2
j .

In particular, if j is su�ciently large (depending on A), then

inf
x2Bg(Tj)

(xj ,Ahj)
S(x, Tj) � 10(�̂r̂)�2

.

We claim that for each A > 1, 9 a constant Q(A), which depends on A, but not on j,

such that supx2Bg(Tj)
(xj ,Ahj) S(x, Tj)  Q(A)h�2

j if j is su�ciently large. Suppose that such

constant Q(A) does not exist, then 9 a sequence of points (yj, Tj), lying on the same horn

as (xj, Tj), such that the blow-up limit around (yj, Tj) is a piece of nonflat metric cone.

Since the flow M(j) satisfies the Canonical Neighborhood Assumption with accuracy 4", the

point (yj, Tj) either lies on a strong 4"-neck or on a 4"-cap. The second case can easily be

ruled out (cf. Claim 2 in Theorem 12.1 in [23]), so (yj, Tj) must lie on a strong 4"-neck. In

particular, there exists a small parabolic neighborhood of (yj, Tj) that is surgery-free. Due

to Proposition 6.2, the blow-up limit around (yj, Tj) is weakly PIC2. Hence, Proposition 1.5

implies that the limit cannot be a piece of a nonflat metric cone, which proves the claim.

In particular, if j is su�ciently large, which depends on A, then the distance of the point

xj from either end of the horn is at least Ahj. Now, fix a number A > 1. Since the

point (xj, Tj) lies on a 4"-horn, no point in Bg(Tj)(xj, Ahj) can lie on a 4"-cap. Hence, the

Canonical Neighborhood Assumption implies that every point in Bg(Tj)(xj, Ahj) lies on a

strong 4"-neck. Like before, Shi’s estimate (cf. [26]) leads to bounds for all the covariant

derivatives of the curvature tensor in Bg(Tj)(xj,
1
2Ahj). Note that these bounds may depend

on A, but are independent of j. Passing to the limit, we sending j ! 1 first and A ! 1
second. In the limit, we obtain a complete manifold with two ends that, by Proposition 6.2,

is uniformly PIC and weakly PIC2. By the Cheeger-Gromoll splitting theorem (cf. [10]), the

limit is isometric to a product X⇥R; moreover, the cross-section X is compact and is nearly

isometric to Sn�1. Since every point in Bg(Tj)(xj, Ahj) lies on a strong 4"-neck, we conclude

that, for each A > 1, the parabolic neighborhood P (xj, Tj, Ahj,�
3h2

j

4 ) is surgery-free if j is

su�ciently large (depending on A). After rescaling and passing to the limit, we obtain a

solution to the Ricci flow that is defined on the time interval [�1
2 , 0] and that splits o↵ a

line. Now, if j is su�ciently large (depending on A), then no point in P (xj, Tj, Ahj,�
h2
j

2 )

can lie on a 4"-cap. Hence, if j is su�ciently large, then every point in the parabolic

neighborhood P (xj, Tj, Ahj,�
h2
j

2 ) lies on a strong 4"-neck. This allows us to extend the limit

solution backward in time to the interval [�1, 0]. Repeating this argument, we can extend

the limit solution backwards in time, so that it is defined on [�1, 0], [�3
2 , 0], [�2, 0], etc. To

summarize, we produce a limit solution that is ancient, uniformly PIC, weakly PIC2, and

splits as a product of a line with a manifold di↵eomorphic to Sn�1. By the work of Brendle,

Huisken and Sinestrari (cf. [7]), the limiting solution is a family of standard cylinders.
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Therefore, if j is su�ciently large, then the parabolic neighborhood P (xj, Tj, �̂
�1
hj,��̂

�1
h
2
j)

is surgery-free, and P (xj, Tj, �̂
�1
hj,��̂

�1
h
2
j) is a �̂-neck, which contradicts (iii). ⇤

We are now able to prove the main result of this section:

Theorem 7.2. Fix a small number " > 0. Let r̂, �̂ be chosen as described at the beginning

of this section, and let h be chosen as in Proposition 7.1. Then there exists a Ricci flow

with surgery with parameters ", r̂, �̂, h, which is defined on some finite time interval [0, T )

and becomes extinct as t ! T .

Proof. Evolve the initial metric g0 by smooth Ricci flow until the flow becomes singular for

the first time. It follows from Theorem 6.7 and a standard continuity argument that the

flow satisfies the Canonical Neighborhood Property with accuracy 2" on all scales less than

2r̂, up until the first singular time. At the first singular time, we perform finitely many

surgeries on �̂-necks that have curvature level h�2. The existence of such necks is ensured by

Proposition 7.1. After performing surgery, we restart the flow and continue until the second

singular time. Again, Theorem 6.7 and a standard continuity argument, we conclude that

the flow with surgery satisfies the Canonical Neighborhood Property with accuracy 2" on all

scales less than 2r̂, up until the second singular time. Consequently, Proposition 7.1 ensures

that, at the second singular time, we can again find �̂-necks on which to perform surgery.

After performing surgery, we continue the flow until the third singular time. Theorem 6.7

also guarantees that the flow with surgery satisfies the Canonical Neighborhood Property

with accuracy 2" on all scales less than 2r̂, up until the third singular time. We can now

perform surgery again and repeat the process.

Since each surgery reduces the volume by at least c(n)hn, we have an upper bound for the

number of surgeries. By Proposition 6.1, the flow with surgery must become extinct by time
n

2 infx2M S(x,0) at last. The conclusion of Theorem 7.2 follows. ⇤

Corollary 7.3. The manifold M is di↵eomorphic to a connected sum of finitely many spaces,

each of which is a quotient of Sn or Sn�1 ⇥ R by standard isometries.

Proof. Combining Theorem 7.2 with Proposition 4.1 leads to the desired result. ⇤
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