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Chapter 1

Thermodynamics of Fluids

Thermodynamics is a branch of physics which studies the energy exchange of homoge-
neous materials at equilibrium. These materials can be gases, liquids, solids, plasma, met-
als, concrete, soil, and more. The properties of these materials are described by state vari-
ables. Homogeneity in materials refers to the absence of spatial variations at a macroscopic
scale. Examples of homogeneous materials are gases confined in a cylinder, parcels of flu-
ids, or pieces of metal. The energies considered include the internal energy of the systems,
mechanical work, heat, and so on.

1.1 The Thermodynamics of Gases
Goal: We will study the thermodynamics of single-component gases confined in a cylin-
der. The cylinder is equipped with a movable piston on one end, allowing for the exchange
of mechanical work with the external world (see Figure 1.1). Additionally, we can intro-
duce or extract heat from the system. The theory of thermodynamics for gases aims to
describe the exchange of energy between heat, work, and the internal energy of the system.

Figure 1.1: Gas in a cylinder with piston. Copied from http://galileo.phys.
virginia.edu/classes/152.mf1i.spring02/Boyle.htm
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6 CHAPTER 1. THERMODYNAMICS OF FLUIDS

1.1.1 Basic concepts
• Closed system: A closed system is defined as one that does not interchange energy

with the external environment.

• Macroscopic scales: The macroscopic scale refers to conditions where:

(i) The time scale dt is much larger than the time scale of particle motion τ , which
is typically defined as the ”mean time of free particle motion.”

(ii) The spatial scales dx1, dx2, and dx3 are much larger than the ”mean distance of
free particle motion.”

For example, on the Earth’s surface, the actual dx is approximately 68 nm for a
container with 2.7× 1025 molecules per square meter and experiencing a pressure
of 759.8 Torr. Further information can be found in the Mean Free Path article on
Wikipedia. For the mean time of free motion, which is the inverse of collision fre-
quency, you can consult the Collision Frequency article on Wikipedia.

• Equilibrium: A thermodynamic system is considered to be in equilibrium if it re-
mains unchanged at the macroscopic scale.

• Thermodynamic parameters A simple thermodynamic system consists of gases
confined in a cylinder. Several measurable quantities characterize this system at equi-
librium, including:

(i) V (specific volume), representing the volume of gas per unit mass,

(ii) p (pressure),

(iii) T (temperature).

The volume is a geometric quantity, while pressure is a response of the system to
changes in volume. The term ”thermodynamic parameters” refers to these quantities.
More parameters such as entropy, internal energy, etc., will be introduced later.

• Equation of state The thermodynamic parameters T , V , and V associated with
equilibrium are not independent. Experimental observations lead to an equation
f (T, p,V ) = 0, known as the equation of state. This relation is substance-dependent;
for ideal gases, f (T, p,V ) = pV −RT . Generally, we postulate that such a thermody-
namic system has only 2 degrees of freedom. It forms a surface in the p-V -T space,
and its projection on the p-V plane is termed a p-V diagram. Isotherms, representing
curves with constant temperatures, can be observed on the p-V plane, see subfigure
(a) in Figure Fig:CarnotThermoplane.

https://en.wikipedia.org/wiki/Mean_free_path
https://en.wikipedia.org/wiki/Mean_free_path
https://en.wikipedia.org/wiki/Collision_frequency
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1.1.2 Works

1. Doing work to/by the system We can alter the state of the system through various
physical processes. Let us introduce the following terminologies.

• Quasi-Static Process: A quasi-static process is characterized by its slow occurrence,
ensuring the system remains in equilibrium at every instant during the process. In a
continuous quasi-static process, the system is represented by a curve on the p-V
plane.

• Adiabatic Process: An adiabatic process is a type of quasi-static process where there
is no exchange of energy with the external environment except for the work done.

• Adiabatically reachable: Two states (p1,V1) and (p2,V2) are considered adiabati-
cally reachable if there exists an adiabatic process connecting them. We denote the
work for such an adiabatic process moving from (p1,V1) to (p2,V2) as W (p1,V1; p2,V2).
Please refer to Figure 1.2.

Figure 1.2: Carnot cycle on the thermodynamic plane. The left figure represents the p-V
plane, while the right figure represents the T -S plane. Image source: https://www.tf.
uni-kiel.de/matwis/amat/td_kin_i/kap_1/backbone/r_se31.html

2. First Law of Thermodynamics The first law of thermodynamics states that the work
amount W (p1,V1; p2,V2) satisfies the equation

W (p1,V1; p2,V2) =W (p1,V1; p′,V ′)+W (p′,V ′; p2,V2),

for any (p′,V ′) that can be reached from (p1,V1) through an adiabatic process.

https://www.tf.uni-kiel.de/matwis/amat/td_kin_i/kap_1/backbone/r_se31.html
https://www.tf.uni-kiel.de/matwis/amat/td_kin_i/kap_1/backbone/r_se31.html
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• Internal energy From the first law, we can infer that there exists a function U(p,V )
called the internal energy such that

U(p2,V2)−U(p1,V1) =W (p1,V1; p2,V2)

for any pair of adiabatically reachable states (p1,V1) and (p2,V2). The function U
is well-defined up to a constant. Physically, it represents the sum of all energies in
the system, including translation energy, vibration energy, rotation energy, radiation
energy, etc. The internal energy can be measured through the work added from
outside through an adiabatic process.

• Unit of energy The SI unit of energy is joule (J):

1J = 1kg
m2

s2 = 107ergs.

A practical unit is the calorie:

1cal = 4.1858J.

• Kinetic equation of state We shall call the relation: U = U(p,V ) the kinetic equa-
tion of state. An example is the ideal gas relation:

U(p,V ) =
cv

R
pV,

where cv is the specific heat capacity at constant volume and R is the gas constant.

3. Stability assumption of the kinetic equation of state The stability assumption of the
internal energy is given by

∂U
∂ p

> 0,
∂U
∂V

> 0. (1.1)

• When p is fixed, an increase in V means that we have more particles with the same
momentum. As a result, the internal energy also increases, i.e., ∂U/∂V > 0.

• When the size of the cylinder is fixed (i.e., the volume V is fixed), a higher pressure
indicates that the particles inside the cylinder have higher momentum. This results
in a higher internal energy U , implying ∂U/∂ p > 0.

• The assumption ∂U/∂ p > 0 allows us to invert the function U = U(p,V ) to p =
p(U,V ). This is another form of the kinetic equation of state.

• The ideal gas relation naturally satisfies the stability assumption.
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1.1.3 Characterizing adiabatic processes
In this subsection, we aim to characterize adiabatic processes by the level sets of a function
on the P-V plane.

Infinitesimal Work along an adiabatic process Let us consider a gas cylinder contain-
ing a unit mass of gases. The cylinder has a piston on one end, allowing its volume to
change by pushing or pulling the piston. The cylinder’s wall is assumed to be thermally
isolated, enabling the piston to move through an adiabatic process with no energy exchange
between the gases inside the cylinder and its environment except for the work done by the
piston.

For an infinitesimal pushing of the piston, the work done by the piston to the system
is dW = −pdV . Here, the volume change is −dV = −dx ·A, where A is the area of the
cross-section of the cylinder. The term pA represents the force F exerted on the piston
per unit area A by the gas particles, and −Fdx is the work done by the piston on the gas
particles in the cylinder. The first law of thermodynamics gives

dU =−pdV (1.2)

along an adiabatic process.

Existence of the entropy function We will now demonstrate that the relationship U =
U(p,V ) and equation (1.3) lead to the existence of a function called entropy, denoted by
σ . This entropy is another thermodynamic parameter that characterizes various adiabatic
processes. In other words, the level sets of σ represent adiabatic processes. This derivation,
attributed to Carathéodory, establishes the mathematical foundation of thermodynamics. 1

Here are the steps for the existence of an entropy function σ :

1. We plug U =U(p,V ) into (1.3) to get

Upd p+(UV + p)dV = 0. (1.3)

This is called a Pfaffian equation. It is equivalent to the ODE:

d p
dV

=−UV (p,V )+ p
Up(p,V )

. (1.4)

Note that from (1.1), the right-hand side of (1.4) is always less than 0 in the region
(p > 0,V > 0). Thus, (1.4) is always solvable in this region.

1Lionello Pogliani and Mario N. Berberan-Santos, ”Constantin Carathéodory and the axiomatic thermo-
dynamics” (2000)
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2. A curve in the p-V plane is called an integral curve of (1.3) (or (1.4)) if

(d p,dV )⊥ (Up,UV + p)

along this curve. A function σ(p,V ) is called an integral of (1.4) if its level set
(σ(p,V ) = constant) is an integral curve of (1.4). The solutions of (1.4) form a one-
parameter family of curves: σ(p,V ) = C, where C is the parameter. Each curve
σ(p,V ) =C represents a specific adiabatic process. An integral of (1.3) is termed an
entropy function of the system.

3. The level set of σ satisfies

dσ = 0 ⇔ (d p,dV )⊥ (σp,σV )

as well as the ODE
(σp,σV ) ∥ (Up,UV + p).

Thus, there exists a function µ(p,V ) ̸= 0 (referred to as the integration factor) such
that

(σp,σV ) = µ(Up,UV + p).

Equivalently,

dσ = σpd p+σV dV = µ · (Upd p+(UV + p)dV ) = µ · (dU + pdV ). (1.5)

We shall choose
µ > 0.

This gives σp > 0 and σV > 0 in the region (p > 0,V > 0).

4. The solutions of µ and σ are not unique. In fact, suppose σ is a solution, we can
easily construct a new integration factor µ̄ := ν(σ)µ , where ν(σ) is an arbitrary
chosen function. In fact, by multiplying (1.5) by ν(σ):

ν(σ)dσ = ν(σ)µ · (dU + pdV ),

we see that σ̄ with dσ̄ = ν(σ)dσ is a new entropy function.

Characterizing heat

1. Entropy Function Discovery: From the preceding paragraph, we have

dU =
1
µ

dσ − pdV.
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This suggests that (σ ,V ) is a natural independent variable for the internal energy.
For this purpose, we make a change of variable:

(p,V ) 7→ (σ ,V )

using the formula
σ = σ(p,V ).

This inversion p = p(σ ,V ) is always possible in the region (p > 0,V > 0) because
σp > 0 there. Using (σ ,V ) as the new state variables, we express equation (1.5) as:

dU = τdσ − pdV, (1.6)

where τ = 1/µ =Uσ .

2. Interpretation of the Formula: This formula has a meaningful interpretation: When
dσ = 0 (i.e., adiabatic process), the change in internal energy is attributed to the work
exerted from outside, represented by −pdV . When dV = 0 (i.e., no exerted work),
the change in U is due to τdσ , denoting the heat added from outside to the system.

3. Uniqueness of Integration Factor and Entropy Function: As previously men-
tioned, the integration factor 1/τ and the integral (entropy function) σ lack unique-
ness. Later on, we will introduce the concepts of intensive variables and extensive
variables. By selecting τ as an intensive variable (termed the absolute temperature),
the corresponding σ becomes the physical entropy S.

1.1.4 Heats
Intensive and extensive variables There are two kinds of thermodynamic state variables,
the intensive and extensive variables. A variable is considered intensive if it is independent
of the system’s size. In other words, for the combined system of two subsystems I and II,
an intensive variable x remains unchanged (xI+II = xI = xII), while an extensive variable x
adds up (xI+II = xI +xII). Examples of extensive variables include volume (V ) and internal
energy (U), while temperature (T ) and pressure (p) are intensive. Notably, if x and y are
extensive variables, then ∂y/∂x is intensive.

In the first law of thermodynamics

dU = τdσ − pdV

U , V are extensive, while p is intensive. Choosing τ to be intensive makes σ extensive.
A natural choice of τ is the temperature, the corresponding σ becomes the entropy. The
temperature is further characterized below.
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Equilibrium and empirical temperature

• Thermo equilibrium When two systems S1 and S2 are in contact, allowing energy
transfer but not with the outside, they reach a steady state on the macroscopic scale,
signifying thermo equilibrium (S1 ∼ S2).

• The zeroth law of thermodynamics:

If S1 ∼ S2 and S2 ∼ S3, then S1 ∼ S3.

This law establishes an equivalence relation among all states, represented by the
temperature.

• Ideal gas thermometer The ideal gas is postulated to satisfy pV = constant in an
equilibrium equivalent class. The temperature label for this class is

θ = pV/R,

where R is the gas constant.

• Heat bed and empirical temperature By merging a small system S into a heat bed
filled with ideal gases, we measure its temperature. The empirical temperature of the
heat bed represents the temperature of S . Thus, each state of S (p,V ) is associated
with an empirical temperature θ(p,V ).

Caloric equation of state

• Existence Postulate The zeroth law of thermodynamics can be postulated by the
existence of a state function θ(p,V ), characterizing thermo equilibrium states. char-
acterizing thermo equilibrium states. Two states (p1,V1) and (p2,V2) are in thermo
equilibrium if θ(p1,V1) = θ(p2,V2).

• Stability assumption: The state function θ(p,V ) is postulated to satisfy stability
conditions:

∂θ

∂ p
> 0,

∂θ

∂V
> 0. (1.7)

Absolute temperature T and the entropy S Let us revisit the solution of the Pfaffin
equation (1.3). Let σ be one of its solution and 1/τ be the corresponding integration factor.
We relate τ and the empirical temperature θ by the following steps.

1. We divide the system S into two subsystems S1 and S2, which are in thermody-
namic equilibrium with a common empirical temperature θ .
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2. We shall use (σ ,θ) as our new state variables instead of (σ ,V ). It can be verified
that θ = θ(σ ,V ) satisfies

(
∂θ

∂V

)
σ
̸= 0, allowing us to invert θ and V in the formula

θ = θ(σ ,V ).

3. At thermodynamic equilibrium, S = (σ ,θ), S1 = (σ1,θ), S2 = (σ2,θ), and by
adding heat to S without doing work, equation (1.6) gives:

τ(θ ,σ)dσ = τ1(θ ,σ1)dσ1 + τ2(θ ,σ2)dσ2. (1.8)

This implies that the entropy function σ of the combined system S , originally a
function of (θ ,σ1,σ2), is independent of θ .

4. Therefore, σ = σ(σ1,σ2) and

τ1(θ ,σ1)

τ(θ ,σ)
=

(
∂σ

∂σ1

)
σ2

= φ(σ1,σ2),

τ2(θ ,σ2)

τ(θ ,σ)
=

(
∂σ

∂σ2

)
σ1

= ψ(σ1,σ2),

are independent of θ .

5. This implies the existence of functions T (θ), ν1(σ1), ν2(σ2), ν(σ) such that

τ1(θ ,σ1) = T (θ)ν1(σ1),

τ2(θ ,σ2) = T (θ)ν2(σ2),

τ(θ ,σ) = T (θ)ν(σ).

Equation (1.8) becomes

T ν(σ)dσ = T ν1(σ1)dσ1 +T ν2(σ2)dσ2. (1.9)

6. If we define
Si(σi) :=

∫
σi

νi(σi)dσi, , i = 1,2,

then (1.9) implies
dS = dS1 +dS2. (1.10)

7. The function T (θ) defined above is called the absolute temperature of the system.
Note that T ̸= 0. We can choose

T > 0.
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Choosing the integration factor µ := 1/T implies that the corresponding entropy
function has the property (1.10). If S is divided into m subsystems, then

dS =
m

∑
i=1

dSi.

Since S can be determined uniquely up to an integration constant, we can choose S
so that

S =
m

∑
i=1

Si. (1.11)

Measuring system’s entropy On the thermo p-V plan , we can draw isothermal curves
(Figure 1.2). Along an isothermal curve, the line integral

S2 −S1 =
∫ S2

S1

dQ
T

gives entropy the difference. This can be used to measure the entropy of a state (p,V ).

Gibbs relation: The first law of thermodynamics now reads

dU = T dS− pdV. (1.12)

The term dU represents the change in the internal energy of the system, the first term on
the right T dS is the heat added to the system, and the second term −pdV is the mechanical
work done from outside to the system. Formula (1.12) is called the Gibbs relation.

Constitutive Law Using (S,V ) as the independent variable, the internal energy can be
expressed as

U =U(S,V ). (1.13)

This is called the constitutive law of the gas system. The temperature T and the pressure p
are derived parameters:

T =

(
∂U
∂S

)
V
, p =−

(
∂U
∂V

)
S
.

Summary: Complete characterization of the gas thermosystem The thermodynamics
of a gas system is completely characterized by the constitutive relation

U =U(S,V ).
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The first law of thermodynamics

dU = T dS− pdV,

leads to

T =

(
∂U
∂S

)
V
, p =−

(
∂U
∂V

)
S
.

Conversely, one can use the first law of thermodynamics together with two equations of
states:

• kinetic equation of state: U =U(p,V ),

• caloric equation of state: T = θ(p,V ),

to obtain the constitutive law U =U(S,V ).

1.1.5 Polytropic gases
In a gas thermodynamic system, we deal with five thermodynamic variables (V, p,S,T,U),
with only two of them being independent. The first law of thermodynamics (11.3), and two
constitutive equations of states: kinetic and calorie, govern these variables, deriving from
either measurements or statistical mechanics.. Here, we illustrate a specific example of a
gas thermodynamic system, known as polytropic gases. 2

Ideal gas law

• Kinetic equation of state - Ideal gas law: The ideal gas law, representing Boyle’s
and Gay-Lussac’s laws, is given by:

pV = RT, (1.14)

where R is the universal gas constant (approximately 8.314462618 J ·K−1 ·mol−1,
see Gas Constant, Wiki. Under a mild assumption (stated below), the ideal gas law
and Gibbs’s relation imply that U is solely a function of T .

• Theorem: Under a mild assumption (1.16) below, the ideal gas law and Gibbs’s
relation imply that U is only a function of T . 3

Derivation:
2Courant and Friedrichs, Supersonic Flows and Shock Waves
3This derivation is referred to in Courant-Friedrichs’ book.

https://en.wikipedia.org/wiki/Gas_constant
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1. From the first law of thermodynamics (1.12), treating (S,V ) as the independent
variables, we obtain:

p =−
(

∂U
∂V

)
S

and T =

(
∂U
∂S

)
V
.

Plugging these into the ideal gas law (1.14), we get a partial differential equa-
tion (PDE) for U in (S,V ):

R
∂U
∂S

+V
∂U
∂V

= 0.

This linear first-order equation can be solved by the method of characteristics
as shown below.

2. Let us rewrite this equation as a directional differentiation:(
R

∂

∂S
+V

∂

∂V

)
U = 0. (1.15)

It means that U is unchanged along the direction: (dS,dV ) ∥ (R,V ). The inte-
gral curves of these directions are the solutions of the differential equation

dV
dS

=
V
R
.

They are called the characteristic curves. This equation can be integrated as

dV
V

− dS
R

= 0 ⇒ lnV − S
R
=C ⇒ V exp(−S/R) = eC.

Here, C is an integration constant. Thus, (1.15) implies that U(V,S) is constant
whenever φ := V exp(−S/R) is a constant. This means that U and φ are func-
tionally dependent, which implies that there exists a function h : R+ → R such
that

U = h(φ).

3. We claim that U is a function of T only. This can be derived by the following
arguments. First, we note that h′ < 0 because

p =−(
∂U
∂V

)S =−exp(−S/R)h′(V exp(−S/R))> 0.

Next, from

T = (
∂U
∂S

)V = h′(φ)
(

∂φ

∂S

)
V
= h′(φ)

(
−V

R
e−S/R

)
=− 1

R
h′(φ) ·φ ,



1.1. THE THERMODYNAMICS OF GASES 17

we see that T is a function of φ . We shall make an assumption that this function
is invertible. That is, the derivative(

h′(φ)φ
)′
> 0 for φ > 0. (1.16)

We get that T is a decreasing function of φ . With this, we can invert the relation
between T and φ and treat φ as a decreasing function of T . By inverting U and
φ , and T and φ , we get that U is an increasing function of T :

U =U(T ).

We shall make this our second constitutive relation.

Polytropic gases

• Caloric equation of state: If U(T ) = cvT , the energy we add to the system is
proportional to the temperature, we call such gases the polytropic gases. The ratio cv
is called the specific heat capacity at constant volume.

• Algebraic relations of the polytropic gases

1. We have five thermodynamic variables p,V,U,S,T , and three relations:
pV = RT
U = cvT

dU = T dS− pdV
.

2. Plugging the two constitutive relations

pV = RT and U = cvT (1.17)

into the first law of thermodynamics (1.12), we obtain

dU = T dS− pdV
cv

R
d(pV ) =

pV
R

dS− pdV

cv
d(pV )

pV
= dS−R

dV
V

dS = d ln((pV )cv)+d ln
(
V R)

= d ln
(

pcv ·V cv+R)
S−S0 = ln

(
pcv ·V cv+R)

eS−S0 =
(

pV (cv+R)/cv
)cv

e(S−S0)/cv = pV (cv+R)/cv .
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3. Define
γ := 1+R/cv, A(S) := exp((S−S0)/cv),

then, the algebraic relations of the thermodynamic variables in terms of (S,V )
are 

p = A(S)V−γ

T = A(S)
R V−γ+1

U = cvA(S)
R V−γ+1.

(1.18)

• The specific heat capacities The physical meaning of cv and cv+R can be described
as follows: Define dQ = T dS to be the heat added to the system. Then dQ = dU +
pdV . Using RT = PV , we have

dQ = dU + pdV
=U ′(T )dT + pdV
=U ′(T )dT +RdT −V d p

The first and the third equalities lead to the following derived quantities:

cv :=
(

∂Q
∂T

)
V
=U ′(T ),

cp :=
(

∂Q
∂T

)
p
=U ′(T )+R,

the specific heat capacities at constant volume and constant pressure, respectively.
Since R > 0, we have cp > cv. Recall that cp is the amount of heat added to a system
per unit mass at constant pressure. When we heat the system at constant pressure,
the volume has to expand to maintain constant pressure, the extra amount of work
for expansion is supplied by the extra amount of heat, which is R per unit mass.

• The physical meaning of γ := cp/cv

1. The parameter γ is the ratio between cp and cv:

γ =
cp

cv
=

cv +R
cv

.

For monatomic gases, γ = 5/3 from statistical mechanics. In general,

1 < γ ≤ 5
3
.

When γ is closer to 5/3, the gas is harder to compress because all work input
is reacted by the translation of the mono-atoms. On the other hand, when γ is
closer to 1, the gas is easily compressed as the input energy is transferred to
other modes of molecular energies.
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2. For ideal gases, the heat capacity ratio γ can be related to the degree of freedom
f of a molecule:

γ =
f +2

f
.

For monatomic gas, f = 3 and the corresponding γ = 5/3. For diatomic gas,
f = 3+2 (R3 for translation and S2 for rotation4), the corresponding γ = 7/5 =
1.4. For further discussion about γ , we refer to wiki: Heat Capacity Ratio.

Summary of algebraic relations of state variables For ideal gases, these two equations
of states are the ideal gas law: pV = RT and U = cvT . The algebraic relations of the state
variables are listed below.

• In terms of (ρ,U):

p = (γ −1)ρU, T =
γ −1

R
U,

S−S0 =
R

γ −1
ln
(
Uρ

−γ+1) .
• In terms of (V,S):

U = (γ −1)−1A(S)V−γ+1, A(S) = exp
(

γ −1
R

(S−S0)

)
,

p = A(S)V−γ , T =
1
R

A(S)V−γ+1.

• In terms of (ρ, p):

U =
1

γ −1
pρ

−1, T =
1
R

pρ
−1,

S−S0 =
R

γ −1
ln
(

1
γ −1

pρ
−γ

)
.

Homeworks

1. Prove that adiabats (lines of constant entropy) have a steeper slope than isotherms
(lines of constant temperature) for an ideal gas on a p-V diagram, where the pressure
p is the ordinate and the volume per unit mass V the abscissa. Again, carefully draw
a diagram of a Carnot cycle, and compute the slopes of the isotherms and adiabats in
terms of p and V .

2. Write a short report on Carnot cycle for an ideal gas.
4The vibrational degree of freedom is not involved except at high temperatures.

https://en.wikipedia.org/wiki/Heat_capacity_ratio
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1.2 Other energy forms, Legendre transform

1.2.1 Enthalpy, Helmholtz, Gibbs free energies

• Enthalpy: In the Gibbs relation

dU = T dS− pdV,

the system’s energy U can be varied by changing the volume at constant entropy, or
by adding heat at constant volume. The relative changes give

−p =

(
∂U
∂V

)
S

and T =

(
∂U
∂S

)
V
,

respectively. We say that (S,V ) are the natural independent variables for U . Alterna-
tively, we can analyze system’s energy change with respect to p at constant entropy.
This suggests the following change of variable:

(S,V ) 7→ (S, p) through − p =

(
∂U
∂V

)
S
.

By adding d(PV ) in the Gibbs relation:

dU +d(pV ) = T dS− pdV +d(pV ) = T dS+V d p,

the natural independent variables become (S, p). The corresponding energy, H(S, p) :=
U + pV , is termed the enthalpy. Enthalpy comprises a system’s internal energy and
the work required to create the system by displacing its environment, establishing its
volume and pressure.

• Helmholtz Free Energy Using the change-variable formula:

(S,V ) 7→ (T,V ) through T =

(
∂U
∂S

)
T
,

and noting
dU −d(T S) = T dS− pdV −T dS−SdT,

we define the Helmholtz free energy Ψ(T,V ) :=U −T S, and get

dΨ =−SdT − pdV.
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• Gibbs Free Energy: At last, we consider the change-of-variable:

(S,V ) 7→ (T, p)

through both

−p =

(
∂U
∂V

)
S

and T =

(
∂U
∂S

)
T

Define the Gibbs free energy

G(T, p) :=U + pV −T S.

We have
dG = T dS− pdV +d(pV )−d(T S) =−SdT +V d p.

• Process’s names with Fixed Thermo Variables:

Adiabatic: dS = 0, Isochoric: dV = 0,
Isothermal: dT = 0, Isobaric: d p = 0.

1.2.2 Legendre Transformation
• The transformations from U to H, Ψ, and G are called Legendre transformations. Let

us introduce it mathematically.

• Consider a convex function f : R→ R. The differential

d f (x) = f ′(x)dx.

Let us introduce a new variable y = f ′(x). Consider the change of variable

x 7→ y = f ′(x). (1.19)

This mapping is invertible because f is convex and thus f ′ is an increasing function.
We then define

f ∗(y) := xy− f (x).

Here x is treated as a function of y from (1.19). We have

d f ∗(y) = d(xy)− f ′(x)dx = d(xy)− ydx = xdy,

x = ( f ∗(y))′.
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• Since f is a convex function, there is another equivalent expression for f ∗(y):

f ∗(y) := sup
x
[⟨x,y⟩− f (x)].

The maximum occurs at y = f ′(x). The pair (x,y) with y = f ′(x) is called a conjugate
pair.

• Lemma. f ∗ is convex. Further, if f is convex, then f ∗∗(x) = f (x).

• −H, −Ψ and −G are the Legendre transformations of the internal energy U :

−H(S, p) = sup
V
[(−p)V −U(S,V )]

−Ψ(T,V ) = sup
S
[ST −U(S,V )]

−G(T, p) = sup
V

sup
S
[(−p)V +ST −U(S,V )]

Or equivalently,

H(S, p) = min
V

[U(S,V )+ pV ]

Ψ(T,V ) = min
S
[U(S,V )−T S]

G(T, p) = min
V,S

[U(S,V )+ pV −T S]

To have a legitimate Legendre transformations, we require U to be a convex function
of (S,V ).

• Both (p,V ) and (T,S) are conjugate pairs.

1.2.3 Maxwell relations
Thermo relations The thermo relations are expressed in terms of two independent thermo
variables.

• Using (S,V ) as independent variables:

T =

(
∂U
∂S

)
V
, −p =

(
∂U
∂V

)
S
,

• Using (S, p) as independent variables:

T =

(
∂H
∂S

)
p
, V =

(
∂H
∂ p

)
S
,
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• Using (T,V ) as independent variables:

−S =

(
∂Ψ

∂T

)
V
, −p =

(
∂Ψ

∂V

)
T

• Using (T, p) as independent variables:

−S =

(
∂G
∂T

)
p
, V =

(
∂G
∂ p

)
T

Maxwell relations From

∂ 2U
∂V ∂S

=
∂ 2U

∂S∂V
, T =

(
∂U
∂S

)
V
, −p =

(
∂U
∂V

)
S
,

we get (
∂T
∂V

)
S
=−

(
∂ p
∂S

)
V
.

In general, we have the following Maxwell relations:(
∂T
∂V

)
S
=−

(
∂ p
∂S

)
V
=

∂ 2U
∂S∂V

(1.20)(
∂T
∂ p

)
S
=

(
∂V
∂S

)
p
=

∂ 2H
∂S∂ p

(1.21)(
∂S
∂V

)
T
=

(
∂ p
∂T

)
V
=− ∂ 2Ψ

∂T ∂V
(1.22)

−
(

∂S
∂ p

)
T
=

(
∂V
∂T

)
p
=

∂ 2G
∂T ∂ p

. (1.23)

1.3 Thermodynamic Stability

Material properties can be characterized by its response to some external probs. For in-
stance, we can measure how much heat to add to the system in order to increase its tem-
perature by one degree. This is the heat capacity (dQ/dT ). We can measure the volume
change under increase of pressure. This is the compressibility (dV/d p). We can measure
volume change under increase of temperature (dV/dT ). This is the expansion rate.
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Heat capacity Let us define dQ = T dS, the heat added to the system. Define heat capac-
ity to be the heat added to the system per unit temperature, with either V or p fixed. That
is,

cv :=
(

dQ
dT

)
V
, cp :=

(
dQ
dT

)
p
.

From the Gibbs relations

dU = dQ− pdV, dH = dQ+V d p,

we get

cv =

(
∂U
∂T

)
V
, cp =

(
∂H
∂T

)
p
,

and

cv =

(
dQ
dT

)
V
= T

(
∂S
∂T

)
V
=−T

(
∂ 2Ψ

∂T 2

)
V
, (1.24)

cp =

(
dQ
dT

)
p
= T

(
∂S
∂T

)
p
=−T

(
∂ 2G
∂T 2

)
p
. (1.25)

Compression rate The isentropic/isothermal compressibility rate are defined as

κS :=− 1
V

(
∂V
∂ p

)
S
=− 1

V

(
∂ 2H
∂ p2

)
S
, (1.26)

κT :=− 1
V

(
∂V
∂ p

)
T
=− 1

V

(
∂ 2G
∂ p2

)
T
. (1.27)

Expansion rate: The expansion rate is defined as

αp :=
1
V

(
∂V
∂T

)
p
.

Proposition 1.1. The heat capacities and compressibility satisfy

κT (cp − cv) = TV α
2
p

cp(κT −κS) = TV α
2
p,

and cp

cv
=

κT

κS
.

Thus, there are five parameters with two independent relations.
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Proof. 1. Differentiate S(T,V (T, p)) in T with fixed p:

(
∂S
∂T

)
p
=

(
∂S
∂T

)
V
+

(
∂S
∂V

)
T

(
∂V
∂T

)
p
,

then multiply it by T , we get

cp = cv +T
(

∂S
∂V

)
T

(
∂V
∂T

)
p
.

Multiply this by κT =− 1
V

(
∂V
∂ p

)
T

, we get

κT (cp − cv) =−T
V

(
∂V
∂ p

)
T

(
∂S
∂V

)
T

(
∂V
∂T

)
p

=−T
V

(
∂S
∂ p

)
T

(
∂V
∂T

)
p

∵ chain rule

=+
T
V

(
∂V
∂T

)
p

(
∂V
∂T

)
p

∵ (1.23)

= TV

(
1
V

(
∂V
∂T

)
p

)2

= TV α
2
p

2. Differentiate V (p,S(p,T )) in p with fixed T :

(
∂V
∂ p

)
T
=

(
∂V
∂ p

)
S
+

(
∂V
∂S

)
p

(
∂S
∂ p

)
T
.

Multiply it by −1/V , we get

κT = κS −
1
V

(
∂V
∂S

)
p

(
∂S
∂ p

)
T
.
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Then multiply it by cp = T
(

∂S
∂T

)
p
, we get

cp (κT −κS) =−T
V

(
∂S
∂T

)
p

(
∂V
∂S

)
p

(
∂S
∂ p

)
T

=−T
V

(
∂V
∂T

)
p

(
∂S
∂ p

)
T

∵ chain rule

=
T
V

(
∂S
∂ p

)
T

(
∂S
∂ p

)
T

∵ (1.23)

=
T
V

(
∂V
∂T

)2

p

= TV

(
1
V

(
∂V
∂T

)
p

)2

= TV α
2
p.

Theorem 1.1. The following statements hold.

(i) U satisfies
(

∂ 2U
∂S2

)
V
≥ 0,

(
∂ 2U
∂V 2

)
S
≥ 0 ⇔ κS ≥ 0, cv ≥ 0

(ii) H satisfies
(

∂ 2H
∂S2

)
p
≥ 0,

(
∂ 2H
∂ p2

)
S
≤ 0 ⇔ κS ≥ 0, cp ≥ 0

(iii) Ψ satisfies
(

∂ 2Ψ

∂T 2

)
V
≤ 0,

(
∂ 2Ψ

∂V 2

)
T
≥ 0 ⇔ κT ≥ 0, cv ≥ 0

(iv) G satisfies
(

∂ 2G
∂T 2

)
p
≤ 0,

(
∂ 2G
∂ p2

)
T
≤ 0 ⇔ κT ≥ 0, cp ≥ 0
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Proof. The second derivatives of U, h, A, B are respectively(
∂ 2U
∂S2

)
V
=

(
∂T
∂S

)
V
=

T

T
(

∂S
∂T

)
V

=
T
cv(

∂ 2U
∂V 2

)
S
=

(
− ∂ p

∂V

)
S
=−

1
V

1
V

(
∂V
∂ p

)
S

=
1
V

1
κS(

∂ 2H
∂S2

)
p
=

(
∂T
∂S

)
p
=

T

T
(

∂S
∂T

)
p

=
T
cp(

∂ 2H
∂ p2

)
S
=

(
∂V
∂ p

)
S
=−V

(
−1
V

(
∂V
∂ p

)
S

)
=−V κS(

∂ 2Ψ

∂T 2

)
V
=−cv

T(
∂ 2Ψ

∂V 2

)
T
=−

(
∂ p
∂V

)
T
=

1
V

1
κT(

∂ 2G
∂T 2

)
p
=−

cp

T(
∂ 2G
∂ p2

)
T
=−V κT .

Definition 1.1. A gas system is called thermodynamic stable if U is a convex function of
(S,V ).

From Proposition 1.1, we only need three of the above four inequalities for stability.

Corollary 1.1. Assuming thermodynamic stability, then

cp ≥ cv, κT ≥ κS.

Remarks

• This stability condition UVV > 0 is equivalent to the condition of finite sound speed.
The sound speed is defined by

c2 :=
(

∂ p(ρ,S)
∂ρ

)
S
,
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which is also

c2 =

(
∂V
∂ρ

)
S

(
∂

∂V

)
S

(
−∂U

∂V

)
S
=V 2

(
∂ 2U
∂V 2

)
S
.

The positivity on the right-hand side of the above equation gives real value of sound
speed. This property leads to finite speed propagation of signal in rest gases. Namely,
the governing equation for the perturbed gas is

utt = c2uxx,

where u = δρ is the perturbed density. If initial data is eikx, then the solution has the
form ei(kx±ω(k)t), where ω(k) satisfies the dispersion relation: ω2 = c2k2. If c is not
real, then u will grow exponentially in time. This is unstable.

• For γ-law gases, the stability
(

∂ p
∂ρ

)
S
> 0 is equivalent to γ > 1.

Historial remarks

• The axiomatic approach in this chapter is mainly due to Gibbs and Carathéodory.

• Historical Note of Thermodynamics, see https://www.wolframscience.
com/reference/notes/1019b

https://www.wolframscience.com/reference/notes/1019b
https://www.wolframscience.com/reference/notes/1019b
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Chapter 2

Dynamics of Fluid Flows

There are two formulations of fluid dynamics: Eulerian and Lagrangian. The former is
described from the observer’s frame of reference, while the latter is described from the
material frame (or reference frame), meaning that the fluid particles are initially labeled,
and the description is from each labeled particle’s point of view.

Suppose the fluid (the continuum object) occupies a region M̂ initially and evolves to a
domain Mt at time t. We will refer to Mt as the observer’s domain, while M̂ is the material
(reference) domain.

• In the Lagrangian formulation, we assume M̂ ⊂ R3, and the coordinate of the refer-
ence domain M̂ is called the Lagrangian coordinate, material coordinate, reference
coordinate, or label coordinate. It will be denoted by X . Its components are de-
noted by Xα , α = 1,2,3. The embedding M̂ ⊂ R3 induces a natural volume element
µ̂ = dX = dX1 ∧dX2 ∧dX3 in M̂.

• The coordinate of the observer’s domain Mt is called the Eulerian coordinate or the
observer’s coordinate. It is denoted by x. Its components are denoted by xi, i= 1,2,3.
The domain Mt ⊂ R3 has a natural volume form µt = dx = dx1 ∧dx2 ∧dx3.

2.1 Dynamics of Fluid Flows in Eulerian Coordinates
The governing equations of fluid flows are derived based on three physical laws: conserva-
tion of mass, momentum, and energy. Initially derived by Leonhard Euler in 1755 without
accounting for viscous effects and the energy law, the flow is considered adiabatic. The
entropy equation was later added by Pierre-Simon Laplace in 1816. Subsequently, the ef-
fects of viscosity and thermal conductivity were introduced, and a theory was developed
by Claude-Louis Navier (1822) and George Gabriel Stokes (1842-1850).

31
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2.1.1 Conservation of mass, momentum and energy
The equations of fluid dynamics are derived based on three conservation laws: mass, mo-
mentum, and energy.

Conservation of mass Consider an arbitrary domain Ω ⊂ Mt . The change of mass per
unit time in Ω is given by

d
dt

∫
Ω

ρ dx.

This quantity is equal to the mass flowing into Ω through its boundary ∂Ω per unit time.
To measure the mass flows through ∂Ω, the concept of mass flux is introduced. For a small
area dA on the surface ∂Ω with an outer normal ν , and flow velocity v in its vicinity, the
mass flux is defined as ρv · (−ν). 1 Here, −ν represents the inner normal, indicating the
flow into Ω from outside. The mass flux is integrated over ∂Ω to obtain the total mass flow
into Ω per unit time: ∫

∂Ω

ρv · (−ν)dA.

The conservation of mass is expressed as

d
dt

∫
Ω

ρ dx =
∫

∂Ω

[−ρv ·ν ]dA =−
∫

Ω

∇ · (ρ v)dx,

or ∫
Ω

(
∂ρ

∂ t
+∇ · (ρv)

)
dx = 0.

This holds for arbitrary domain Ω. This leads to the continuity equation:

∂ρ

∂ t
+∇ · (ρ v) = 0. (2.1)

Conservation of Momentum The momentum change in Ω is given by

d
dt

∫
Ω

ρvdx.

This change results from:

(a) the momentum carried into Ω through the boundary ∂Ω, given by (ρv)[v · (−ν)],

1The mass in the parallelogram spanned by dA and the vector v∆t will flow into Ω through dA in the
period ∆t. The volume of this parallelogram is (v∆t ·ν)dA. The mass in this parallelogram is ρ(v∆t ·ν)dA.
Thus the mass flows into Ω through dA per unit time, per unit area is ρv · (−ν).
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(b) a surface force (per unit area) t on the boundary ∂Ω,

(c) a body force (per unit volume) f in Ω.

Here, the surface force t comes from the impacts of particles on the surface. It is assumed
that

t = σ ·ν ,
where σ is a rank-2 tensor: σ = (σi j), termed the Cauchy stress tensor. 2 Thus, there exists
a rank 2 tensor σ , such that t = σ ·ν . This leads to the momentum conservation equation:

d
dt

∫
Ω

ρvdx =
∫

∂Ω

ρv[v · (−ν)]dA+
∫

∂Ω

σ ·ν dA+
∫

Ω

fdx

=
∫

Ω

[∇ · (−ρvv+σ)+ f ]dx.

This holds for arbitrary domain Ω. Thus, we obtain 3

∂ (ρv)
∂ t

+∇ · (ρ vv) = ∇ ·σ + f. (2.2)

For each velocity component vi, the momentum conservation equation is:

d
dt

∫
Ω

ρvi dx =
∫

∂Ω

[−ρviv j
ν j +σi jν

j]dA+
∫

Ω

f i dx

=
∫

Ω

∂ j[−ρviv j +σi j]+ f i dx.

Inviscid assumption for gas flows In gas flows, the stress mainly comes from the impact
of gas particles on the surface, which gives a stress of the form

σ =−pI,

where p is the pressure and I is the 3× 3 identity matrix. The minus sign means that the
surface force σ · ν = −pν is inward to Ω. The stress has the form pI meaning that the
gas is isotropic, i.e., the particle impacts at a point have no preference direction. Note that
particles can also collide with each other or experience a random force from thermo noise,
which is a secondary effect in gas flows. We will neglect it for the moment. With σ =−pI,
the momentum equation now reads

∂ (ρv)
∂ t

+∇ · (ρ vv) =−∇p+ f. (2.3)

2This will be proven that t is a linear function of the outer normal ν . See Cauchy’s stress in the later
chapter.

3The notation vv stands for a tensor: vv = (viv j), and ∇ · (ρvv) stands for a vector whose ith component
is ∂ j(ρviv j).
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Conservation of energy The total energy per unit volume is

ρE :=
1
2

ρ |v|2 +ρU,

the sum of kinetic energy and internal energy. The energy change in a region Ω per unit
time is due to

(a) the energy carried in through boundary ∂Ω, which is ρEv · (−ν)
(
=−ρEviν i),

(b) the work done by the stress from boundary, which is v ·σ ·ν
(
= viσi jν

j),
(c) the work done by the body force in Ω, which is v · f

(
= vi f i).

The conservation of energy reads

d
dt

∫
Ω

ρE dx =
∫

∂Ω

[−ρEv ·ν +σ ·v ·ν ]dA+
∫

Ω

f ·vdx.

By applying the divergence theorem, we obtain the energy equation: 4

∂ (ρE)
∂ t

+∇ · [(ρEI−σ) ·v] = v · f. (2.4)

System (2.1),(2.3),(2.4) is called the (compressible) Euler equations. There are 5 equations
(momentum equation has 3 equations) for 5 unknowns (ρ,U,v1,v2,v3). The pressure p is
given as p(ρ,U) from the equation-of-state.

2.1.2 Initial conditions and boundary conditions
We consider the fluid flows in a fixed domain M = M̂ = Mt .

Initial conditions The Euler equation is first-order in time and thus requires initial con-
dition

ρ(0,x) = ρ0(x), U(0,x) =U0(x), v(0,x) = v0(x), x ∈ M.

Boundary conditions Typically, we consider a closed system, implying that there are no
transported fluxes from outside the domain. In other words:

ρv ·ν = 0, ρvv ·ν = 0, ρEv ·ν = 0 on ∂M.

This is equivalent to the following Neumann boundary condition:

v ·ν = 0 on ∂M. (2.5)
4The notation ∇ · [v ·σ ] is ∂ j(viσ i j).
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2.1.3 General conservation laws in Eulerian coordinate
The fluid dynamics can be expressed in the following abstract form:

∂tU+∇x ·F = R (2.6)

where

U=

 ρ

ρv
ρE

 , F =

 ρv
ρvv−σ

v · (ρEI−σ)+q

 , R=

 0
f

v · f

 .
Here, F is an m×3 matrix. It can be expressed as F = (F1,F2,F3). ∇x ·F := ∂xiFi. In the
last equation, we add a new term q, called the heat flux in the energy equation for generality.
It will be needed in the case of heat conduction in a later chapter. By using the divergence
theorem, the above equation can be expressed in the following integral form:∫

Ω

∂tUdx+
∫

∂Ω

F ·ν dSt =
∫

Ω

Rdx. (2.7)

where Ω ⊂ Mt is an arbitrary subdomain and ν is its outer normal.

2.2 Equations of Inviscid Fluid Flows in Lagrangian Co-
ordinates

2.2.1 Flow maps and velocity fields
Lagrangian coordinate and Eulerian coordinates Let us recall that we have a contin-
uum object occupying a region M̂ initially and evolving to Mt ⊂ R3 at time t. We refer to
Mt as the observer’s domain and M̂ as the reference domain.

Flow map and velocity field

• Fluid parcel: The fluid in a small box dX centered at X is a called a fluid parcel at
X .

• Flow map: The mapping ϕt : M̂ → Mt which maps

X 7→ x(t,X)

is called a flow map. Its trajectory is x(·,X) is the trajectory of the fluid parcel.
Its time derivative ẋ(t,X) is the parcel velocity denoted it by v. In the Lagrangian
coordinate system,

v(t,X) := ẋ(t,X).
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In observer’s coordinate, we still use v(t,x) and it satisfies

v(t,x(t,X)) := ẋ(t,X).

Sometimes, we denote v(t, ·) by vt and treat it as a tangent vector in TMt . Thus, given
a flow field vt ∈ TMt , the trajectory x(t,X) is the solution of the ODE:

ẋ(t) = v(t,x), x(0,X) = X .

Therefore, given a flow map ϕt is equivalent to giving a velocity field vt on Mt .

• Physical quantities can be represented in Eulerian coordinate f (t,x) or in Lagrange
coordinate f (t,X) := f (t,x(t,X)) (we abuse notation by using the same notation in
both coordinates). The partial derivative ∂/∂ t means the partial derivative in time
with fixed x, while d

dt or simply the dot, means the time derivative with fixed La-
grangian coordinate X .

2.2.2 Deformation Gradients
• The deformation gradient of a flow map ϕt(X) = x(t,X) is defined as

F(t,X) :=
∂x
∂X

(t,X), F i
α =

∂xi

∂Xα
. (2.8)

It is treated as a tensor that measures the deformation of a fluid parcel.

• Since fluid flows may have discontinuities (shocks, contact discontinuities), the ve-
locity field v(t,x) is only piecewise smooth. Thus, the corresponding flow map ϕt
can only be Lipschitz continuous, and the corresponding Lipschitz constant depends
on time. Nevertheless, we fix t in our analysis, and the corresponding deformation
gradient ∂x

∂X is well-defined and bounded in a fixed finite time.

• We will need FT , F−1 and F−T in later sections. They are defined as

– (FT )α
i := F i

α = ∂xi

∂Xα

– (F−1)α
i := ∂Xα

∂xi , ∵ (F ·F−1)i
j = F i

α(F
−1)α

j = δ i
j.

– (F−T )i
α := (F−1)α

i = ∂Xα

∂xi .

• The Jacobian J(t,X) := det( ∂x
∂X ). It satisfies

dx(t,X) = J(t,X)dX .

It is required that
J(t,X)> 0.

Thus, the flow map ϕt is invertible.
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2.2.3 Euler-Lagrange Transformation Formula

We aim to express the Euler equation (2.6) in the Lagrangian coordinate system. This
transformation relies on the following two propositions.

Proposition 2.2 (Renolds transportation Theorem). Let v(t,x) be a vector field, and ϕt
be the flow map from M̂ to Mt generated by v. Suppose Ω0 is a subdomain in M̂ and
Ω(t) := ϕt(Ω0). Then, for any function f (t,x), we have

d
dt

∫
Ω(t)

f (t,x)dx =
∫

Ω(t)

∂

∂ t
f (t,x)dx+

∫
∂Ω(t)

f (t,x)v ·ν dSt , (2.9)

where ν is the outer normal on ∂Ω(t).

Proof. We have

d
dt

∫
Ω(t)

f (t,x)dx =
∫

Ω(t)

∂

∂ t
f (t,x)dx+ lim

∆t→0

1
∆t

∫
Ω(t+∆t)−Ω(t)

f (t,x)dx

and

lim
∆t→0

1
∆t

∫
Ω(t+∆)−Ω(t)

f (t,x)dx = lim
∆t→0

1
∆t

∫
∂Ω(t)

f (t,x)(v∆t) ·ν dSt

we get the result.

Proposition 2.3. Let ϕt be the flow map from M̂ to Mt . Then the normal surface area
elements νdSt on ∂Mt and ndS0 on ∂M̂ satisfy the following transformation formula

νdSt = JF−T ndS0, (2.10)

where ν and n are respectively the outer normals of ∂Mt and ∂M̂, F = ∂ϕt/∂X, and
J = det F.

Proof. Let dX1 and dX2 be a pair of two infinitesimal vectors such that 5

ndS0 = dX1 ×dX2.

5We can parameterize M̂ by (u1,u2) through a map (u1,u2) 7→ X(u1,u2). Then dXi =
∂X
∂ui

dui, i = 1,2.

dX1 ×dX2 =

(
∂X
∂u1

× ∂X
∂u2

)
du1 ∧du2 =

(
∂X
∂u1

× ∂X
∂u2

J

)
Jdu1 ∧du2 = ndS0, where J :=

∣∣∣∣ ∂X
∂u1

× ∂X
∂u2

∣∣∣∣ .
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Suppose dXi is deformed to dxi at time t, then

νdSt = dx1 ×dx2

= FdX1 ×FdX2.

Multiplying both sides by FT gives

FT ·νdSt = FT ·FdX1 ×FdX2.

In coordinate form, it reads

F i
γ ν

idSt = F i
γ

(
εi jkF j

αdXα
1 Fk

β
dXβ

2

)
= εi jkF i

γ F j
αFk

β
dXα

1 dXβ

2

= Jεγαβ dXα
1 dXβ

2

= JnγdS0

Here, εi jk stands for Kronecker delta symbol, 6 and we have used the determinant expres-
sion:

εi jkF i
1F j

2 Fk
3 = det(F) = J.

Thus, we get

FT ·νdSt = ((FT )
γ

i ν
idSt = F i

γ ν
idSt = JnγdS0 =JndS0.

Conservation laws in Lagrangian coordinates Recalling the integral form of the con-
servation laws (2.7): ∫

Ω(t)
∂tUdx+

∫
∂Ω(t)

F ·ν dSt =
∫

Ω(t)
Rdx.

Choosing the arbitrary domain Ω(t) := ϕt(Ω0) for some fixed Ω0 ⊂ M̂, and using (2.9), we
obtain

d
dt

∫
Ω(t)

Udx =
∫

Ω(t)
∂tUdx+

∫
∂Ωt

Uv ·ν dSt .

6

εi jk =

 1 if {i, j,k} has the same permutation as {1,2,3}
−1 if {i, j,k} has the opposite permutation as {1,2,3}
0 if there is a repeated index.
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This leads to the conservation laws becoming
d
dt

∫
Ω(t)

Udx+
∫

∂Ω(t)
(F−Uv) ·ν dSt =

∫
Ω(t)

Rdx.

Next, pulling back the integral in the observer’s domain to the material domain by the
change of variable x 7→ X , we get

d
dt

∫
Ω(0)

UJ dX +
∫

∂Ω(0)
(F−Uv) · JF−T ·ndS0 =

∫
Ω(0)

RJ dX . (2.11)

Here, we have used
νdSt = JF−T ·ndS0.

Thus, the system of conservation laws in the Lagrange frame of reference becomes

d
dt
W+∇X ·G= RJ, (2.12)

where
W= UJ, G := (F−Uv) · JF−T . (2.13)

Since ρJ = ρ0 (see (2.17) in the next section), we get

UJ =

 ρ0
ρ0v
ρ0E

 , F−Uv =

 0
−σ

−v ·σ +q

 , G=

 0
−P

−v ·P+Q

 , RJ =

 0
fJ

v · fJ

 .
The stress term is transformed to

σ ·ν dSt = σ · JF−T ·ndS0 := P ·ndS0,

where the tensor
P := JσF−T (2.14)

is called the first Piola stress. In component form, it reads

Pi
α = Jσ

i
j(F

−T )
j
α = Jσ

i
j(F

−1)α
j = Jσ

i
j
∂Xα

∂x j

The work done by the stress is

v ·σ ·ν dSt = v ·P ·ndS0.

And the heat flux Q in Lagrangian coordinates is

q ·ν dSt = (JqF−T ) ·ndS0 = Q ·ndS0.

Thus,
Q = JqF−T , (2.15)

or

Qα = Jq j(F−T )
j
α = Jq j

∂Xα

∂x j .



40 CHAPTER 2. DYNAMICS OF FLUID FLOWS

2.3 Material Derivatives

2.3.1 Rate-of-changes of geometric variables
Rate-of-change of a scalar field For any scalar field f (t,x), we can track its evolution
along a flow path, denoted as f (t,x(t,X)) with X fixed. The derivative of this quantity is
referred to material derivative

d
dt

∣∣∣∣
X

f (t,x(t,X)) =
∂ f
∂ t

+ ẋ(t,X)
∂ f
∂x

=

(
∂

∂ t
+v ·∇

)
f (t,x(t,X))

We sometimes abbreviate d
dt

∣∣
X as d

dt or simply use the dot notation.

Rate-of-change of the deformation gradient The variation of the flow map x(t,X) with
respect to X is called the deformation gradient

F(t,X) :=
∂x
∂X

(t,X), or F i
α :=

∂xi

∂Xα
.

By differentiating
ẋ(t,X) = v(t,x(t,X))

w.r.t. X , we get the evolution equation for F :

d
dt

∂xi

∂Xα
=

∂ ẋi

∂Xα
=

∂vi

∂Xα
=

∂vi

∂xk
∂xk

∂Xα

We write it in tensor form:

Ḟ = (∇v)F , or Ḟ i
α =

∂vi

∂xk Fk
α .

where Ḟ := dF
dt .

Rate-of-change of the Jacobian Let J = detF be the Jacobian of the flow map, which
measure rate-of-change of volume along the flow path. That is,

dx(t,X) = J(t,X)dX .

Then
J̇ = tr(∇v)J = (∇ ·v)J.

This follows from the Lemma below.
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Lemma 2.1. (i) Let A be an n×n matrix, and J := detA. It holds that

∂J
∂ai j

= J(A−T )i j. (2.16)

(ii) Let A(ε) be a smooth n×n matrix-valued function. Then

d
dε

det(A) = tr(A−T Ȧ)det(A)

Proof. 1. First, we recall the expansion formula of detA:

∑
k

aikA jk = (detA)δi j, or A(cofA)T = (detA)I = J I,

where cofA := (Ai j), and Ai j is the signed cofactor of A at (i, j), that is, Ai j =
(−1)i+ j× (determinant of the matrix which eliminates row i and column j from
A). We rewrite the above formula by

Ai j = J(A−T )i j.

2. We claim that ∂ det(A)/∂ai j = Ai j, To see that, we write detA as

det(A) = ∑
k

aikAik,

and note that Aik does not involve ai j for all k. Thus,

∂ detA
∂ai j

= Ai j.

3. Next,

J̇ =
∂J

∂ai j

dai j

dε
= Ai jȧi j

= J(A−T )i jȧi j = J tr(A−T Ȧ)
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2.3.2 Rate-of-changes of thermodynamic variables
Rate-of-change of the density A parcel of fluid centered at X is ρ0(X)dX initially. At
time t, this parcel of fluid is

ρ(t,x(t,X))dx = ρ(t,x(t,X))J(t,X)dX ,

which remains ρ0(X)dX for all time by the conservation of mass. Thus,

ρ(t,x(t,X))J(t,X) = ρ0(X) or equivalently
d
dt

(ρJ) = 0. (2.17)

Indeed, this is equivalent to

ρ̇J+ρ J̇ =

(
∂ρ

∂ t
+∇ρ ·v+ρ∇ ·v

)
J = 0,

which is the same continuity equation in the Eulerian framework. Thus, the conservation
of mass in Lagrangian form is (2.17). The corresponding rate-of-change of density is

d
dt

ρ +ρ∇ ·v = 0. (2.18)

This means that

∇ ·v =− ρ̇

ρ
=

V̇
V

=
J̇
J

(2.19)

is the relative rate of change of specific volume.

Homework Show

− ρ̇

ρ
=

V̇
V

=
J̇
J
.

Rate-of-change of the velocity The momentum equation in Eulerian coordinate is

∂t(ρv)+∇ · (ρvv)+∇p = 0.

We expand it to get

ρ
∂v
∂ t

+
∂ρ

∂ t
v+ρv ·∇v+ρ(∇ ·v)v+∇p = 0.

Using the continuity equation, we cancel the second and fourth terms to get

∂v
∂ t

+v ·∇v =−∇p
ρ

. (2.20)



2.3. MATERIAL DERIVATIVES 43

dv
dt

=−∇p
ρ

. (2.21)

Note that this expression is a mix of Lagrangian representation (dv/dt) and Eulerian rep-
resentation (∇x p).

Rate-of-change of the kinetic energy We multiply (2.21) by v to get

d
dt

(
1
2

ρ|v|2
)
=−v ·∇p.

It means that the rate-of-change of the kinetic energy in a parcel is due to the work done by
the pressure from outside.

Rate-of-change of the internal energy The energy equation is

ρ (∂tE +v ·∇E)+∇ · (pv) = 0,

or

ρ
d
dt

(
1
2
|v|2 +U

)
+∇ · (pv) = 0.

We can subtract the kinetic energy equation from the energy equation to obtain the motion
of internal energy:

dU
dt

+
p
ρ

∇ ·v = 0. (2.22)

From ∇ ·v = 1
V

dV
dt , we get

dU
dt

+ p
dV
dt

= 0 ∵ ρV = 1.

This means that the change of internal energy is due to the volume-change of the fluid.

Rate-of-change of the entropy The above dynamic equation for U together with Gibbs
relation

dU = T dS− pdV

lead to
dS
dt

= 0. (2.23)

This means that S is constant along particle path. That is, the flow is adiabatic, no heat
transfer between different fluid parcels.
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Rate-of-change of the temperature From caloric equation of state U(T ) and the dy-
namic equation for internal energy, we obtain

U ′(T )
dT
dt

=−p
dV
dt

.

This gives
dT
dt

=− p
U ′(T )

dV
dt

.

Remark

• In viscous fluids, the entropy increases due to an interaction of fluid parcels with
different velocities. The entropy increases in fluid parcel. In particular, the entropy
increases as gases pass through a shock front. We shall discuss this in later chapter.

Homework:

1. Given a carolic relation U =U(T ), derive a rate equation for T based on Ṡ = 0.

2.4 Fluid Dynamic Equations on Differential Manifolds

2.4.1 Basic Notions of Differential Manifolds
Differential Manifolds We shall consider a 3-dimensional differential manifold M.

Differential Forms: The differential forms in a 3-D manifold M include:

• 0-form: it is merely a scalar function f (x) on M. In particular, a coordinate function
xi is a function on M.

• 1-form: it looks likeη = ηi(x)dxi. It is merely the line integral
∫

C ηidxi without the
integral symbol

∫
.

• 2-form: it looks like

ω1dx2 ∧dx3 +ω2dx3 ∧dx1 +ω3dx1 ∧dx2.

It is the following surface integral without the integral sign:∫
Σ

ω1dx2 ∧dx3 +ω2dx3 ∧dx1 +ω3dx1 ∧dx2 =
∫

Σ

ω ·ν dS.

where ω = (ω1,ω2,ω3) is a vector, ν is the outer normal of Σ.
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• 3-form: it looks like
ζ = ρ(x)dx1 ∧dx2 ∧dx3

The 3-form µ = dx1 ∧dx2 ∧dx3 is called the volume form.

• The set of k-forms on M is denoted by Ωk(M). For 3-D manifold M, we define
Ω4(M) = {0}.

To give you some intuition of differential forms, we have the following lemma.

Lemma 2.2. Given a surface S in R3, the normal surface element νdS can be expressed as

νdS = (dx2 ∧dx3,dx3 ∧dx1,dx1 ∧dx2).

Remark. From the lemma, we see that dx1 ∧dx2, as applied to S, is the projection of the
vector area element νdS onto the x1-x2 plane.

Proof. Let us parametrize the surface by u = (u1,u2) locally. That is, the surface S is
locally given by x(u). The two infinitesimal tangents on the surface generated by du1 and
du2 are

∂x
∂u1 du1,

∂x
∂u2 du2.

The normal surface element is defined by(
∂x
∂u1 du1

)
×
(

∂x
∂u2 du2

)
=

∂x
∂u1 × ∂x

∂u2∥∥∥ ∂x
∂u1 × ∂x

∂u2

∥∥∥
∥∥∥∥ ∂x

∂u1 ×
∂x
∂u2

∥∥∥∥du1 ∧du2 = νdS.

On the other hand, from

dxi(u1,u2) =
∂xi

∂uk duk

we get (
∂x
∂u1 du1

)
×
(

∂x
∂u2 du2

)
= εi jk

(
∂xi

∂u1 du1
)(

∂x j

∂u2 du2
)

ek

= ∑
εi jk=1

∂ (xi,x j)

∂ (u1,u2)
du1 ∧du2ek

= ∑
εi jk=1

dxi ∧dx jek.

where
∂ (xi,x j)

∂ (u1,u2)
:=

∂xi

∂u1
∂x j

∂u2 −
∂xi

∂u2
∂x j

∂u1 .
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and we have used

dxi ∧dx j = ∑
k,ℓ

∂xi

∂uk
∂x j

∂xℓ
duk ∧duℓ

=
∂ (xi,x j)

∂ (u1,u2)
du1 ∧du2

because du2 ∧du1 =−du1 ∧du2 and duk ∧duk = 0 for k = 1,2.

Exterior Derivatives:

• The exterior derivative d is defined as d : Ωk(M)→ Ωk+1(M),k = 0, ...,3. satisfying

(a) d is linear;

(b) For k = 0, define d f := fxidxi.

(c) For ω = wI(x)dxI , define d
(
wI(x)dxI) := dwI(x)∧dxI.

• Examples:

– For 0-form: d f = fx1dx1 + fx2dx2 + fx3dx3.

– For 1-form:

d(A1dx1 +A2dx2 +A3dx3) = (A1,x2dx2 +A1,x3dx3)∧dx1

+(A2,x1dx1 +A2,x3dx3)∧dx2 +(A3,x1dx1 +A3,x2dx2)∧dx3

= (A3,x2 −A2,x3)dx2 ∧dx3 +(A1,x3 −A3,x1)dx3 ∧dx1 +(A2,x1 −A1,x2)dx1 ∧dx2.

– For 2-form:

d(B1dx2∧dx3+B2dx3∧dx1+B3dx1∧dx2)= (B1,x1 +B2,x2 +B3,x3)dx1∧dx2∧dx3.

– For 3-form: d(ρ(x)dx1 ∧dx2 ∧dx3) = 0.

Flow Maps in Fluid Flows

• Material space and world space: Let M̂ be the initial configuration space (also
called the reference space or the material space) and Mt be the configuration space
at time t (also called the world space). The volume form µ = dx1 ∧dx2 ∧dx3 in the
Eulerian space R3, where all Mt , t ≥ 0 are situated. The volume form µt of Mt is
equal to µ for all t.
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• Flow Map: The flow map ϕt = x(t, ·) is a mapping from M̂ to Mt .

• Pullback: Functions or differential forms in Mt can be transformed back to M̂
through the flow map. This is the pull-back operator. Here are some examples:

– The 0-form f (t,x) is pulled back to ϕ∗
t ( f )(t,X) := f (t,x(t,X)).

– The 1-form η = ηi dxi is pulled back to

ϕ
∗
t (η)(t,X) := ηi(t,x(t,X))

∂xi(t,X)

∂Xα
dXα .

– The volume form µ is pulled back to ϕ∗
t µ = Jµ̂ , where J = det(dϕt).

Remarks

• Mass form It is assumed that there is a mass form m in the material space M̂, which
is a 3-form if M̂ occupies a 3-dimensional manifold. In geometric formulation, we
can avoid the structure of volume form in the reference domain. We only need to
assign a mass form in the initial domain M̂.

• However, if we assign a volume form on M̂, i.e. µ̂ , or dX , then we can define initial
density ρ0 and its connection with ρ is through the following argument. First, the
relation between µt and µ̂ is

ϕ
∗
t (µ) = J(t,X)µ̂, or dx = J(t,X)dX .

We define initial density to be

ρ0(X) :=
m

dX
.

Then ρ and ρ0 are related through

ρ =
m

ϕ∗
t (dx)

=
ρ0dX
JdX

=
ρ0

J
.

That is,
ρ0 = Jρ. (2.24)

• The specific volume is defined to be

V :=
1
ρ
=

ϕ∗
t (µ)

m
.
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2.4.2 Fluid Dynamic Equations in terms of Lie derivatives
The advantages of the expressions below are

• We only need differential structure of M̂ and Mt , a mass form in M̂ and a volume
form in Mt .

• The expression only use exterior derivative, which is a differential structure.

• It is a coordinate free expression.

Fluid Dynamic Equations In Lagrangian Coordinates

• Let dt denote for

dt :=
∂

∂ t

∣∣∣∣
X
.

the time derivative with fixed X . We also use dot for time derivative in Lagrangian
coordinates.

• Mass conservation: the mass of a fluid parcel is conserved.

dt (ρµt) = 0.

• The flow is adiabatic .
dtS = 0.

• Equation of motion: We have seen that for inviscid flow, the equation of motion is

v̇ =− 1
ρ

∇p.

Take inner product with dx, we get

v̇ ·dx =− 1
ρ

∇x p ·dx =− 1
ρ

d p.

Let η := vidxi be the momentum 1-form. We have

v̇idxi = dt(vidxi)− vidvi =− 1
ρ

d p,

dtη = ϕ
∗
t

(
1
2

d|v|2 − 1
ρ

d p
)
. (2.25)
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Fluid Dynamic Equation in Eulerian coordinates

• The Lie derivative ∂t +Lv in the Eulerian coordinate is defined to be

dt = ϕ
∗
t (∂t +Lv) .

• We can rewrite the above equations in terms of the Lie derivatives in the Eulerian
coordinate system: 

(∂t +Lv)(ρµt) = 0,
(∂t +Lv)S = 0,
(∂tη +Lvη) = 1

2d|v|2 − 1
ρ

d p.
(2.26)

For details of Lie Derivatives, see the Appendix D.

Viscous flows

• Viscous flows: the deviatoric stress τ is a T ∗M-valued (n−1)-form. Similar the way
we treat for the pressure, we define

τ = τ
i
j(⋆dxi)⊗dx j

The equation of motion for viscous fluid flow is

dtη = ϕ
∗
t

(
1
2

d|v|2 − 1
ρ

d p+
1
ρ
⋆dτ

)
.

• Vorticity equation: The vorticity ω := dη is a two-form. By taking d operation on
the momentum equation, we obtain

dtω = ϕ
∗
t (−dV ∧d p+d (V ⋆dτ)) . (2.27)

• Expression in terms of Lie derivative. The Lie derivative is defined to be

dt = ϕ
∗
t (∂t +Lv) .

With this notation, we have

– Euler equation:

∂tη +Lvη =
1
2

d|v|2 − 1
ρ

d p.
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– Navier-Stokes equation

∂tη +Lvη =
1
2

d|v|2 − 1
ρ

d p+
1
ρ
⋆dτ.

– Viscous vorticity equation

∂tω +Lvω =−dV ∧d p+d (V ⋆dτ) .

For details, see appendix.



Chapter 3

Properties of Inviscid Fluid Flows

In the previous chapter, we established that entropy S remains invariant along a fluid par-
cel’s trajectory. In this chapter, we explore additional invariants, focusing on energy-related
invariants and vorticity. The theories corresponding to these invariants are the Bernoulli law
and circulation theory. A fundamental assumption underlies our discussion: the degenerate
thermo relation.

3.1 Degenerate thermo relation

Certain fluid flows satisfy ∇V ×∇p = 0, indicating that the level sets of velocity potential
V coincide with those of pressure p. This implies a functional dependence between V and
p, where there exists only one independent thermodynamic variable. Such flows are termed
to have a ”degenerate thermo relation.” Examples of flows exhibiting a degenerate thermo
relation include:

• Barotropic flows Barotropic fluids are fluids where pressure is solely a function of
density and vice versa. This frequently occurs in atmospheric flows, where density
is a function of pressure. It’s important to note that this condition doesn’t imply
constancy for temperature T or entropy S.

• Isentropic flows A flow is termed isentropic if the entire flow possesses a single
constant entropy S. This approximation holds when the flows exhibit no shocks or
very weak shocks. In such cases, we can omit the energy equation, as there is only
one thermodynamic independent variable, typically density ρ , determined by the
continuity equation. For γ-law gases, the pressure is given by p = Aργ , where A is a
constant.

51

https://en.wikipedia.org/wiki/Barotropic_fluid
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• Isothermal flows In flows where γ = 1 for γ-law gases, the flow is referred to as an
isothermal flow. In these scenarios, temperature T remains constant throughout the
entire flow due to the relation p = Aρ and the ideal gas law pρ−1 = RT . This type of
flow characterizes highly compressible gases, where compressing such gases results
in the radiative dissipation of energy.

3.2 Bernoulli Principle
The Bernoulli principle pertains to the invariance of an energy-related quantity in steady
barotropic fluid flows subjected to a conservative body force.

The conservative (per unit mass) body force f is characterized by the existence of a
scalar function Φ such that:

f(x) =−ρ(x)∇Φ(x)

A classic example of such a force is gravitational force.

Theorem 3.2 (Bernoulli Principle). For steady barotropic flows under conservative body
force f =−ρ∇Φ, the quantity

H :=
1
2
|v|2 +h(ρ)+Φ = constant (3.1)

remains constant along every streamline (i.e., the integral curves of the velocity v). Here,
h(ρ) :=

∫ d p(ρ)
ρ

.

Proof. With the conservative body force, the momentum equation takes the form:

∂tv+v ·∇v+V ∇p =−∇Φ,

where V = 1/ρ is the specific volume. Utilizing the identity

v ·∇v = ∇

(
1
2
|v|2
)
+ω ×v,

we obtain

∂tv+ω ×v+∇

(
1
2
|v|2
)
+V ∇p =−∇Φ. (3.2)

For barotropic flows, V ∇p = ∇h, where h =
∫ d p

ρ
. The Euler equation simplifies to:

∂tv+ω ×v+∇

(
1
2
|v|2 +h+Φ

)
= 0. (3.3)

https://en.wikipedia.org/wiki/Bernoulli%27s_principle
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In the case of steady flows, the equation becomes:

ω ×v+∇

(
1
2
|v|2 +h+Φ

)
= 0. (3.4)

Taking the inner product of this equation with v, we obtain:

v ·∇
(

1
2
|v|2 +h+Φ

)
= 0.

This implies that the directional derivative of 1
2 |v|

2 + h+Φ in the direction v is zero, in-
dicating that this quantity remains constant along the integral curve of v, which is the
streamline.

Remarks

1. Formula (3.3) indicates that the acceleration is attributed to:

(i) a rotation (ω ×v), where v̇ =−ω ×v represents a rotation of v.

(ii) a conservative force ∇(|v|2/2+h+Φ).

2. For steady barotropic flows, the equation becomes:

ω ×v+∇H = 0. (3.5)

We observe that H remains constant along the integral curve of v. Similarly, apply-
ing the same procedure, we derive:

ω ·∇H = 0.

This implies that H also remains constant along the integral of ω , referred to as the
vortex filament.

3. In the case of ω ≡ 0, such a flow is termed an irrotational flow. Subsequently, we
will discover in the next subsection that if the flow is irrotational, it will remain
irrotational for all later times. For steady, irrotational, and barotropic flows, we have
∇H ≡ 0. Consequently, we obtain:

H = constant

in every simply connected subdomain of the flow region.
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Applications of Bernoulli Principle

1. Vortex center has low pressure:

• Typically, the center of a vortex exhibits higher speed, resulting in low pressure
at the center.

2. Effect of Strong Wind:

• In strong winds, the low pressure makes it more challenging to inhale and
breathe.

3. Pitot tube

• The Pitot tube utilizes Bernoulli’s law to measure wind speed, employing the
equation:

1
2

v2 +
pa

ρ
=

p1

ρ
.

This yields the wind speed equation:

v =

√
2(p1 − pa)

ρ
=

√
2ρmgh

ρ
,

where ρm is the density of mercury, and ρ is the density of gas.

3.3 Circulation Theory
Vorticity and circulation play theory important roles in fluid dynamics. It was developed by
Cauchy, Hankel, Helmholtz, Kelvin in 19 centuary. A good historical review article about
vorticity and circulation is the article:
Uriel Frisch and Barbara Villone, Cauchy’s almost forgotten Lagrangian formulation of
the Euler equation for 3D incompressible flow (https://arxiv.org/pdf/1402.
4957.pdf).

Definition 3.2. Given a closed curve C in the fluid region. We define the circulation of flow
field v along C to be ∫

C
v · tds

The circulation measures how fluid rotates. By the Stokes theorem,∫
C

v · tds =
∫

Σ

∇×v ·ν dS (3.6)

where Σ is any surface with ∂Σ =C. The quantity ω := ∇×v is called thevorticity. Thus,
this circulation is equal to the vorticity flux passing through the surface that C is enclosed.

https://www.youtube.com/watch?v=D6sbzkYq3_c
https://arxiv.org/pdf/1402.4957.pdf
https://arxiv.org/pdf/1402.4957.pdf
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Theorem 3.3 (Circulation Theorem). In an inviscid fluid flow under a conservative body
force with degenerate thermo relation, the circulation is invariant under fluid flow. More
precisely, let C0 be a closed curve and C(t) := ϕt(C0). Then

d
dt

∫
C(t)

v(t) · tdst = 0.

Proof. With the thermo degenerate relation, we can find h such that ∇h = ∇p/ρ . Thus, the
Euler equation becomes

v̇ = ∂tv+v ·∇v =− 1
ρ

∇p−∇Φ =−∇(h+Φ) , (3.7)

Let us parametrize the curve C0 by arc length s. That is C0 = {X(s) |0 ≤ s ≤ L} with
X(0) = X(L). The curve C(t) in the observer’s space is C(t) = {x(t,X(s))|0 ≤ s ≤ L}. Its
tangent is

t =
∂x(t,X(s))

∂ s

∥∂x(t,X(s))
∂ s ∥

and the arc length is

dst =

∥∥∥∥∂x(t,X(s))
∂ s

∥∥∥∥ ds.

Let us write
∂x(t,X(s))

∂ s
= x′(t,X(s))

Let us write the evolution of circulation in Lagrange coordinate:∫
C(t)

v(t,x) · tdst =
∫ L

0
v(t,x(t,X(s)) ·x′(t,X(s))ds.

We differentiate this equation in t with fixed X(s).

d
dt

∫
C(t)

v(t,x) · tds =
d
dt

∫ L

0
v(t,x(t,X(s)) ·x′(t,X(s))ds

=
∫ L

0
v̇ ·x′(s)+v · ẋ′ ds

=
∫ L

0
∇(−Φ−h) ·x′+v · (∇v ·x′)ds ∵

d
ds

v = ∇v ·x′

=
∫ L

0
∇

(
−Φ−h+

1
2
|v|2
)
·x′ ds

=
∫ L

0

d
ds

(
1
2
|v|2 −h−Φ

)
ds

= 0. ∵C(0) is a closed curve.
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Corollary 3.2. For fluid flows with degenerate thermo relation and under conservative
force field, its vorticity 2-form is invariant with the flow. In other words, if Σ is a closed
surface and Σ(t) = ϕt(Σ), then

d
dt

∫
Σ(t)

ω ·ν dSt = 0.

Proof. From Stokes theorem,

d
dt

∫
Σ(t)

∇×v ·ν dSt =
d
dt

∫
∂Σ(t)

v · tds = 0.

Corollary 3.3. For fluid flows with degenerate thermo relation and under conservative
field, if ω ≡ 0 initially, then it stays ω(t)≡ 0 for all later time.

Remarks

• A vortex filament (or line) C is an integral curve of the vorticity field ω . The vortex
filaments through each point of a closed surface Σ constitute a vortex tube Ω. Thus,
a vortex filament is an infinitesimal vortex tube.

• The circulation theorem implies that the vortex tube (filament) stays as a vortex tube
(filament) as it flows with the fluid.

3.3.1 Vorticity Equation in Eulerian coordinate
1. In this subsection, we assume the specific body force is conservative. The Euler

equation reads

∂tv+ω ×v+∇

(
1
2
|v|2
)
+V ∇p =−∇Φ,

By taking curl (i.e. ∇×) on this equation, we can eliminate those gradient terms and
leave only kinematic variables:

∂tω +v ·∇ω − (ω ·∇)v+ω (∇ ·v) = ∇p×∇V. (3.8)

Here, we have used the identities from vector calculus

∇× (ω ×v) = ω(∇ ·v)−v(∇ ·ω)+(v ·∇)ω −ω ·∇v
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∇ ·∇×v = 0

∇× (V ∇p) = ∇V ×∇p+V ∇× (∇p) = ∇V ×∇p.

Note that from the first law of thermodynamics

∇U = T ∇S− p∇V.

We take curl on both sides, using ∇× (T ∇S) = ∇T ×∇S to get

0 = ∇T ×∇S−∇p×∇V.

Thus, the vorticity equation is equivalent to

∂tω +v ·∇ω − (ω ·∇)v+ω (∇ ·v) = ∇T ×∇S. (3.9)

2. The circulation conservation is valid on the level set of entropy, where ∇S = 0. In
fact, it is valid on the level set of S, or T , or p, or V .

3. For fluid flows with degenerate thermo relation and under conservative force field,
the thermo area element degenerate. The vorticity equation becomes

∂tω +v ·∇ω − (ω ·∇)v+ω (∇ ·v) = 0. (3.10)

This gives the circulation theorem.

Homeworks Let ω := ∇×v, show the following identities in vector calculus:

1. v ·∇v = ∇
(1

2 |v|
2)+ω ×v.

2. ∇× (ω ×v) = ω(∇ ·v)−v(∇ ·ω)+(v ·∇)ω −ω ·∇v

3. ∇ ·∇×v = 0

4. ∇× (V ∇p) = ∇V ×∇p+V ∇× (∇p) = ∇V ×∇p.

3.3.2 Vorticity equation in Lagrangian coordinate
1. There is a very good interpretation of the above vorticity equation in differential

geometry. If we define a vorticity 2-form as

ω = ω ·νdS = ω1dx2 ∧dx3 +ω2dx3 ∧dx1 +ω3dx1 ∧dx2

and treat it as a function in (t,X) (denoted by ϕ∗
t ω), then the left-hand-side of (3.8)

is the material derivative of the vorticity 2-form, while the right-hand side is the area
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element of the thermo plane (either use (p,V ) or (S,T ) as the thermo coordinate
system.) Thus, the vorticity equation states that the rate-of-change of the vorticity
2-form is the area element of the thermo plane. We shall come back to this in the
section of geometric perspective of fluid mechanics in later section.

2. Let us denote the pull-back of ω by

ϕ
∗
t ω(t,X) := ω1(t,x(t,X))dx2(t,X)∧dx3(t,X)

+ω
2(t,x(t,X))dx3(t,X)∧dx1(t,X)

+ω
3(t,x(t,X))dx1(t,X)∧dx2(t,X)

Which is still ω but expressed in (t,X) coordinate instead (t,x) coordinate. Let dt
be the abbreviation of d/dt, which is the partial derivative in t with fixed X , i.e. the
material derivative.

dtϕ
∗
t ω = (dtω

1)dx2 ∧dx3 +(dtω
2)dx3 ∧dx1 +(dtω

3)dx1 ∧dx2

+ω
1dt(dx2 ∧dx3)+ω

2dt(dx3 ∧dx1)+ω
3dt(dx1 ∧dx2)

=

[
(∂t +v ·∇)ω1 +ω

1(
∂v2

∂x2 +
∂v3

∂x3 )−ω
2 ∂v1

∂x2 −ω
3 ∂v1

∂x3

]
dx2 ∧dx3

+

[
(∂t +v ·∇)ω2 +ω

2(
∂v1

∂x1 +
∂v3

∂x3 )−ω
3 ∂v2

∂x3 −ω
1 ∂v2

∂x1

]
dx3 ∧dx1

+

[
(∂t +v ·∇)ω3 +ω

3(
∂v1

∂x1 +
∂v2

∂x2 )−ω
3 ∂v3

∂x1 −ω
1 ∂v3

∂x2

]
dx1 ∧dx2

For each component, we have

dtω
i = ∂tω

i + vk ∂ω i

∂xk +ω
i ∂vk

∂xk −
∂vi

∂xk ω
k

In vector calculus, we define ω = (ω1,ω2,ω3)T . In vector form, it is

dtω = ∂tω +v ·∇ω +ω∇ ·v− (∇v)ω,

Thus, we get
dtω = ϕ

∗
t (d p∧dV ) . (3.11)

3. Expression in terms of Lie derivative. The Lie derivative is defined to be

dt = ϕ
∗
t (∂t +Lv) .

With this notation, we have

∂tω +Lvω = d p∧dV = dT ∧dS. (3.12)

The last equality is obtained from 0 = d2U = dT ∧dS−d p∧dV .
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3.3.3 Deformation of ω/ρ

For compressible flows, Helmholtz derived the following advection equation for ω/ρ to
replace ω .

d
dt

(
ω

ρ

)
=

1
ρ

dω

dt
− 1

ρ2
dρ

dt
ω

=
1
ρ
((ω ·∇)v−ω∇ ·v)+ 1

ρ3 ∇ρ ×∇p+
ω

ρ
∇ ·v

=

(
ω

ρ
·∇
)

v+
1

ρ3 ∇ρ ×∇p. (3.13)

The first term on the right-hand side can be expressed as (∇v)(ω/ρ). It is a deformation
term. We may diagonalize ∇v and observe how ω/ρ changes along the eigenvectors of
∇v. In the expansion direction (the corresponding eigenvalue of ∇v is positive), the corre-
sponding component of ω/ρ increases exponentially, whereas in the shrinking direction,
the component of ω/ρ decreases exponentially. The second term on the right-hand side is
called the buoyancy effect.

In the case of thermo degeneracy, from (3.13), we have the following theorem.

Theorem 3.4. For fluid flows with degenerate thermo relation and under conservative force
field, we have

d
dt

(
ω

ρ

)
=

(
ω

ρ
·∇
)

v. (3.14)

and
ω

ρ
(t) =

ω

ρ
(0)

∂x(t,X)

∂X
. (3.15)

It means that ω

ρ
is transported along particle path.

Proof. 1. Formulae (3.14) and (3.15) are equivalent because of the following argu-
ments. Assuming (3.15), we differentiate it in t to get

d
dt

(
ω

ρ

)
=

d
dt

∂x(t,X)

∂X
· ω

ρ
(0)

= Ḟ · ω

ρ
(0)

= (∇v) ·F · ω

ρ
(0)

= (∇v) · ω

ρ
(t).
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2. Formula (3.15) is equivalent to

ω

ρ
(t)

∂X
∂x

(t) =
ω

ρ
(0)I,

or
d
dt

(
ω

ρ

∂X
∂x

)
= 0. (3.16)

To show this, we use Lagrange coordinate

d
dt

(
ω

ρ

)
=

(
ω

ρ
·∇
)

v =
ω

ρ

∂X
∂x

∂v
∂X

We differentiate the identity
∂X
∂x

∂x
∂X

= I

in t to get
d
dt

(
∂X
∂x

)
∂x
∂X

+
∂X
∂x

∂v
∂X

= 0.

Plug this into the above equation, we get

d
dt

(
ω

ρ

)
+

ω

ρ

d
dt

(
∂X
∂x

) (
∂x
∂X

)
= 0.

or
d
dt

(
ω

ρ

)(
∂X
∂x

)
+

ω

ρ

d
dt

(
∂X
∂x

)
= 0.

This is
d
dt

(
ω

ρ

∂X
∂x

)
= 0. (3.17)

We integrate it to obtain

Remarks

• An equivalent form is

ω
i(t) =

1
J

F i
αω

α
0 .

• The push forward of the vorticity two form is

⋆tω(t) = F ⋆0 ω0.

The ratio of the two stars (⋆t and ⋆0) gives the J term.
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Vortex filament Let us define the vortex filament to be the integral curve of the vorticity
field ω . Let X(α) be a vortex filament at t = 0. That is,

dX
dα

=
ω(X ,0)
ρ(X ,0)

.

Let us investigate this line following the flow x(t,X(α)). Its tangent is

d
dα

x(t,X(α)) =
∂x
∂X

dX
dα

=
∂x
∂X

ω

ρ
(0)

=
ω

ρ
(t)

This shows that the vortex filament stays as a vortex filament. It flows with the fluid.
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Chapter 4

Variational Principles for Fluid
Flows

The approach of variational principles in analytic mechanics has a long history. You can
see wiki “the History of Variational Principles in Physics”. Below is a brief list of historical
development:

• (1705) Gottfried Leibniz, least action principle

• (1744) Euler and Pierre Louis Maupertuis, Least action principle

• (1757) Euler: Euler equation (continuity equation and momentum equation)

• (1788) Lagrange formulated Lagrange mechanics and derived Euler equation based
on variational principle in Lagrangian coordinate.

• (1809) Poisson introduced Poisson bracket.

• (1833) Hamilton formulated Hamilton mechanics based on Lagrange mechanics

We shall derive the equations of fluid dynamics via variational approach. There are two
approaches, one uses Lagrangian coordinate, the other uses Eulerian coordinate.

4.1 Lagrange Variational Approach
Lagrange (1788) derived Euler equation based on variation principle in Lagrange coordi-
nate. Mimic to the variational approach in classical mechanics, we shall take variation of
action with respective to parcel paths x(t,X), or equivalently, the flow maps.

63

https://en.wikipedia.org/wiki/History_of_variational_principles_in_physics
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• Action Given a flow map x(·, ·), we define its action in the Lagrange coordinate to
be

S[x] = T [x]−U [x] :=
∫ t1

t0

∫
Ω0

(
1
2

ρ0(X)|ẋ(t,X)|2 −W
(

∂x
∂X

))
dX dt.

Here, the first term is the kinetic energy, while the second term W (F) is the potential
energy, which is the energy stored in fluid parcel through F = ∂x

∂X .

• In the case of fluid mechanics, W (F(t,X)) = ρ0(X)U(S0(X),V ) for a fluid parcel.
The specific volume V is

V :=
1
ρ
=

J
ρ0

=
det(F)

ρ0

• Note that the specific entropy S is a constant along a particle path. Therefore, W =
ρ0(X)U(S,V ) is a function of det(F) along a parcel path.

We will derive equation of motion in Lagrange coordinate without the body force. We first
work for compressible fluid flows. Next we work out for incompressible fluid flows.

4.1.1 Variation of action w.r.t. flow maps for compressible flows
We shall study the variation of action with respect to the flow map x(·, ·). Let us perturb the
flow map by xε(t,X) with x0(t,X) = x(t,X), the original unperturbed flow map. We call

δx(t,X) :=
∂

∂ε
|ε=0xε(t,X),

the variation of the flow map x(·, ·). We write the variation of x by δx. The variation of a
functional I[x] in the direction of δx means that

δ I[x] :=
d

dε
|ε=0I[xε ].

The derivative δ I
δx is defined to be

δ I[x] =
δ I
δx

·δx.

Since, for small ε , xε(t, ·) are flow maps, its variation

δx(t,X) = lim
ε→0

xε −x0

ε

is an infinitesimal variation of position, thus, can be called a pseudo-velocity.
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We shall choose those variations δx which satisfy δx(t,X) = 0 for t = t0 and t = t1 so
that we can take integration by part for t without appearance of boundary terms.

δS[x] =
∫ t1

t0

∫
Ω0

(
ρ0(X)ẋ(t,X) ·δ ẋ−W ′(F)δF

)
dX dt

=
∫ t1

t0

∫
Ω0

(
− d

dt
(ρ0(X)ẋ(t,X)) ·δx−W ′(F)

δ∂x
∂X

)
dX dt

=
∫ t1

t0

∫
Ω0

(
− d

dt
(ρ0(X)ẋ(t,X)) ·δx−W ′(F)

∂δx
∂X

)
dX dt

=
∫ t1

t0

∫
Ω0

(
−ρ0(X)ẍ(t,X) ·δx+

(
∂

∂X
·W ′(F)

)
·δx
)

dX dt

Here, we have chosen those variations satisfying∫
Ω0

W ′(F)δx ·ndS0 = 0 (4.1)

on the boundary of Ω0 so that no boundary terms show up in the integration-by-part in the
above integration. This leads to the following Euler-Lagrange equation

ρ0(X)ẍ(t,X) = ∇X ·P
(

∂x
∂X

)
. (4.2)

Here, P =W ′(F) is called the first Piola stress tensor. Its component form is

Pi
α =

∂W
∂F i

α

, F i
α :=

∂xi

∂Xα

, (∇X ·P)i =
∂

∂Xα
Pi

α .

This is the equation of motion in Lagrangian coordinate for the flow map x(t,X). It is a
second-order partial differential equations for the flow map x(t,X).

Equation of motion in Lagrangian coordinate Let us express this equation of motion
in terms of v and thermo variables in Lagrangian coordinate. First, the Euler-Lagrange
equation (4.2) can be rewritten as

ρ0v̇ = ∇X ·P,

Next, we express the first Piola stress in terms of thermo variables. Recall that

W (F) = ρ0(X)U(S0(X),V ),
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because the entropy S is constant along particle path. The first Piola stress P = W ′(F)
becomes

P =W ′(F) =
∂ (ρ0(X)U(S0(X),V ))

∂F
= ρ0

∂U
∂V

∂V
∂F

=−ρ0 p
∂V
∂F

=−p
∂ (ρ0V )

∂F
= p

∂J
∂F

=−pJF−T .

Here, we have used V = 1/ρ , ρJ = ρ0 and ∂ det(F)/∂F = JF−T , which is (2.16). Thus,
the equation of motion is {

ρ0v̇ = ∇X ·P(F)

Ḟ = ∂v(t,X)
∂X

(4.3)

where
P =−pJF−T . (4.4)

The thermo variable p is a function of (S,V ). With fixed X , we have S(t,X) = S0(X). The
variable V = 1/ρ = J/ρ0 = det(F)/ρ0(X). Thus,

p(S,V ) = p
(

S0(X),
det(F)

ρ0(X)

)
is only a function of F and X . The system (4.3), (4.4) is closed with unknowns v(t,X) and
F(t,X).

The above derivation shows that if x(t,X) satisfies PDE (4.2), then its derivatives
(v(t,X),F(t,X)) satisfies PDE (4.3). In addition, from

∂ 2x
∂Xβ ∂Xα

=
∂ 2x

∂Xα∂Xβ

and
∂ 2x

∂ t∂Xα
=

∂ 2x
∂Xα∂ t

,

we see that necessarily F satisfies the following compatibilty conditions

∂F i
α

∂Xβ
=

∂F i
β

∂Xα
(4.5)

and

Ḟ i
α =

∂vi

∂Xα
. (4.6)

The second one is already appeared in our equation (4.3). So (4.5) is an addition condition.
It is also called integrability condition for F .
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Conversely, if a pair of functions (v(t,X),F(t,X)) satisfies PDE (4.3), does there exist
a function x(t,X) satisfying ẋ(t,X) = v(t,X), ∂x

∂X = F(t,X) and equation (4.2)? Certainly
there is no guarantee that F satisfies (4.5). However, if F satisfies (4.5) at t = 0, we claim
that F satisfies (4.5) for all later time. This is because

d
dt

(
∂F i

α

∂Xβ
−

∂F i
β

∂Xα

)
=

∂ 2vi

∂β∂α
− ∂ 2vi

∂α∂β
= 0.

If v and F satisfy the compatibility conditions (4.5), (4.6), then we can find its integral
x(t,X) with ẋ(t,X) = v(t,X) and ∂x

∂X = F(t,X).

Equation of motion in Eulerian coordinate The equation of motion in Eulerian coordi-
nate is simpler. From (2.14) and (4.4), the Cauchy stress for fluids is

σ = J−1W ′(F)FT =−J−1 pJF−T FT =−pI.

Using the Euler-Lagrange transformation formula, we obtain

ρ (∂tv+v ·∇xv) =−∇p.

Recall that the thermo variables ρ and S in Lagrangian frame satisfy

ρ(t,x(t,X))J(t,X) = ρ0(X), S(t,x(t,X)) = S0(X). (4.7)

They are not needed in the equation of motion in Lagrangian formulation because we can
treat pressure p as a function of X and F based on the conservation of mass and adia-
baticity assumption. However, ρ and S are needed in the equation of motion in Eulerian
formulation. Thus, we need dynamical equations for ρ and S, which are

∂tρ +∇x(ρv) = 0,

∂tS+v ·∇xS = 0.

They are obtained by differentiating (4.7) in t.

Boundary conditions In the above derivation of the Euler-Lagrange equation (4.2), we
require the boundary condition (4.1) for δx. Express this in component form reads

Pi
αnα

δxidS0 = 0 (4.8)

on the boundary ∂Ω0. Note that P is a function of F , which is ∂x
∂X . For the fluid mechanics,

P =−pJF−T . This gives

0 = pδx · JF−T ndS0 = pδx ·νdSt .
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Thus, a natural boundary condition is

δx(t,X) ·ν(x(t,X)) = 0 for X ∈ ∂Ω0.

The condition
v ·ν = 0 on ∂Ωt

implies δx ·ν = 0 on ∂Ωt . This is called the natural boundary condition.

4.1.2 Variation of action w.r.t. flow maps for incompressible flows

A flow map x(t,X) is called incompressible if

J(t,X) := det
(

∂x
∂X

(t,X)

)
= 1.

This means its volume is unchanged. The incompressibility is equivalent to the constraint

detF(t,X) = 1.

Thus, in the above variation of action, we should add a constraint term with a Lagrange
multiplier:

δS[x]+δ

∫ t1

t0

∫
p(t,X)(detF −1)dX dt = 0.

Here, p is the Lagrange multiplier.
The variation of S[x] gives

δS=
∫ t1

t0

∫
[−ρ0(X)ẍ+∇X P] ·δxdX dt.

The Piola stress

P =W ′(F) =
∂W
∂V

∂V
∂F

=
∂W
∂V

1
ρ0(X)

∂J
∂F

= 0.

Next, the variation

δ (detF) = tr(F−T · (δF))detF = tr(F−T · (δF)).

where

tr(F−T · (δF)) = ∑
i,α
(F−T )α

i (δF)i
α = ∑

i,α
(F−T )α

i
∂δxi

∂Xα
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We take integration by part in the variation form below to get

δ

∫ t1

t0

∫
p(t,X)(detF −1)dX dt =

∫ t1

t0

∫
p(t,X)δ detF dX

=
∫ t1

t0

∫
p∑

i,α
(F−T )α

i
∂δxi

∂Xk dX dt =−
∫ t1

t0

∫
∑
i,α

[
∂

∂Xα
(pF−T )α

i

]
δxi dX dt

=−
∫ t1

t0

∫
[∇X ·

(
pF−T)] ·δxdX dt

Thus, we obtain the constraint-flow equation

ρ0ẍ =−∇X · (pF−T ), det = 1, F :=
∂x
∂X

for the unknown x(t,X) and p(t,X). Here, the boundary terms appeared in the integration-
by-part is ∫ t1

t0

∫
∂M̂

δx ·
(

pF−T) ·ndS0 dt.

We choose those δx to make this term to be zero.
We can express this second-order equation as a system of first-order equations:

ρ0v̇ = −∇X · (pF−T )

Ḟ = ∂v(t,X)
∂X

∇ ·v = 0

The unknowns are (F,v, p). The constraint detF = 1 is a consequence of the ∇ ·v = 0 and
F(0) = I.

Eulerian formulation Through the transformation formula, we get that the equation of
motion in Eulerian coordinate is

∂t(ρv)+∇ · (ρvv)+∇p = 0.

We still need the continuity equation for ρ . The incompressibility constraint is expressed
as

∇ ·v = 0.

We summarize them as 
∂tρ +∇ · (ρv) = 0
∂t(ρv)+∇ · (ρvv)+∇p = 0.
∇ ·v = 0

The unknowns are (ρ,v, p).
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Incompressibility

• When the density of each fluid parcel is unchanged during its motion, such fluid is
called incompressible. That is

dρ

dt
= 0. (4.9)

• Incompressibility is equivalent to

∇ ·v = 0. (4.10)

This follows from the definition of incompressibility and the continuity equation

∂tρ +v ·∇ρ +ρ∇ ·v = 0

• Incompressibility is also equivalent to

J(t,X) := detF = 1. (4.11)

where F = ∂xi

∂X j is the deformation gradient. This follows from(
d
dt
(ρJ) = 0,

d
dt

ρ = 0
)

⇒ d
dt

J = 0.

Since J(0,X) = 1, we get J(t,X) = 1 for all t.

Equation of motion Consider incompressible simple fluids (i.e. no stress appears, fluid
particles have only free motion). The governing equations are

• Continuity equation
ρt +∇ · (ρv) = 0.

• Incompressibility
∇ ·v = 0.

• Equation of motion

ρ
dv
dt

+∇p = f. (4.12)

Here, we have (ρ, p,v) as our unknowns.
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Remark For incompressible flows, the is only one thermo variable. Thus, we cannot
include the energy equation. The role of pressure p is a Lagrange multiplier from the
constraint det F = 1. We shall come back to explain in detail in the chapter of variation
approach.

Boundary Conditions We impose the boundary condition

v ·ν = 0, x ∈ ∂D. (4.13)

It means that the fluid can not flow through the boundary ∂D.

Simple Flows When ρ ≡ 1, we have

dv
dt

+∇p = 0, ∇ ·v = 0.

This is called the simple flow. The unknown are (v, p).

Barotropic Flows Barotropic flow: the pressure is a function of ρ . In this case, we can
find a potential w such that w′(ρ) = p′(ρ)/ρ . Then the barotropic flow equation becomes

dv
dt

+∇w = 0,

The equation for ρ is still the continuity equation

dρ

dt
+ρ∇ ·v = 0.

4.2 Eulerian Variational Approach
There are several ways to derive the Euler equation via variational principle in Eulerian
coordinate. These include

• Euler-Poincarè-Hamel’s approach,

• Herivel-Lin approach’s approach.

The references are

1. R.L. Seliger and G.B. Whitham, F.R.S., Variational principles in continuum mechan-
ics, Proc. Roy. Soc. A 305, 1-25 (1968).
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2. Rick Salmon, Hamiltonian Fluid Mechanics, Ann, Rev. Fluid Mech. 20, 225-256
(1988).

3. P.J. Morrison, Hamiltonian Fluid Mechanics, in Encyclopedia of Mathematical Physics,
vol. 2, (Elsevier, Amsterdam, 2006)

4. J. Serrin, Mathematical Principles of Classical Fluid Mechanic (1959)

5. Beris and Edwards, Thermodynamics of Flowing Systems (1994).

4.2.1 Euler-Poincarè-Hamel’s Approach (dynamically accessible vari-
ation)

1. Configuration space and space of Vector fields

• Configuration space: Let

Q := {q : M → M diffeomorphism}

the collection of flow maps. Q is called a configuration space. A flow map
x(t,X) is treated as a map [t0, t1]→ Q and is considered as a trajectory on Q.

• Space of vector fields: Let

V := {v : M → R3 continuous}

A velocity field v(t,x) is treated as a map [t0, t1] → V , and is considered as a
trajectory on V .

• The flow map x(·, ·) and velocity field v(·, ·) are related by

ẋ(t,X) = v(t,x(t,X)), x(0,X) = X .

The space V can be embedded into the tangent bundle of Q. 1

2. Perturbation of flow map by a vector field w. Given a flow map x(t,X), or equiva-
lently, a vector field v, we want to perturb it in an arbitrary direction w(t,x). For this,
we consider a family of flow maps xs(t,X) such that the vector field w is obtained by

w(t,x) = (∂s)X xs(t,X), with x = xs(t,X).

The perturbation perturbs the flow map x(t,X) in direction w by a parameter s at
s = 0. Thus, given w, we can construct such a family of flow maps xs(t,X) such that
(∂s)X xs(t,X) = w(t,x(t,X)). Conversely, given a family of flow maps xs(t,X), its
infinitesimal generator is a vector field w. The role of s is very similar to time t in
the flow maps xs(t, ·). Thus, we call w a pseudo-velocity.

1Assuming uniqueness of ODEs for velocity fields
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3. Dynamically accessible variations The perturbation w induces variations on v, ρ

and S as the follows:

δv(t,x) :=
(

∂

∂ s

)
x

v(t,xs(t,X)),

δρ(t,x) :=
(

∂

∂ s

)
x

ρ(t,xs(t,X)),

δS(t,x) :=
(

∂

∂ s

)
x

S(t,xs(t,X)),

with x = x(t,X) fixed, where ∂

∂ s is evaluated at s = 0. Note that

(∂s)X = (∂s)x +w ·∇x, (∂t)X = (∂t)x +v ·∇x. (4.14)

We have the following lemma.

Lemma 4.3. δv satisfies

δv+w ·∇v = ∂tw+v ·∇w. (4.15)

Proof. We use
(∂s)X (∂t)X xs(t,X) = (∂t)X (∂s)X xs(t,X).

The LHS gives

(∂s)X(∂t)X xs(t,X) = (∂s)X v(t,xs(t,X)) = (∂s)x v+(∂x)v(∂s)xxs = δv+w ·∇xv

The RHS is
(∂t)X (∂s)X xs(t,X) = (∂t)X w = ∂tw+v ·∇w.

We get
δv+w ·∇v = ∂tw+v ·∇w.

Lemma 4.4. If ρ and S satisfy

ρ(t,xs(t,X))Js(t,X) = ρ0(X) (4.16)
S(t,xs(t,X)) = S0(X). (4.17)

then the corresponding δρ and δS satisfy

δρ +∇ · (ρw) = 0, (4.18)
δS+w ·∇xS = 0. (4.19)
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Proof. We have

(∂s)X
∂xs

∂X
=

∂

∂X
(∂s)X xs =

∂

∂X
ws(t,x) =

∂w
∂x

∂xs

∂X
we get

(∂s)X

(
∂xs

∂X

)
= ∇xw

(
∂xs

∂X

)
.

Its determinant det
(

∂xs

∂X

)
= Js satisfies

δJ = (∇ ·w)J.

Differentiating (4.16) in s, using (4.14), we get

(∂s)X (ρ(t,xs(t,X))Js(t,X)) = 0

(δρ +w ·∇ρ)J+ρ(∇ ·w)J = 0.

This gives (4.18). Similarly, differentiating (4.17) in s, we get (4.19).

Remark The above δv,δρ and δS satisfying (4.18) (4.19) are called dynamically
accessible variations in the direction w.

4. Variation of action w.r.t. those dynamically accessible variations The action is
defined to be

S[ρ,v,S] :=
∫ t1

t0

∫
Ω

(
1
2

ρ|v|2 −ρU(ρ,S)
)

dxdt. (4.20)

The variation of a functional S w.r.t. ρ,S,v is

δS[ρ,v,S] =
∫ t1

t0

∫
Ω

[
δρ

1
2
|v|2 +ρv ·δv−δρU −ρ

(
∂U
∂ρ

δρ +
∂U
∂S

δS
)]

dxdt

=
∫ t1

t0

∫
Ω

[(
1
2
|v|2 −U − p

ρ

)
δρ −ρT δS+ρv ·δv

]
dxdt.

The variations δρ , δS and δv are induced by w. We now express them in terms of
w:

δS=
∫ t1

t0

∫
Ω

(
1
2
|v|2 −U − p

ρ

)
(−∇ · (ρw))+ρT (∇S ·w)+ρv(wt +v ·∇w−∇v ·w) dxdt

=
∫ t1

t0

∫
Ω

[−(ρv)t −∇ · (ρvv)−∇p] ·w−ρ[∇U − p
ρ2 ∇ρ −T ∇S] ·wdxdt

(4.21)
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Here, we have performed integration by part and used w · ν = 0 on the boundary.
Using the first law of thermodynamics

∇U − p
ρ2 ∇ρ −T ∇S = 0,

we get ∫ t1

t0

∫
Ω

[−(ρv)t −∇ · (ρvv)−∇p] ·wdxdt = 0 for all w.

This recovers Euler’s equation of motion.

4.2.2 Herivel-Lin approach’s (constrained variation)

Herivel-Lin treat the equations for thermo variables ρ and S as two constraints:

∂tρ +∇ · (ρv) = 0

∂tS+v ·∇S = 0

in the variational problem δ I[ρ,S,v]. However, it was found by C.C. Lin that there is an-
other constraint, the relabelling symmetry (invariant), which is crucial in the representation
of velocity and the vorticity. Let X(t,x) be the inversion of x(t,X). Then X(t,x) (which is
ϕ
−1
t ) satisfies

∂tX +v ·∇X = 0.

By introducing the Lagrange multiplier ϕ,ρη and ργ = ρ(γ1,γ2,γ3), 2 Lin considered the
following action

S[ρ,S,v,X ,ϕ,η ,γ] =
∫ t1

t0
dt
∫

Ω

dx
{

1
2

ρ|v|2 −ρU(ρ,S)

+ϕ[ρt +∇ · (ρv)]−ρη [St +v ·∇S]−ργ · [Xt +v ·∇X ]

}
.

2These are called conjugate variables. Note that ρ dx is an n-form. Its conjugate variable ϕ is a 0-form.
On the other hand, S is a 0-form, so its conjugate variable ρη dx is an n-form.
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Taking the variation of the action w.r.t. the Lagrange multipliers (ϕ,η ,γ) lead to the con-
straints. The variations of the action w.r.t. ρ , S, X and v are listed below.

δS

δρ
=

1
2
|v|2 −U − p

ρ
−ϕt −v ·∇ϕ = 0

δS

δS
= (ρη)t +∇ · (ρηv)−ρT = 0

δS

δX
= (ργ)t +∇ · (ργv) = 0

δS

δv
= ρv−ρ∇ϕ −ρη∇S−ργ ·∇X = 0.

These give

v = ∇ϕ +η∇S+ γ ·∇X ,

ϕ̇ =
1
2
|v|2 −U − p

ρ
,

η̇ = T,
γ̇ = 0,

where ϕ̇ := (∂t + v j∂ j)ϕ . Let us write v = ∇ϕ +η∇S+ γ ·∇X = ∑k ξk∇ηk. Applying the
material derivative to v to get

v̇ = ∑
k

(
ξ̇k∇ηk +ξk(∂t + v j∂ j)∇ηk

)
= ∑

k

(
ξ̇k∇ηk +ξk∇(∂t + v j∂ j)ηk −ξk∇ηk ·∇v

)
= ∑

k

(
ξ̇k∇ηk +ξk∇η̇k

)
− 1

2
∇|v|2

= ∇ϕ̇ + η̇∇S+η∇Ṡ+ γ̇ ·∇X + γ∇Ẋ − 1
2

∇|v|2

= ∇

(
−1

2
|v|2 + ϕ̇

)
+ η̇∇S

=−∇

(
U +

p
ρ

)
+T ∇S

=−∇p
ρ

.

Here, we have used

ϕ̇ =
1
2
|v|2 −U − p

ρ
, η̇ = T, Ṡ = 0, γ̇ = 0, Ẋ = 0,
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and
∇U = T ∇S+

p
ρ2 ∇ρ.

The formula v̇ =−∇p/ρ is the Euler equation.

4.2.3 Clebsch representation and relabeling symmetry
1. The representation

v = ∇ϕ +η∇S

is called a Clebsch representation for v. It has been shown that the corresponding
flow has zero helicity: ∫

v ·∇×vdx = 0.

The helicity is a conservative quantity. Thus, such Clebsch representation of v can
only represent flows with zero helicity, see [Graham and Henyey, 2000].

2. For general velocity field, we need more terms in the Clebsch representation. The
Darboux theorem states that for any 1-form η := vidxi, there exists functions ξi,ηi,
i = 1, ...,k, such that

η =
k

∑
i=1

ξidηi.

In this representation, we can always choose ξ1 = 1 by integrating ξ1∂x3η1(x1,x2,x3)
in x3 direction and reset ξ2, ...,ξk. The number k depends on the rank of v, which we
consult with the original Darboux theorem. An extension of Darboux theorem is the
Carathéodory–Jacobi–Lie theorem which allows us to prescribe ξ1, ...,ξr and extend
them to ξr+1, ...,ξk and η1, ...,ηk. Thus, we can always represent the velocity v as

v = ∇ϕ +η∇S+
k

∑
i=1

ξi∇ηi, (4.22)

called a generalized Clebsch representation. The ηi terms comes from the relabeling
of the material coordinates. Given any initial velocity field v0, we can always find
such Clebsch representation for v0. The dynamics of the Clebsch variables are

ϕ̇ =
1
2
|v|2 −U − p

ρ
, η̇ = T, Ṡ = 0,

ξ̇i = 0, η̇i = 0, i = 1, ...,k.

We have seen that the corresponding vt satisfies the Euler equation. Thus, any solu-
tion of the Euler equations can be represented by a generalized Clebsch representa-
tion and the corresponding dynamics.

https://www.researchgate.net/publication/253139642_Clebsch_representation_near_points_where_the_vorticity_vanishes
https://en.wikipedia.org/wiki/Darboux%27s_theorem
https://en.wikipedia.org/wiki/Carath%C3%A9odory%E2%80%93Jacobi%E2%80%93Lie_theorem
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3. By taking curl of (4.22), we get

ω = ∇η ×∇S+
k

∑
i=1

∇ξi ×∇ηi. (4.23)

The Lie derivative in time of ω gives

ω̇ = ∇η̇ ×∇S+∇η ×∇Ṡ+
k

∑
i=1

(
∇ξ̇ ×∇ηi +∇ξi ×∇η̇i

)
= ∇T ×∇S.

The formula shows that the relabeling does not affect ω̇ because they advect along the
flow. In the case of constant entropy or constant temperature, we have ∇T ×∇S = 0.
Thus,

ω̇ = 0.

Thus, the vorticity is invariant. The term ηi comes from the relabeling of the ini-
tial mass. The appearance ηi and its conjugate ξi allows us to construct any initial
vorticity field:

ω(0) =
k

∑
i=1

(∇ξi ×∇ηi)(0).

Thus, the relabeling, which corresponds to a perturbation of flow path, induces an in-
variant, the vorticity. “The vorticity laws arise from the particle-relabling symmetry”,
quoted from Salmon. 3

In general, the vorticity laws holds on the level set of entropy function.

3Rick Salmon, Hamiltonian Fluid Mechanics (1998). In fact, Salmon derives the vorticity equation (in
Lagrangian coordinate) via variation of action with respect to the material variable a (where da = ρ0(X)dX).



Chapter 5

Hamiltonian Fluid Mechanics

5.1 Hamiltonian Fluid Dynamics in Lagrangian coordi-
nate

5.1.1 Hamilton’s dynamics in Lagrangian coordinate
Let us define the configuration space

Q := {x : Ω0 → R3 is 1-1, onto and Lipschitz continuous}

Define

M := TQ= {(x,v) : Ω0 → R3 ×R3}
M∗ := T∗Q= {(x,p) : Ω0 → R3 ×R3}.

We assume: on the target space R3, there is a natural volume measure dx, while in the
domain Ω0, there is a mass measure ρ0(X)dX . The density associate with an x ∈ Q is
defined to be

ρdx = ρ0dX ,

and the specific volume V := 1/ρ . In addition, we assume there exists an entropy function
S0 : Ω → R and an internal energy e(V,S0). Define Lagrangian density

L
(

x,
∂x
∂X

,v
)

:= ρ0(X)
|v(X)|2

2
−ρ0U(S0(X),V (x(X)))

The Lagrangian L : M→ R is defined by

L [x,v] :=
∫

Ω0

L(x,
∂x
∂X

,v)dX

79
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A path is a trajectory on M. That is (x,v) : [t0, t1]→M. Associate with a path (x(·),v(·))
we define the action to be

S[x] :=
∫ t1

t0
L [x(t), ẋ(t)]dt.

The Euler-Lagrange equation is governed by δS/δx = 0, which is

d
dt

δL

δv
+

δL

δx
= 0.

Here,

δL

δv
[x, ẋ] = ρ0ẋ

δL

δx
[x, ẋ] = ∇X · (pJF−T ),

with

F :=
∂x
∂X

, J = det(F),

p :=
∂U
∂V

, V =
J
ρ0

.

Variations δx,δv are 1-forms on M, while δL /δx and δL /δv are tangent vectors on M.
Thus, (

δL

δv
,
δL

δx

)
∈ TM.

The Hamiltonian H is defined on T∗Q by

H [x,p] := ⟨p,v⟩−L [x,v]

with v obtained from the relation:

p = δL /δv[x,v]. (5.1)

This relation gives v = p/ρ0. Thus,

H [x,p] =
∫

Ω0

H(x,
∂x
∂X

,p)dX :=
∫

Ω0

|p|2

2ρ0
+ρ0U(ρ0/J,S0)dX . (5.2)

The variations (δH
δx , δH

δp ) is considered as a vector field on T∗Q. The Hamilton’s equation
of motion is {

ẋ = δH
δp

ṗ =−δH
δx

(5.3)
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where
δH

δp
=

p
ρ0

δH =
∫

Ω0

ρ0
∂U
∂V

∂V
∂F

δ

(
∂x
∂X

)
dX

=
∫

Ω0

∇X · (pJF−T ) ·δx.

This gives
δH

δx
= ∇X · (pJF−T ).

Thus, ṗ = δH
δx is the Euler equation in Lagrangian coordinate.

5.1.2 Poisson Bracket in Lagrange variables

1. Given two functionals F and G on T∗Q, we define their Poisson bracket by

{F ,G } :=
∫

Ω0

δF

δx
· δG

δp
− δG

δx
· δF

δp
dX (5.4)

The Poisson bracket {·, ·} is bilinear and satisfies

• non-degenerate: if {F ,G }= 0 for all G , then F = const.,

• antisymmetry: {F ,G }=−{G ,F},

• Jacobi identity:

{{E ,F},G }+{{F ,G },E }+{{G ,E },F}= 0.

2. The Hamilton equation of motion is equivalent to

dF [x(t),p(t)]
dt

= {F ,H } (5.5)

for any F : T∗Q→ R. To see this, we choose F = xiδ (X −X ′). Then (5.5) gives

ẋi(t,X ′) =
∂H
∂ pi (x(t),p(t))(X

′).
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Similarly we can recover momentum equation at X ′ when we choose f = piδ (X −
X ′). This shows (5.5) ⇒ (5.3). Conversely, given a Hamiltonian flow (x(t),p(t))
satisfying (5.3) and for any f : T∗Q→ R, we have

d
dt

f [x(t),p(t)] =
δ f
δx

· ẋ(t)+ δ f
δp

· ṗ(t)

=
δ f
δx

· δH

δp
− δ f

δp
· δH

δx
= { f ,H }.

This shows (5.3) ⇒ (5.5).

5.2 Hamilton Fluid Mechanics in Eulerian coordinate

5.2.1 Non-canonical transformation
1. Change-of-variables from Lagrangian variables to Eulerian variables.

The Eulerian variables are ρ,m := ρv and s := ρS. The space spanned by the Eu-
lerian variables (ρ,m,s) has 5 free variables, whereas the space of the Lagrangian
variables (q,p) has 6 free variables.

The mapping
Φ : (q,p) 7→ (ρ,s,m)

can be found as

ρ(x) =
∫

Ω0

ρ0(X)δ (x−q(X))dX

s(x) =
∫

Ω0

s0(X)δ (x−q(X))dX (5.6)

m(x) =
∫

Ω0

p(X)δ (x−q(X))dX

The derivation of these formulae is the follows. Note that ρ0(X) = ρ(q(X))J(X).
Multiply this by δ (x−q(X)) then integrate in X , we get∫

Ω0

ρ0(X)δ (x−q(X))dX =
∫

Ω0

ρ(q(X))J(X)δ (x−q(X))dX

=
∫

Ω

ρ(y)δ (x−y)dy = ρ(x).

The proofs for s and m are similar. These formulae only hold for conservative quan-
tities.
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2. The Jacobian matrix of the change-of-variables The variations of ρ , s and m can
be obtained by taking variation on the transformation formulae (5.6): We get

δρ(x) =−
∫

Ω0

ρ0(X)∇xδ (x−q(X)) ·δq(X)dX

δs(x) =−
∫

Ω0

s0(X)∇xδ (x−q(X)) ·δq(X)dX

δm(x) =
∫

Ω0

[−p(X)∇xδ (x−q(X)) ·δq(X)+δ (x−q(X)) ·δp(X)] dX

These give

δρ

δq
=−ρ0(X)∇xδ (x−q(X))

δs

δq
=−s0(X)∇xδ (x−q(X))

δm
δq

=−p(X)∇xδ (x−q(X))

δm
δp

= δ (x−q(X)).

3. Chain rule formula
Given a function F̄ defined in (ρ,s,m), it induces a functional F defined on (q,p)
by function composition:

F [q,p] = F̄ [Φ(q,p)].

Its variation can be represented as

δF =
∫

Ω0

(
δF

δq
δq+

δF

δp
δp
)

dX

=
∫

Ω

(
δF̄

δρ
δρ +

δF̄

δs
δs+

δF̄

δm
δm
)

dx.
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In this expression, δF̄
δρ

is a function of (ρ,m,s), hence a function of x.

δF

δq
(X) =

∫
Ω

(
δF̄

δρ

δρ

δq
+

δF̄

δs

δs

δq
+

δF̄

δm
δm
δq

)
dx

=−
∫

Ω

(
ρ0(X)

δF̄

δρ
+ s0(X)

δF̄

δs
+p(X) · δF̄

δm

)
∇xδ (x−q(X))dx

=
∫

Ω

(
ρ0∇x

δF̄

δρ
+ s0∇x

δF̄

δs
+p ·∇x

δF̄

δm

)
δ (x−q(X))dx

δF

δp
(X) =

∫
Ω

δF̄

δm
δ (x−q(X))dx =

δF̄

δm
|x=q(X).

5.2.2 Poisson bracket in Eulerian conservative variables
1. Lie-Poisson bracket in Eulerian variables: We have defined Poisson bracket for

functionals defined in Lagrangian variables. This Poisson bracket induces a Poisson
bracket for functionals defined in Eulerian variables through the change-of-variable
Φ : (q,p) 7→ (ρ,s,m). That is,

{F̄ , Ḡ } := {F̄ ◦Φ, Ḡ ◦Φ}

where F̄ , Ḡ are two functionals defined in Eulerian variables (ρ,s,m). Let us call
F̄ ◦Φ = F , Ḡ ◦Φ = G . We have

{F̄ , Ḡ }= {F ,G }

=
∫

M0

(
δF

δq
· δG

δp
− δG

δq
· δF

δp

)
dX

=
∫

M0

∫
M

δ (x−q(X))

(
ρ0∇x

δF̄

δρ
+ s0∇x

δF̄

δs
+p ·∇x

δF̄

δm

)
· δ Ḡ

δm

−δ (x−q(X))

(
ρ0∇x

δ Ḡ

δρ
+ s0∇x

δ Ḡ

δs
+p ·∇x

δ Ḡ

δm

)
· δF̄

δm
dxdX

We use (5.6) and a lemma below to get the Poisson bracket formula

{F̄ , Ḡ }=
∫

M

(
ρ∇x

δF̄

δρ
+ s∇x

δF̄

δs
+m ·∇x

δF̄

δm

)
· δ Ḡ

δm

−
(

ρ∇x
δ Ḡ

δρ
+ s∇x

δ Ḡ

δs
+m ·∇x

δ Ḡ

δm

)
· δF̄

δm
dx.

Here, (
m ·∇x

∂ Ḡ
∂m

)
· ∂ F̄

∂m
:= mi

(
∂

∂x j
δ Ḡ

δmi

)
δF̄

δm j
.
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2. If the functionals F̄ , Ḡ are expressed as

F̄ [ρ,s,m] =
∫

F̄(ρ(x),s(x),m(x))dx, Ḡ [ρ,s,m] =
∫

Ḡ(ρ(x),s(x),m(x))dx,

then the above functional variation is

δF̄

δρ
=

∂ F̄
∂ρ

, ...

Thus, the above Poisson bracket has the following expression

{F̄ , Ḡ }=
∫

M

(
ρ∇x

∂ F̄
∂ρ

+ s∇x
∂ F̄
∂s

+m ·∇x
∂ F̄
∂m

)
· ∂ Ḡ

∂m

−
(

ρ∇x
∂ Ḡ
∂ρ

+ s∇x
∂ Ḡ
∂s

+m ·∇x
∂ Ḡ
∂m

)
· ∂ F̄

∂m
dx,

where (
m ·∇x

∂ Ḡ
∂m

)
· ∂ F̄

∂m
:= mi

(
∂

∂x j
∂ Ḡ
∂mi

)
∂ F̄
∂m j

.

The symplectic operator J is a linear in (ρ,s,m). Such Poisson bracket is called a
Lie-Poisson bracket.

The lemma is∫
M0

∫
M

δ (x−q(X))ρ0(X)φ(x)ψ(q(X))dxdX =
∫

M
ρ(x)φ(x)ψ(x)dx.

1

3. The Poisson bracket {·, ·} is bilinear and satisfies

• antisymmetry: {F̄ , Ḡ }=−{Ḡ ,F̄},

• Jacobi identity:

{{Ē ,F̄}, Ḡ }+{{F̄ , Ḡ }, Ē }+{{Ḡ , Ē },F̄}= 0.
1Let y = q(X). Then the above integral is∫

Ω

∫
Ω

δ (x−y)ρ0(q−1(y))φ(x)ψ(y)dxJ−1(q−1(y))dy

=
∫

Ω

∫
Ω

δ (x−y)ρ(y)φ(x)ψ(y)dxdy =
∫

Ω

ρ(x)φ(x)ψ(x)dx.
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4. Hamiltonian dynamics The Hamiltonian H[q,p] can be expressed in terms of (ρ,s,m)
as

H̄ [ρ,s,m] = H [q,p]

=
∫

Ω

|m|2

2ρ
+ρU(ρ,

s

ρ
)dx

=
∫

Ω

H(ρ,s,m)dx

From this expression, we get

δH

δρ
=

∂H
∂ρ

=−|v|2

2
+U +

p
ρ
−T S

δH

δs
=

∂H
∂s

= T

δH

δm
=

∂H
∂m

= v.

By taking

ρ(x′) = f [ρ,s,m] =
∫

ρ(x)δ (x′−x)dx

we get

{ρ(x′),H }= { f ,H }=
∫

ρ(x)∇xδ (x′−x) ·vdx =−∇x · (ρv)(x′).

Similarly, we get

{s(x′),H }=
∫

s(x)∇xδ (x′−x) ·vdx =−∇x · (sv).

{m(x′),H }=
∫

m ·∇xδ (x−x′) ·v

−
(

ρ∇x

(
−|v|2

2
+ e+

p
ρ
−T S

)
+ s∇xT +m ·∇xv

)
δ (x−x′)dx

=−∇x · (vm)−ρ∇x

(
−|v|2

2
+U +

p
ρ
−T S

)
− s∇xT

=−∇x · (vm)−∇p.

Thus, we get the equation of the Hamiltonian flow

ρ̇ = {ρ,H }
ṡ= {s,H }

ṁ = {m,H }
is the Eulerian coordinates.
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5.2.3 Poisson bracket in terms of (ρ,S,v)

1. We change variables (ρ,s,m) to (ρ,S,v) by S = s/ρ and v = m/ρ . We get

∂

∂ρ
|(s,m) =

∂

∂ρ
|(S,v)−

S
ρ

∂

∂S
− v

ρ
· ∂

∂v
∂

∂s
=

1
ρ

∂

∂S
∂

∂m
=

1
ρ

∂

∂v
.

Plug this into the Poisson bracket

{F ,G }=
∫

Ω

(
ρ∇x

δF̄

δρ
+ s∇x

δF̄

δs
+m ·∇x

δF̄

δm

)
· δ Ḡ

δm

−
(

ρ∇x
δ Ḡ

δρ
+ s∇x

δ Ḡ

δs
+m ·∇x

δ Ḡ

δm

)
· δF̄

δm
dx.

Note that δF̄
δm = ∂F

∂m . We have

[
ρ∇x

(
∂ρ −

v
ρ
·∂v −

S
ρ

∂S

)
F +ρS∇x

(
1
ρ

∂SF
)
+ρv ·∇x

(
1
ρ

∂vF
)]

· 1
ρ

∂vG

−
[

ρ∇x

(
∂ρ −

v
ρ
·∂v −

S
ρ

∂S

)
G+ρS∇x

(
1
ρ

∂SG
)
+ρv ·∇x

(
1
ρ

∂vG
)]

· 1
ρ

∂vF

We get that

{F ,G }=
∫

Ω

[
(∇x∂ρF) ·∂vG− (∇x∂ρG) ·∂vF

− ∇xS
ρ

· (∂SF∂vG−∂SG∂vF)

+
1
ρ
(∂xiv j −∂x jvi)∂viF∂v jG

]
dx

The last term can also be expressed as

− 1
ρ

∂x jvi (∂viF∂v jG−∂viG∂v jF) =−∇x ×v
ρ

· ∂F
∂v

× ∂G
∂v

.
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Thus, the Poisson bracket is

{F ,G }=
∫

Ω

[
(∇x∂ρF) ·∂vG− (∇x∂ρG) ·∂vF

− ∇xS
ρ

· (∂SF∂vG−∂SG∂vF)

−∇x ×v
ρ

· ∂F
∂v

× ∂G
∂v

]
dx.

2. The Poisson bracket {F ,G } satisfies

• Antisymmetry: {F ,G }=−{G ,F}
• Jacobi identity:

{{E ,F},G }+{{F ,G },E }+{{G ,E },F}= 0.

3. With H = 1
2ρ|v|2 +ρU(ρ,S) and H =

∫
H dx, we get

δH

δρ
=

1
2
|v|2 +U +

p
ρ
,

δH

δS
= ρT,

δH

δv
= ρv.

Thus,
{ρ(·−x′),H }=

∫ (
∇xδ (x−x′)

)
· (ρv)dx =−∇x · (ρv)(x′).

{S(·−x′),H }=
∫

−∇xS
ρ

·
(
δ (x−x′)(ρv)

)
dx =−v ·∇xS(x′)

{v(·−x′),H }=
∫

−(∇x∂ρH) ·δ (x−x′)I +
∇xS

ρ
∂SHδ (x−x′)

+
1
ρ

(
∂xiv j −∂x jvi)

δ (x−x′)ρvi dx

=−∇x

(
1
2
|v|2 +U +

p
ρ

)
+

∇xS
ρ

(ρT )+
(
∂xiv j −∂x jvi)v j

=−v j
∂x jvi − 1

ρ
∂xi p =−v ·∇xv− ∇x p

ρ

These are summarized as

∂tρ = {ρ,H }=−∇x · (ρv)
∂tS = {S,H }=−v ·∇xS

∂tv = {v,H }=−v ·∇xv− ∇x p
ρ

,

which are the Euler equations.
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Homework For Burgers equation ut + uux = 0, the corresponding Poisson bracket and
the Hamiltonian are

{F̄ , Ḡ }=
∫
R

u
{[

∂ F̄
∂u

]
x

∂ Ḡ
∂u

−
[

∂ Ḡ
∂u

]
x

∂ F̄
∂u

}
dx

H(u) =
1
2

u2.

5.2.4 Casimir and Conservation of Helicity
1. Casimirs There are 5 Eulerian variables whereas there are 6 Lagrangian variables.

The symplectic 2-form in terms of Eulerian variables is expected to be singular. A
function C (ρ,S,v) is called a Casimir invariant of the Euler system if

{C ,F}= 0 for all function F (ρ,S,v).

From the Poisson bracket formula, this gives the following equations for C :

∇ · δC

δv
= 0,

1
ρ

∇S · δC

δv
= 0,

∇
δC

δρ
+

∇×v
ρ

× δC

δv
− ∇S

ρ

δC

δS
= 0.

2. Helicity. Let us suppose C depends only on v. Let w = δC
δv . Then w satisfies

∇ ·w = 0, (∇×v)×w = 0.

These two imply w =Const.∇×v for some constant Const. The helicity

C (v) =
∫

v ·∇×vdx

satisfies δC /δv = 2∇×v.

3. Let
q =

∇×v
ρ

·∇S

be the potential vorticity. Then

C :=
∫

ρ f (q)dx

is a Casimir for any function f .
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4. Suppose C only depends on the thermo variables, that is,

C (ρ,S) =
∫

C(ρ,S)dx.

Then the equation for C is

∇
∂C
∂ρ

− ∇S
ρ

∂C
∂S

= 0.

If, in addition, C is separable, then C = ρ f (S) for an arbitrary function f . The
solution C is

C (ρ,S) =
∫

ρ f (S)dx.
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Chapter 6

Mathematical Theory of Fluid
Dynamics

6.1 Dimensional Analysis
The incompressible Navier-Stokes equation is

ρ(∂tv+v ·∇v) =−∇p+µ △v+ f, ∇ ·v = 0.

Let us assume ρ = constant. Thus, ρ and µ are the parameters. There are 7 dimension
quantities: [t], [x], [v], [p], [ f ], [ρ][µ]. The equation should have equal dimensions for each
terms. These give 4 relations. Therefore, there are only three independent fundamental
dimensions. Let us choose them to be

[x] = L, , [t] = T, , [v] =U.

Comparing µ △v and ∇p gives

[p] = µ
U
L
.

Comparing µ △v and f gives

[f] =
L2

µU
.

Comparing µ △v and the convection term ρv∇v, we get

ρ
U2

L
= µ

U
L
.

Finally, comparing µ △v and the inertial term ρ∂tv, we get

ρ
U
T

= µ
U
L

91
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Define dimensionless variables

x∗ = x/L, v∗ = v/U, t∗ = t/T, p∗ = p
L

µU
, f ∗ = f

L2

µU
.

Incompressible Navier-Stokes equations read

Re(St∂t∗v∗+v∗ ·∇∗v) =−∇
∗p∗+△∗v∗+ f∗ (6.1)

∇
∗ ·v∗ = 0. (6.2)

where
Re =

ρUL
µ

, St =
L

UT
. (6.3)

are the Renolds and Strouhal numbers.
Special flows:

• Incompressibility: ∇ ·v = 0

• Inviscid flows: Re = ∞, or µ = 0.

• Irrotational flows: ∇×v = 0.

• Potential flows: ∇ ·v = 0 and ∇×v = 0.

• Stokes flows: the convection term is neglected.

6.2 Potential flows
In the previous subsection, we see that for barotropic flows, if ω ≡ 0 initially, then ω ≡ 0
in all later time. In this case, we call such flows irrotational. That is,

∇×v ≡ 0.

If the domain is simply connected, then we can find a scalar function φ such that

v = ∇φ

Such a function is called the velocity potential. If, in addition, the flow is incompressible,
i.e.

∇ ·v = 0,

then we have
△φ = 0. (6.4)

We call such incompressible and irrotational flow a potential flow. On the boundary, we
should apply slip boundary condition, i.e.

∇φ ·ν = 0.
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6.2.1 Two-dimensional potential flows
• A single vortex vortex, pair of vortices (same sign, opposite sign)

• Vortex dynamics

• von Karman vortex street

• Flow passes a cylinder

• Vortex patches

6.2.2 Three-dimensional potential flows
• Shear flows, flow instability

• Vortex ring, leap flog motion of a pair of vortex rings

• Dynamics of vortex filament

6.3 One dimensional compressible flows

6.3.1 Riemann problems for hyperbolic conservation laws
Elementary Waves We consider the following systems of PDEs:

ut + f (u)x = 0, (6.5)

u =


u1
u2
...

un

 , f : Rn → Rn.

The system (6.5) is called hyperbolic if the n×n matrix f ′(u) can be diagonalized with real
eigenvalues λ1(u)≤ λ2(u)≤ ·· · ≤ λn(u) for all u under consideration. The system is called
strictly hyperbolic if λ1(u) < λ2(u) < · · · < λn(u) for all u. Let us denote corresponding
left/right eigenvectors by ℓi(u)/ri(u), respectively. Let us normalize them by requiring

∥ri(u)∥ ≡ 1, ℓi(u) · r j(u)≡ δi j.

It is important to notice that the system is Galilean invariant, meaning that the equation is
unchanged under the transformation:

t → λ t, x → λx, ∀λ > 0.
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This suggests that we can look for special solutions of the form u(x
t ). Such a solution is

called a self-similar solution. Suppose u(x
t ) is such a solution. Let us plug it into (6.5) and

yield

u′ · (− x
t2 )+ f ′(u)u′ · 1

t
= 0

=⇒ f ′(u)u′ =
x
t

u′.

This means that there exists a field i such that u′ ∥ ri(u) and x
t = λi(u(x

t )). Thus, to construct
such self-similar solution, we first construct the integral curve of ri(u). Let Ri(u0,s) be the
integral curve of ri(u) passing through u0 parameterized by its arc length. That is

d
ds

Ri(u0,s) = ri(Ri(u0,s)), Ri(u0,0) = u0.

Along Ri, the speed λi has the variation:

d
ds

λi(Ri(u0,s)) = ∇λi ·R′
i = ∇λi · ri.

We have the following definitions.

Definition 6.3. The i-th characteristic field is called

• genuinely nonlinear if ∇λi(u) · ri(u) ̸= 0 ∀u;

• linearly degenerate if ∇λi(u) · ri(u)≡ 0 ∀u;

• non-genuinely nonlinear if ∇λi(u) · ri(u) = 0 on isolated hypersurface in Rn.

For scalar conservation laws, the genuine nonlinearity is equivalent to the convexity (or
concavity) of the flux f , linear degeneracy is f (u) = au, while non-genuine nonlinearity is
non-convexity of f .

Rarefaction Waves When the i-th field is genuinely nonlinear, we define the rarefaction
curve in the state space as

R+
i (u0) = {u ∈ Ri(u0)| λi(u)≥ λi(u0)}.

Now suppose u1 ∈R+
i (u0), we construct the centered rarefaction wave, denoted by (u0,u1),

as below:

(u0,u1)
(x

t

)
=


u0 if x

t ≤ λi(u0)
u1 if x

t ≥ λi(u1)
u if λi(u0)≤ x

t ≤ λi(u1) and λi(u) = x
t .

It is easy to check that this is a solution. We call (u0,u1) an i-rarefaction wave.
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Figure 6.1: (Left) The rarefaction wave. (Right) The integral curve of u′ = ri(u).

Shock Waves The shock wave is expressed by:

u
(x

t

)
=

{
u0 for x

t < σ

u1 for x
t > σ ,

where σ is the shock speed. Here, (u0,u1,σ) need to satisfy the jump condition:

f (u1)− f (u0) = σ(u1 −u0). (6.6)

Lemma 6.5. (Local structure of shock curves)

1. The solution of (6.6) for (u,σ) consists of n algebraic curves passing through u0
locally, named them by Si(u0), i = 1, · · · ,n.

2. Si(u0) is tangent to Ri(u0) up to second order. i.e., S(k)i (u0) = R(k)
i (u0),k = 0,1,2.

Here the derivatives are arclength derivatives.

3. σi(u0,u)→ λi(u0) as u → u0, and σ ′
i (u0,u0) =

1
2λ ′

i (u0)

Proof. 1. Let S(u0) = {u| f (u)− f (u0) = σ(u− u0) for some σ ∈ R}. We claim that

S(u0) =
n⋃

i=1
Si(u0), where each Si(u0) is a smooth curve passing through u0 with

tangent ri(u0) at u0. When u is on S(u0), rewrite the jump condition as

f (u)− f (u0) =

[∫ 1

0
f ′(u0 + t(u−u0)dt

]
(u−u0)

= Ã(u0,u)(u−u0)

= σ(u−u0).

.·. u ∈ S(u0)⇐⇒ (u−u0) is an eigenvector of Ã(u0,u).
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Assuming A(u) = f ′(u) has real and distinct eigenvalues λ1(u) < · · · < λn(u), then,
from perturbation theory (or implicit function theorem), for u ∼ u0, Ã(u0,u) also has
real and distinct eigenvalues λ̃1(u0,u) < · · · < λ̃n(u0,u), with left/right eigenvectors
ℓ̃i(u0,u) and r̃i(u0,u), respectively, and they converge to λi(u0), ℓi(u0),ri(u0) as u →
u0 respectively. We normalize theses eigenvectors by

∥r̃i∥= 1, ℓ̃ir̃ j = δi j.

The vector which is parallel to r̃i can be determined by the n−1 equations:

ℓ̃k(u0,u)(u−u0) = 0, k = 1, · · · ,n, k ̸= i,

Thus we define

Si(u0) = {u | ℓ̃k(u0,u)(u−u0) = 0, k = 1, · · · ,n, k ̸= i}.

We claim that this is a smooth curve passing through u0. Choose coordinate system
r1(u0), · · · ,rn(u0). Differential this equation ℓ̃k(u0,u)(u−u0) = 0 in r j(u0) direction
to get

∂

∂ r j

∣∣∣∣
u=u0

(ℓ̃k(u0,u)(u−u0)) = ℓ̃k(u0,u0) · r j(u0) = δ jk,

Thus, (∂/∂ r jℓ̃k) is a full rank matrix. By implicit function theorem, Si(u0) is a
smooth curve passing through u0. Since any u ∈ S(u0) must satisfy ℓ̃k(u0,u)(u−
u0) = 0 for k = 1, ...,n,k ̸= i for some i. This means that u ∈ Si(u0) for some i.

Hence, S(u0) =
n⋃

i=1
Si(u0).

2 First, clearly we have Ri(u0) = u0 = Si(u0) from construction. Next, we find first and
second derivatives of Si at u0. We take arclength derivative along Si(u0):

f (u)− f (u0) = σi(u0,u)(u−u0) ∀u ∈ Si(u0)

to get
f ′(u)u′ = σ

′
i (u−u0)+σiu′ and u′ = S′i.

When u → u0
f ′(u0)S′i(u0) = σi(u0,u0)S′i(u0)

=⇒ S′i(u0) = ri(u0) and σi(u0,u0) = λi(u0).

Now we Consider second derivative of the jump condition:

( f ′′(u)u′,u′)+ f ′(u)u′′ = σ
′′
i (u−u0)+2σ

′
i ·u′+σiu′′.
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At u = u0, u′ = S′i(u0) = R′
i(u0) = ri(u0) and u′′ = S′′i (u0). These imply

( f ′′ri,ri)+ f ′S′′i = 2σ
′
i ri +σiS′′i .

On the other hand, we take derivative of f ′(u)ri(u) = λi(u)ri(u) along Ri(u0), then
evaluate at u = u0 to get

( f ′′ri,ri)+ f ′(∇ri · ri) = λ
′
i ri +λi∇ri · ri,

where ∇ri · ri = R′′
i . Comparing these two equations, we get that

( f ′−λi)(S′′i −R′′
i ) = (2σ

′
i −λ

′
i )ri and 2σ

′
i = λ

′
i at u0.

Since {rk(u0)} are independent, we can express S′′i −R′′
i = ∑

k
αkrk(u0). Plug this into

the above equation, we get

∑
k ̸=i

(λk −λi)αkrk = (2σ
′
i −λ

′
i )ri.

Since λk ̸= λi for k ̸= i and {rk} are independent, we get

αk = 0 ∀k ̸= i and λ
′
i = 2σ

′
i at u0.

Hence R′′−S′′ ∥ ri at u0. To show that R′′
i = S′′i at u0, we first notice that (R′′

i ,R
′
i) =

0 and (S′′i ,S
′
i) = 0 which can be derived by differentiate the equations (R′

i,R
′
i) =

1,(S′i,S
′
i) = 1. From these and S′i(u0) = R′

i(u0) = ri(u0), we get

(R′′
i −S′′i )⊥ ri at u0.

Hence R′′
i = S′′i at u0.

Let S−i (u0) = {u ∈ Si(u0)|λi(u)≤ λi(u0)}. If u1 ∈ S−i (u0), define

(u0,u1) =

{
u0 for x

t < σi(u0,u1)
u1 for x

t > σi(u0,u1)

(u0,u1) is a weak solution. Let S−
i (u0) = {u ∈Si(u0)|λi(u)≤ λi(u0)}.

If u1 ∈S−
i (u0), define

(u0,u1) =

{
u0 for x

t < σi(u0,u1)
u1 for x

t > σi(u0,u1)
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(u0,u1) is a weak solution.

u0

S−
i

R+
i

Ri
Si

We propose the following entropy condition: (Lax entropy condition)

λi(u0)> σi(u0,u1)> λi(u1). (6.7)

If the i-th characteristic field is genuinely nonlinear, then for u1 ∈ S−i (u0), and u1 ∼ u0, (6.7)
is always valid. This follows easily from λi = 2σ ′

i and σi(u0,u0) = λi(u0). For u1 ∈ S−i (u0),
we call the solution (u0,u1) i-shock.

Contact Discontinuity (Linear Wave) If ∇λi(u) ·ri(u)≡ 0, we call the i-th characteristic
field linearly degenerate (ℓ. dg.). In the case of scalar equation, this correspond f ′′ = 0.
We claim

Ri(u0) = Si(u0) and σi(u0,u) = λi(u0) for u ∈ Si(u0) or Ri(u0).

Indeed, along Ri(u0), we have
f ′(u)u′ = λi(u)u′.

and λi(u) is a constant λi(u0) from the linear degeneracy. We integrate the above equation
from u0 to u along Ri(u0), we get

f (u)− f (u0) = λi(u0)(u−u0).

This gives the shock condition. Thus, Si(u0)≡ Ri(u0) and σ(u,u0)≡ λi(u0).

Homeworks

(u0,u1) =

{
u0

x
t < σi(u0,u1)

u1
x
t > σi(u0,u1)

Let Ti(u0) = R+
i (u0)∪ S−i (u0) be called the i-th wave curve. For u1 ∈ Ti(u0),(u0,u1) is

either a rarefaction wave, a shock, or a contact discontinuity.

Theorem 6.5. (Lax) For strictly hyperbolic system (6.5), if each field is either genuinely
nonlinear or linear degenerate, then for uL ∼ uR, the Riemann problem with two end states
(ul,uR) has unique self-similar solution which consists of n elementary waves. Namely,
there exist u0 = uL, · · · ,un = uR such that (ui−1,ui) is an i-wave.
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Proof. Given (α1, · · · ,αn) ∈ Rn, define ui inductively ui ∈ Ti(ui−1), and the arclength of
(ui−1,ui) on Ti = αi.

ui = f (u0,α1, · · · ,αi)

We want to find α1, · · · ,αn such that

uR = f (uL,α1, · · · ,αn).

First uL = f (uL,0, · · · ,0), as uR = uL,(α1, · · · ,αn) = (0, · · · ,0) is a solution. When uR ∼ uL
and {ri(u0)} are independent,

∂

∂αi

∣∣∣∣
α=0

f (uL,0, · · · ,0) = ri(u0) and f ∈C2

By Inverse function theorem, for uR ∼ uL, there exists unique α such that uR = f (uL,α).
Uniqueness leaves as an exercise.

6.3.2 Riemann Problem for Gas Dynamics
This subsection is mainly comes from Courant and Friedrichs’ book: Supersonic Flow and
Shock Waves.

Hyperbolicity of the equations of gas dynamics We use (ρ,u,S) as our unknown vari-
ables. The equations of gas dynamics can be expressed asρ

u
S


t

+

 u ρ 0
c2

ρ
u PS

ρ

0 0 u

ρ

u
S


x

= 0

1-wave

2-wave
n-wave

t

x

u0 = uL un = uR

u1
u2 un−1
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Here, P(ρ,S) = A(S)ργ , γ > 1, and c2 = ∂P
∂ρ

∣∣∣
S
. This system is hyperbolic. The eigenvalues

and eigenvectors are

λ1 = u− c, λ2 = u, λ3 = u+ c,

r1 =

 ρ

−c
0

 , r2 =

−PS
0
c2

 , r3 =

ρ

c
0

 ,
ℓ1 = [c,−ρ,

PS

c
], ℓ2 = [0,0,1], ℓ3 = [c,ρ,

PS

c
].

Note that

∇λ1 · r1 =
1
c
(
1
2

ρPρρ + c2)> 0,

∇λ3 · r3 =
1
c
(
1
2

ρPρρ + c2)> 0,

∇λ2 · r2 ≡ 0.

These show that the 1st and 3rd characteristic fields are genuinely nonlinear, while the 2nd
is linearly degenerate.

Rarefaction curves The rarefaction curve R1 is the integral curve of the vector field r1,
that is, (dρ,du,dS)T ∥ r1. Note that ℓ2r1 = 0, ℓ3r1 = 0. Thus, the differential equations for
R1 are govern by {

(dρ,du,dS) · (0,0,1) = 0
(dρ,du,dS) · (c,ρ, PS

c ) = 0.

=⇒
{

dS = 0
cdρ +ρdu+ PS

c dS = 0

Thus, R1 can be expressed as {
dS = 0
c
ρ

dρ +du = 0

Similarly, R3 is expressed as {
dS = 0
c
ρ

dρ −du = 0.

Since S = S0, a constant, on R1 and R3, it is convenient to project the rarefaction curves
R1 and R3 onto the u-P plane. The rarefaction curves R1 and R3 are given by{

R1 : u−u0 =−ℓ+ ℓ0
R3 : u−u0 = ℓ− ℓ0.
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where

ℓ(P,S) :=
∫ c(ρ,S)

ρ
dρ.

Below, we express ℓ in terms of (P,S). From P = A(S)ργ , c =
√

Pρ =
√

A(S)γργ−1, we
obtain

ℓ :=
∫ c

ρ
dρ =

√
γA(S)

2
γ −1

ρ
γ−1

2 =
2

γ −1

√
γP
ρ
.

Note that
Pρ

−γ = A(S) = A(S0) = P0ρ
−γ

0 .

We can express ρ in terms of P,P0,ρ0:

ρ
−1 = ρ

−1
0

(
P0

P

)1/γ

.

Hence,

ℓ− ℓ0 =
2

γ −1

√γP
(

P0

P

)1/γ

ρ
−1
0 −

√
γP0

ρ0


=

2
√

γ

γ −1
ρ
− 1

2
0 P

1
2γ

0 (P
γ−1
2γ −P

γ−1
2γ

0 ) := ψ0(P).

.·. R1 : u = u0 −ψ0(P)
R3 : u = u0 +ψ0(P).

The contact discontinuity On R2, (dρ,du,dS)⊥ ℓ1, ℓ3, which gives

=⇒
{

c2dρ + cρdu+PSdS = 0
c2dρ − cρdu+PSdS = 0

=⇒
{

dP+ cρdu = 0
dP− cρdu = 0

Thus, R2 is given by {
dP = 0
du = 0

For any (u1,P1) ∈R2, we have u1 = u0, P1 = P0, and ((u0,P0,S0),(u0,P0,S1)) constitutes
a contact discontinuity.

Note that R2 = S2 because the 2-characteristic field is linearly degenerate. You can
check the jump conditions for the 2-characteristic field. Which gives ρ0(u0 −σ) = ρ(u−
σ) = 0 because u0 = u = σ , and P = P∗. (see the paragraph of shock curves below.)
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Figure 6.2: The integral curve of the rarefaction curves R1 and R3 on the u-P plane. Here
(u0,P0) is a left state. For any point (u1,P1) on R+

1 , ((u0,P0),(u1,P1)) forms a 1-rarefaction
wave. Note that the entropy S = S0 along a rarefaction curve.

Shock curves Let us consider a 1-shock (resp. 3-shock) with left state (resp. right state)
(0) := (ρ0,u0,P0) and shock speed σ . We want to find the shock curves S1 (resp. S3)
passing through the state (0). Indeed, we want to have expressions of S1 (resp. S3) on the
u-P plane.

Let v := u−σ . The jump conditions give
[ρv] = 0
[ρv2 +P] = 0
[(1

2ρv2 +ρe+P)v] = 0.

Let
m := ρv.

From the first jump condition, we have

m = m0.

The second jump condition is

ρ0v2
0 +P0 = ρv2 +P =⇒ mv0 +P0 = mv+P.

This gives

m =−P−P0

v− v0
=− P−P0

mV −mV0
,

where V = 1
ρ

is the specific volume. Note that m ̸= 0. 1

.·. m2 =−P−P0

V −V0
, v− v0 =−P−P0

m
1The case m = 0 corresponds to the contact discontinuity.
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These give
(u−u0)

2 = (v− v0)
2 =−(P−P0)(V −V0). (6.8)

The third jump condition is(
1
2

ρ0v2
0 +ρ0e0 +P0

)
v0 =

(
1
2

ρv2 +ρe+P
)

v.

We want to remove the kinetic energy part and only remain an internal energy relation.
From ρ0v0 = ρv, we get

1
2

v2
0 + e0 +P0V0 =

1
2

v2 + e+PV.

By v2
0 = m2V 2

0 ,v
2 = m2V 2, and m2 =−P−P0

V−V0
, we arrive at

H(P,V ) := e− e0 +
P+P0

2
(V −V0) = 0

Using e = PV
γ−1 , we get

PV
γ −1

− P0V0

γ −1
+(

P+P0

2
)(V −V0) = 0.

We use this equation to express V in terms of P,P0,V0:

V =

(
P+P0

2

)
V0 +

P0V0
γ−1

P+P0
2 + P

γ−1

then plug it into
(u−u0)

2 =−(P−P0)(V −V0).

We get an expression of S1 and S3 on the u-P plane:

S1 : u = u0 −φ0(P)
S3 : u = u0 +φ0(P)

φ0(P) = (P−P0)

√√√√ 2
γ+1V0

P+ γ−1
γ+1P0

=
(P−P0)

Z0
,

Z0 =

√
P0

V0
Φ

(
P
P0

)
, Φ(w) =

√
γ +1

2
w+

γ −1
2

.
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Admissible rarefaction curves and shock curves On R1, only the portion where λ1 is
increasing is admissible, because the rarefaction fan requires the characteristic speed of the
left end of the fan should be smaller than that of the right end of the fan. Therefore, we
define the admissible rarefaction curves and shock curves for the left state (ℓ) as

R+
1 (ℓ) = u0 −ψ0(P) for P < P0

S−
1 (ℓ) = u0 −φ0(P) for P > P0

and the admissible rarefaction curves and shock curves for the right state (r) as

R−
3 (r) = u0 +ψ0(P) for P < P0

S+
3 (r) = u0 +φ0(P) for P > P0.

The admissible wave curves are defined to be

T (ℓ)
1 :=R+

1 (ℓ)∪S−
1 (ℓ)

T (r)
3 :=R−

3 (r)∪S+
3 (r).

Figure 6.3: The admissible rarefaction curves and shock curves on the u-P plane with
left/right states.

Solving Riemann problems Now we are ready to solve the Riemann Problem with initial
states (ρL,PL,uL) and (ρR,PR,uR). The solution to this Riemann problem consists of three
elementary waves:

1-wave :((ρL,PL,uL),(ρI,PI,uI)),

2-wave :((ρI,PI,uI),(ρII,PII,uII)),

3-wave :((ρII,PII,uII),(ρR,PR,uR)).
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Figure 6.4: The three elementary waves with the left state (ρL,PL,uL) and the right state
(ρR,PR,uR). The states (ρI,PI,uI) and (ρII,PII,uII) are called the mid states, which forms a
contact discontinuity.

Recall that the second wave is a contact discontinuity, on which [u] = 0, [P] = 0. Thus, we
have

uI = uII = u∗,
PI = PII = P∗.

Finding the mid states (u∗,P∗) Given a left state UL := (ρL,PL,uL) and a right state
UR := (ρR,PR,uR), we want to find two mid states UI and UII such that (UL,UI) forms
an 1-wave, and (UII,UR) forms a 3-wave and (UI,UII) forms a 2-wave. From the jump
condition of the 2-wave, we have UI = (ρI,P∗,u∗) and UII = (ρII,P∗,u∗). With this, then
ρI and ρII can be determined the equation on T (ℓ)

1 (UL) and T (r)
3 (UR), respectively. The mid

state (u∗,P∗) is the intersection of T (ℓ)
1 (UL) and T (r)

3 (UR) on the u-P plane.
Godunov gives a procedure to find the mid state (u∗,P∗). The algorithm to find P∗ is to

solve

uL − fL(P) = uI = uII = uR + fR(P)

f0(P) =

{
ψ0(P) P < P0
φ0(P) P ≥ P0

0 = L, or R.

This is equivalent to {
−ZL(u∗−uL) = P∗−PL

ZR(u∗−uR) = P∗−PR,
(6.9)

where

ZL =

√
PL

VL
Φ

(
P∗
PL

)
, ZR =

√
PR

VR
Φ

(
P∗
PR

)
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and

Φ(w) =


√

γ+1
2 w+ γ−1

2 w > 1 (shock),
γ−1
2
√

γ

1−w

1−w
γ−1
2γ

w ≤ 1 (rarefaction).

System (6.9) is an equation for (u∗,P∗). It can be solved by Newton’s method.
The state ρII can be obtained from (ρR, pR,uR) and (u∗,P∗) by similar way.

Figure 6.5: This is a solution of the Riemann problem with pL < pR. In this case, from the
left state (ℓ), we follow S−

1 ; and from the right state (r), we follow R−
3 . Their intersection

gives the mid state (u∗,P∗).

Wave structures Given (ρL,PL,uL) and (ρR,PR,uR). Let us define

• raref := 2
γ−1cL

(
1−
(

pR
pL

) γ−1
2γ

)
,

• shk := cL

(
PR
PL
−1
)√

2
γ

(
(γ−1)+(γ+1)PR

PL

) ,

• du := uR −uL.

We have the following cases:

(1) (PR < PL) & (du ≥ raref) or (pR ≥ PL) & (du ≥ shk)⇒ R1 +R3.

(2) (pR ≥ PL) & (−shk < du < shk)⇒ S1 +R3

(3) (pR < PL) & (−shk < du < shk)⇒ R1 +S3
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(4) (PR < PL) & (du ≤−raref) or (pR ≥ PL) & (du <−shk)⇒ S1 +S3.

Note that the transition from (1) to (2) (i.e. R1 +R3 to S1 +R3 happens when the left state
(ℓ) ∈ R−

3 (r).
Once (u∗,P∗) is found, the full mid state can be obtained by the follows:

• If the 1-wave is a rarefaction wave, then ρI can be determined by

P∗ρ
−γ

I = A(SI) = A(SL) = PLρ
−γ

L

In the region: λ1(UL)< x/t < λ1(UI), the state U = (ρ,u,SL) is determined by{
u− c = x

t
u−uL = φL(P).

• If the 1-wave is a shock, then 1/ρI =VI can be determined by

(u∗−uL)
2 =−(P∗−PL)(VI −VL).

The vacuum State The mid state should satisfy P∗ > 0. There are situations that the mid
state P∗ < 0. In such cases, we say the mid state contains a vacuum state. The intersections
of the admissible wave curves and the axis where P = 0 are the vacuum states. Usually,
this happens when the two sides of gases running in opposite directions too fast.

Figure 6.6: The vacuum state appears when P∗ < 0.
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Chapter 7

Viscous Fluids

7.1 Viscosity

7.1.1 Stress
The stress is a surface force. It is comprised with a hydrostatic part −pI and a deviatoric
part τ . The hydrostatic force is due to random collisions of particles. It exists even when
the macroscopic velocity v = 0. The deviatoric stress consists of a restoration force and a
resistance force in response to the fluid motions. The restoration part is called the elastic
stress, while the resistance part, the viscous stress. In fluids, we do not have the elastic
stress.

Consider a small piece of surface centered at x with area dA and (outer) normal ν . Sup-
pose this surface is exerted a force tdA from its neighboring particles. Cauchy postulates
the following principles to characterize the stress:

• Cauchy stress principle: The stress is assumed to be a function of the Euler coordinate
x and the normal of the surface ν .

• Conservation of linear momentum: This leads to that there exists a tensor σ(x) such
that

t = σ(x) ·ν , or ti = σi jν
j. (7.1)

• Principle of angular momentum: There is no internal torque and thus the macroscopic
angular momentum is conserved. This leads to

σ(x) is symmetric. (7.2)

The proofs of these principles will be given in later chapter. In fluids, such stress is com-
prised with a hydrostatic part −pI and a viscous part τ:

σ =−pI+ τ. (7.3)

109
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The first term is due to direct impact of particles to the surface. It is a thermodynamic force.
It exists even when the velocity is zero or a constant. We assume the fluid is isotropic (i.e. a
property that has the same value in all directions). Then this thermodynamic stress is −pI.
The second term τ is called the viscous stress tensor. It is due to the resistance of fluids to
the fluid motions. It occurs when different fluid parcels move at different velocities. Thus,
τ depends on ∇v, or maybe, ∇∇v,..., etc. We note that τ = 0 when v is a constant. The
hypothesis of Newtonian fluids is that τ as a linear function of ∇v.

7.1.2 Rate-of-Strain
The term ∇v measures the rate of material deformation and is called rate-of-deformation.
We can decompose ∇v into two parts:

2∇v =
(
∇v+(∇v)T)+ (∇v− (∇v)T)= γ̇ +ω. (7.4)

Here, γ̇ is called rate-of-strain tensor and ω the vorticity tensor.

Examples Let us see two examples of ∇v to understand how fluid responds to this defor-
mation rate.

• Rigid-body rotation We do not observe any resistance force in a rigid-body rotation
of fluids The rotation can be expressed as

v = α ×x, α = (α1,α2,α3)
T is the rotation vector.

This implies that

∇v =

 0 −α3 α2
α3 0 −α1
−α2 α1 0

 ,
which is an antisymmetric matrix, i.e.

∇v+(∇v)T = 0.

For this rotational flow, we find the corresponding τ = 0 from experiment. Thus, we
should require τ = 0 when ∇v+(∇v)T = 0.

• Simple shear flow A simple shear flow is given by

v1 = γ̇21x2, v2 = 0, v3 = 0. (7.5)

Here, γ̇21 is the shear rate. We assume it is a constant. This flow is an inviscid,
incompressible fluid flow.
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It is found experimentally for a wide class of fluids and over a wide range of shear
rate that the pressure p is independent of γ̇21 and

τ21 = µγ̇21

for some constant µ . Such ratio µ is called the shear viscosity.

7.1.3 The stress and strain-rate relation for Newtonian fluids

Assumptions of isotropic Newtonian fluids

• The viscous stress tensor τ is linear in strain rate ∇v,

• τ is isotropic

• τ is symmetric

From the assumption that τ is linear w.r.t. ∇v, we can write

τi j = ai jkl
∂vk

∂xl

for some constants (ai jkl). From τ being isotropic, i.e. this rank 4 tensor (ai jkl) is isotropic
(i.e. a property that has identical value in all directions), then it can be shown that

ai jkl = αδi jδkl +βδikδ jl + γδilδ jk (7.6)

for some constants α,β ,γ . 1 From τ being symmetric, we get that ai jkl is symmetric in i, j.
This leads to β = γ . That is,

ai jkl = αδi jδkl +β
(
δikδ jl +δilδ jk

)
. (7.7)

1This is a theorem for isotropic tensor

• A rank 2 tensor Q = Qi jeie j ({ei} is an orthonormal basis) is called isotropic if Q = Qi je′ie
′
j, where

e′i = Rk
i ek and Rk

i is a rotation matrix.

• A rank 4 tensor A = ai jkleie jekel is called isotropic if A = ai jkle′ie
′
je
′
ke′l for any e′i = Rk

i ek and Rk
i is a

rotation matrix.

Lemma 7.6. (a) A rank 2 isotropic tensor has the form: Q = αδi jeie j for some scalar α .

(b) A rank 4 isotropic tensor has the form: A = αδi jδkl +βδikδ jl + γδilδ jk for some scalars α,β ,γ .
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Hence

τi j = ai jkl
∂vk

∂xl

=
[
αδi jδkl +β

(
δikδ jl +δilδ jk

)] ∂vk

∂xl

= β

(
∂vi

∂x j +
∂v j

∂xi

)
+αδi j

∂vk

∂xk

= β γ̇i j +αδi jγ̇kk

We write it as
τ = β γ̇ +α tr(γ̇)I.

Let us define the strain rate
D =

1
2
(
∇v+(∇v)T) , (7.8)

the rate of shear strain and rate of bulk strain by

Ds := D− 1
3

Tr(D)I, Db =
1
3

Tr(D).

We can express τ in terms of Ds and Db by

τ = 2ηDs(v)+2ζ Db(v). (7.9)

The coefficient η is called the shear viscosity, while ζ the bulk viscosity. They satisfy

η > 0, ζ > 0. (7.10)

Homework Show that a rank 4 isotropic tensor has the form: A = αδi jδkl + βδikδ jl +
γδilδ jk for some scalars α,β ,γ . .

Momentum equation The viscous force is

∇ · τ = ∇ ·
[

η

(
∇v+(∇v)T − 2

3
∇ ·vI

)
+ζ ∇ ·vI

]
= η∇

2v+(ζ +
η

3
)∇(∇ ·v).

In the above calculation, we have used

∂ j

[
∂iv j +∂ jvi − 2

3
∂kvk

]
= ∂ j∂iv j +∂

2
j vi − 2

3
∂ j(∂kvk)

= ∂
2
j vi +

1
3

∂ j(∂kvk).
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Thus, for compressible viscous flows, the momentum equation reads

ρ (∂tv+v∇v)+∇p = η∇
2v+(ζ +

η

3
)∇(∇ ·v). (7.11)

Vorticity equation for compressible viscous flows From (3.2), the momentum equation
can also expressed as

ρ

(
vt +ω ×v+∇(

1
2
|v|2)

)
+∇p = ∇ · τ, (7.12)

By taking curl on this equation, assuming incompressibility, we obtain the vorticity equa-
tion for incompressible viscous flows:

∂tω +v ·∇ω − (ω ·∇)v+ω (∇ ·v) = η △ω. (7.13)

Note that the bulk viscosity does not effect the diffusion of the vortices.

Boundary condition For a fixed bundary, a natural boundary for viscous flow is

v = 0 on boundary.

7.2 Heat conduction and Energy equation
The energy equation involves the rate-of-work done by the surface force and body force,
which are σ ·v and f ·v.

When temperature is not uniform in a media, it generates a heat flux q due to random
motion of particles and causes energy transfer in fluid. This heat flux is a function of ∇T ,
where T is the temperature. It should be zero when ∇T = 0. To the first order, we may
assume

q =−κ∇T, (7.14)

where κ is a positive parameter, called heat conductivity. Formula (7.14) is called the
Fourier law.

With the above two sources of rate-of-energy, the new energy equation becomes

∂ (ρE)
∂ t

+∇ · (ρEv−σv+q) = f ·v, σ =−pI + τ. (7.15)

where E = 1
2 |v|

2 +U is the total energy density per unit mass.
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Boundary condition Since the energy involves 2nd order derivatives of the temperature,
natural boundary conditions can be prescribed on T , which is described below. Suppose
the boundary is Γ. The boundary Γ is decomposed into Γd ∪Γn ∪Γ0, where Γ0 has area 0.
We prescribe Dirichlet data T on Γd and Neumann data on Γn. That is{

T (x) = Td(x) x ∈ Γd
∇T ·ν(x) = g(x) x ∈ Γn.

7.3 Energy dissipation and entropy production
Dissipation of kinetic energy To analyze the evolution of kinetic energy, as that in the
classical mechanics, we take dot product of the momentum equation with v, on the left-
hand side, we get the time derivative of the kinetic energy:

v · [ρ(vt +v ·∇v)] = ∂t

(
1
2

ρ|v|2
)
+∇ · (ρv)

|v|2

2
+v · (ρv ·∇v)

= ∂t

(
1
2

ρ|v|2
)
+∂ j(ρv j)

vivi

2
+ vi

ρv j
∂ jvi

= ∂t

(
1
2

ρ|v|2
)
+∇ · (1

2
ρ|v|2v).

The pressure gradient term in the momentum equation contributes the following work:

v ·∇p = ∇ · (pv)− p∇ ·v.

The viscous force contributes the following work:

v · (∇ · τ) = ∇ · (v · τ)−∇v : τ

= ∇ · (v · τ)− 1
2
(
∇v+(∇v)T) : τ ∵ τ is symmetric

= ∇ · (v · τ)− τ :D

Recall that
τ = 2ηDs +2ζ Db, D = Ds +Db

and note that Ds :Db = 0, we get

τ :D = 2η |Ds|2 +2ζ |Db|2. (7.16)

Finally, we get the following equation for the kinetic energy:

∂t(ρEk)+∇ · [(ρEkI + pI − τ) ·v]− p∇ ·v =−τ :D.

Here,
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• ρEk = ρ|v|2/2 is the kinetic energy density per unit volume;

• ∇ ·v = 1
V

dV
dt is the volume change rate; and p∇ ·v is the energy rate change due to the

work from volume change; If dV
dt < 0, then the kinetic energy decreases and transfers

to internal energy.

• The term 2η |Ds|2 and 2ζ |Db|2 are the dissipation rate of due to viscous shear force
and viscous bulk force, respectively. They contribute the decay of the kinetic energy.
They are the heat sources generated by viscous terms.

In the case of incompressible flow where ∇ ·v = 0, we get that the decay of the total kinetic
energy.

Increase of entropy First, we subtract the kinetic energy from the energy equation

∂t(ρE)+ div [(ρE + p)v] = ∇ · (τ ·v−q).

to get an equation for internal energy:

∂t(ρU)+∇ · (ρUv) =−p∇ ·v−∇ ·q+ τ :D.

• ρU is the internal energy per unit volume;

• −p∇ ·v is the rate of change of the work exerted to the fluid parcel from surrounding
fluids;

• −∇ ·q is the heat source from heat conduction;

• τ :D is the heat source generated from viscosity.

From continuity equation, the above equation can also be expressed as

ρ
dU
dt

=−p∇ ·v−∇ ·q+ τ :D. (7.17)

From the first law of thermodynamics

dU = T dS− pdV,

We get

ρ
dU
dt

= ρT
dS
dt

−ρ p
dV
dt

= ρT
dS
dt

− p∇ ·v

Thus, we obtain

ρT
dS
dt

=−∇ ·q+ τ :D.
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or

ρ
dS
dt

=−∇ ·q
T

+
1
T

τ :D,

By Adding S(∂tρ +∇ ·(ρv)) = 0 to this equation and express ∇·q
T = ∇ ·

( q
T

)
+ 1

T 2 q ·∇T , we
get

d
dt

(ρS)+∇ ·
(q

T

)
=− 1

T 2 q ·∇T +
1
T

τ :D.

∂t(ρS)+∇ · (vρS)+∇ ·
(q

T

)
=− 1

T 2 q ·∇T +
1
T

τ :D. (7.18)

The integral form is

d
dt

∫
Ω(t)

ρSdx+
∫

∂Ω(t)

q ·n
T

dS =
∫

Ω(t)

(
− 1

T 2 q ·∇T +
1
T

τ :D
)

dx (7.19)

• The terms 1
T τ :D > 0;

• When q satisfies the Fourier law: q = κ∇T with κ > 0, then the term

− 1
T 2 q ·∇T =−κ

|∇T |2

T 2 > 0.

Thus, the increase of entropy is due to the heat dissipation and heat generated from viscos-
ity. The terms Ds and Db are called the entropy production source.

Clausius-Duhem inequality The second law of thermodynamics states that

d
dt

∫
Ω(t)

ρSdx+
∫

∂Ω(t)

q ·n
T

dS−
∫

Ω(t)

ρr
T

dx ≥ 0, (7.20)

where r is the heat source, q the heat flux. This is called the Clausius-Duhem inequality.
Comparing (7.19) and (7.20), and use (7.16), we see the heat source in gas system is

ρr = κ
|∇T |2

T 2 +
2
T

(
η |Ds|2 +ζ |Db|2

)
.

Thus, the second law of thermodynamics, expressed as (7.20) if and only if

κ ≥ 0, η ≥ 0, ζ ≥ 0. (7.21)
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Homeworks

1. For viscous flows, the no-slip boundary condition on a solid boundary ∂Ω is defined
to be

v = 0 on ∂Ω,

the normal stress is defined to be τN := τ ·ν . Show that for incompressible Newtonian
viscous flows with no-slip boundary condition, the normal stresses are zero at solid
boundary.

2. Derive the entropy production formula in Lagrangian coordinate

Remarks

1. For heat equation cvTt = ∇ · (κ∇T ), we divide it by T and integrate it over the whole
domain to get ∫

Ω

cv
Tt

T
dx =

∫
Ω

1
T

∇ · (κ∇T )dx

=
∫

Ω

κ

T 2 |∇T |2 dx > 0

Thus, we can define entropy s = cv logT , then

d
dt

∫
Ω

sdx > 0.

7.4 Viscous Flows

7.4.1 Stokes Flows
Shear flows

• Poiseuille flow (Laminar flow in a tube)

• Cavity flow

7.4.2 Bifurcation of fluid flows
• Flow passes a cylinder

• Flow separation

• Taylor-Couette flow

• Rayleigh-Bénard Flow
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Chapter 8

Kinematics of Elasticity

Solid mechanics includes elasticity, plasticity, viscoelasticity, visco-plasticity, liquid crys-
tal, etc. 1 The deformation of solid material is described by the flow map of the material.
The geometric change (deformation) of the material involves forces in the internal molec-
ular structure or from the external world. There are two kinds of forces: conservative and
non-conservative. The conservative force gives reversible physical process, while the phys-
ical process is irreversible for nonconservative forces. In the first few chapters, we study
mechanics of simple elasticity. Its content includes

• the geometry of the deformation (strain);

• the response of the material to the deformation (stress-strain relation);

• the dynamics of a simple elastic material.

1The references of this chapter include

• J. Ball, Mathematical Foundations of Elasticity Theory (Oxford Lecture slides).

• Ciarlet, Mathematical Elasticity, Vol. 1, Three dimensional elasticity.

• Marsden and Hughes, Mathematical Foundations of Elasticity (1983)

• Drozdov, Finite Elasticity and Viscoelasticity.

• Beris and Edwards, Thermodynamics of Flowing Systems (1994).

• Vlado A. Lubarda, Elastoplasticity Theory.
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8.1 Deformation and Strain

8.1.1 Flow maps and Deformation gradient
Flow maps and velocity fields Let us imagine an elastic material deforms from a domain
M̂ at time 0 to Mt at time t. The domain Mt is a manifold, called the configuration space
or the observor’s space. The initial region M̂ is called the reference space or the material
space. We denote such a deformation or flow map by 2

ϕt : X 7→ x(t,X).

That is, a position with coordinate X is deformed to a position x at time t. The coordinate X
is called the Lagrange coordinate (or the material coordinate, or the reference coordinate),
while x the Euler coordinate (or the world coordinate, or the observer’s coordinate). We
shall assume the flow map x(·, ·) is Lipschitz continuous and the map ϕt : X 7→ x(t,X)
invertible for almost all t. 3 The velocity v(t,x) is defined to be

v(t,x(t,X)) = ẋ(t,X).

Here, the dot is the differentiation in t with fixed X . Conversely, given a vector field v :
∪t≥0{t}×Mt → R3, one can obtain a flow map x(t,X) by solving the ODE

ẋ(t,X) = v(t,x), x(0,X) = X .

Thus, the dynamics of the material is described by either the flow map x(t,X) or the
velocity field v(t,x).

Deformation gradient The gradient

F(t,X) := ∇X x(t,X) =
∂x
∂X

(t,X) (8.1)

is called the deformation gradient. 4 It is clear that F(0,X) = I. Its component expression
is

dxi = F i
αdXα :=

∂xi

∂Xα
dXα .

Let us denote the Jacobian by

J(t,X) := detF(t,X).

We require J(t,X) > 0 for all time from physical consideration. That means that the flow
map ϕt is orientation preserving.

2In later chapters, the flow map will also be denoted by x = ϕt(X) in differential geometry, and by x =
q(t,X) in Hamilton mechanics.

3The flow map x(t, ·) may not be differentiable everywhere. ∂x/∂X may have discontinuity.
4In differential geometry, we express F as dϕt .
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Rate of deformation By differentiating the equation ẋ(t,X) = v(t,x(t,X)) in X , we get

∂ ẋ
∂X

=
∂v
∂X

(t,x(t,X)) =
∂v
∂x

∂x
∂X

.

In component form, it is
∂

∂Xα

∂

∂ t
xi(t,X) =

∂vi

∂xk
∂xk

∂Xα
.

Using commuting property of ∂t and ∂X , we obtain

∂

∂ t
∂xi

∂Xα
=

∂vi

∂xk
∂xk

∂Xα
,

or
Ḟ = (∇v)F = LF. (8.2)

The term

Li
k :=

∂vi

∂xk , or L = ∇v

is called the rate-of-deformation. 5

8.1.2 Examples
1. Rigid body motion A trivial flow motion is the rigid-body motion defined by

x = x0(t)+Q(t)X

where Q(t) is an orthogonal matrix, i.e. QQT = I. We have

X = QT (x−x0(t)) .

The deformation gradient F = Q. From

v = ẋ = ẋ0(t)+ Q̇(t)X = ẋ0(t)+ Q̇(t)QT (t)(x−x0(t)) .

Thus,
∇v = Q̇(t)QT (t).

Note that
∇v+(∇v)T = Q̇QT +QQ̇T = 0, ∵ QT Q = I.

Let us characterize the rigid-body motion without proof.

Proposition 8.4. Let ϕt : Ω → R3 be a flow map in R3. Then ϕt(X) is a rigid-body motion
if and only if FT F ≡ I, where F := ∇X ϕt .

5Note that (∇v)i
k := ∂vi/∂xk, which is different from the notation of ordinary tensor product. There,

(∇⊗v)i
k := ∂xiv j. In terms of the notation of tensor product, our ∇v is the tensor product v⊗∇.
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2. Shear flow A simple shear flow is given by

v1 = γ̇21x2, v2 = 0, v3 = 0. (8.3)

Here, γ̇21 is a constant, called the shear rate. The corresponding flow map is

x1 = X1 + γ̇21tX2, x2 = X2, x3 = X3.

The deformation gradient and rate-of-deformation are

F =

1 γ̇21t
1

1

 , ∇v =

0 γ̇21
0

0

 .
3. Simple shearless flow 6 is given by

v1 =−1
2

ε̇(1+b)x1

v2 =−1
2

ε̇(1−b)x2 (8.4)

v3 = ε̇x3.

Here, 0 ≤ b ≤ 1 and ε̇ are two constants, called the elongation rates. We have

∇v =

−1
2 ε̇(1+b)

−1
2 ε̇(1−b)

ε̇

 ,
It satisfies

∇ ·v = 0.

Thus, this flow map is volume preserving. The flow map is given byx1

x2

x3

=

exp(−1
2 ε̇(1+b)t)

exp(−1
2 ε̇(1−b)t)

exp(ε̇t)

X1

X2

X3

 .
Special cases are

• Elongational flow: b = 0, ε̇ > 0. It elongates in x3 direction and shrinks in x1 and x2

cross-section plane.

• Bi-axial stretching flow: b = 0, ε̇ < 0. It stretches in x3 direction and expands in
x1-x2 cross section plane.

• Planar elongational flow: b = 1. A flow with motion only in x1-x3 plane.
6This part of note mainly comes from Bird’s book, Vol. I, Chapter 3.
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4. Linear Deformation Consider an elastic motion satisfying ∇v = constant. That is,

v = Ax, A is a constant matrix.

We can compute the corresponding flow map

ẋ = v = Ax, x(0,X) = X .

The flow map is
x(t,X) = etAX .

The deformation gradient and rate of deformation are

F = etA, ∇v = A.

We see that

1. From det(etA) = etTr(A), we get J(t) = detF(t) = 1 iff Tr(A) = 0.

2. If A is anti-symmetric, i.e. A+AT = 0, then A can be expressed as

A =

 −ω3 ω2
ω3 −ω1
−ω2 ω1

 ,
and Q = etA satisfies 7

QQT = etAetAT
= et(A+AT ) = I.

That is, Q is a rotation. Thus, the flow is a rigid-body motion.

3. If A = λ I, then etAX is an isotropic expansion/shrinking.

4. Suppose A is symmetric and Tr(A)= 0. We can diagonalize A, say A= diag(λ1,λ2,λ3)
with ∑i λi = 0. Then

etA = diag(etλ1,etλ2 ,etλ3).

It expands in those directions where λi > 0 and shrinks in those where λi < 0.

7Note that for any two constant square matrices A and B, we have exp(A)exp(B) = exp(A+B) if and only
if AB = BA. This can be proven by using Taylor expansion and mutual diagonalization. For antisymmetric
matrix A, we have AT =−A. Thus, AAT =−A2 = AT A.
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5. A symmetric matrix A can be expressed as

A = (A− 1
3

Tr(A)I)+
1
3

Tr(A)I

The first term is trace free and the second term is isotropic.

etA = et(A− 1
3 Tr(A)I)e

t
3 Tr(A).

6. A general matrix can be decomposed into

A =
1
2
(A+AT )+

1
2
(A−AT ) = S+Ω.

Its exponential map in a short period of time can be approximated by

e∆tA = e∆tSe∆tΩ +O((∆t)2) = e∆tΩe∆tS +O((∆t)2) for small time ∆t.

The reason why this is only an approximation is because S and Ω may not commute
to each other.

Homework Let A, B be two n×n matrices. Show that

e∆t(A+B) = e∆tAe∆tB +O((∆t)2).

Hint: Use the definition etA = ∑n
1
n!(tA)

n.

8.1.3 Geometric meaning of deformation gradient
Singular Value Decomposition of F .

Proposition 8.5. The deformation gradient F has the following representation:

F = OnΛOT
N (8.5)

where
Λ = diag(λ1,λ2,λ3), λi ≥ 0,

and
On = [n1,n2,n2], ON = [N1,N2,N3]

are two orthogonal matrices in the world space and material space, respectively.
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Remark The representation (8.5) is called the singular value decomposition of F . λi are
called the singular values of F . We can also express F as

F = ∑
k

λknkNT
k .

In component form, it reads
F i

α = ∑
k

λkni
kNα

k .

The matrix nkNT
k is a rank-1 matrix. It is a projectionon to nk.

Proof. 1. Consider the matrix FT F , which is symmetric and non-negative. It has eigen-
values/eigenvectors: λ 2

k and Nk, k = 1,2,3. The eigenvectors are orthonormal. That
is,

⟨Nk,Nℓ⟩= δkℓ.

We choose λk ≥ 0. They are called the singular values of F . 8

2. For those k with λk ̸= 0, we define nk := FNk/λk, then ∥nk∥2 = 1. For

⟨nk,nk⟩=
1

λ 2
k
⟨FNk,FNk⟩=

1
λ 2

k
⟨FT FNk,Nk⟩= ⟨Nk,Nk⟩= 1.

If λk ̸= λℓ, then ⟨nk,nℓ⟩= 0. This is because

⟨nk,nℓ⟩=
1

λkλℓ
⟨FNk,FNℓ⟩=

1
λkλℓ

⟨FT FNk,Nℓ⟩=
λ 2

k
λkλℓ

⟨Nk,Nℓ⟩= 0.

3. If there are λℓ = 0 for some ℓ, then the set {nk| the corresponding λk ̸= 0} can not
form a basis in R3. We extend the set {nk|λk ̸= 0} to its orthogonal complement such
that the extended set {nk} constitutes an orthonormal basis in R3. That is,

⟨nk,nℓ⟩= δkℓ, 1 ≤ k, ℓ≤ 3.

The above construction of {nk} satisfies

FNk = λknk,k = 1,2,3. (8.6)
8The eigenvalues are nonnegative because

0 ≤ ⟨FNk,FNk⟩= ⟨FT FNk,Nk⟩= λ
2
k ⟨Nk,Nk⟩= λ

2
k .
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4. Let On := [n1,n2,n3], ON := [N1,N2,N3] and Λ = diag(λ1,λ2,λ3). Then On and ON
are orthogonal matrices, and (8.6) can be expressed as

F [N1,N2,N3] = [n1,n2,n3]diag(λ1,λ2,λ3),

or
F = OnΛOT

N.

Remarks

1. Let {Eα := ∂Xα |α = 1,2,3} be the basis in the material space, and {ei := ∂xi|i =
1,2,3} be the basis in the observer’s space. The representations of ON = [N1,N2,N3]
and On = [n1,n2,n3] are

Nk = Nα
k Eα , nk = ni

kei.

2. Suppose we choose [N1,N2,N3] as an orthonormal frame in material space and [n1,n2,n3]
an orthonormal frame in observer’s space. Let X ′ be the coordinate of X in the frame
[N1,N2,N3], then we have dX ′ = OT

NdX . Similarly, let x′ be the coordinate of x in
the frame [n1,n2,n3], we also have dx′ = OT

n dx. Under these two frames, the defor-
mation gradient F has the representation:

dx′ = OT
n dx = OT

n FdX = OT
n (OnΛOT

N)dX = ΛdX ′.

This means that in the coordinate systems X ′ and x′, the deformation is an elonga-
tion/stretching.

3. Let us restate the above argument by investigating the deformation of a small ball.
Consider a small ball {|∆X |2 = ε2} in the tangent space of material space TM0. Let us
represent the tangent ∆X in terms of Nk as ∆X = ∆X ′kNk. The deformation gradient
F maps ∆X to ∆x, which has the representation:

∆x = F(∆X) = F(∆X ′kNk) = λk∆X ′knk.

On the other hand, ∆x = ∆x′knk. Thus, the small ball ∥∆X∥2 = ε2 is deformed to an
ellipsoid

∑
k

(∆xk)2

λ 2
k

= ε
2

with axes n1,n2,n3.
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Figure 8.1: Singular value decomposition of F . FNk = λknk

Polar decomposition of F

1. Let F = OnΛOT
N be the singular value decomposition of F . Then

F = OnΛOT
N = (OnOT

N)(ONΛOT
N) = OSr, F i

α = Oi
β

Sβ

r,α .

O := On, Sr := ΛOT
N.

This is called the right polar decomposition of F , where O is a rotation and Sr is a
self-adjoint semi-positive definite operator. There is a geometric interpretation for
the polar decomposition of a deformation gradient. The rotation O is an isometry
map (metric preserving) from material space to Eulerian space, while Sr is a self-
adjoint operator from material space to itself. It is called right stretching tensor. The
decomposition of an infinitesimal deformation F means that we perform an elonga-
tion or stretching (i.e. Sr) on the material first, then map to the Eulerian space by
an isometry (i.e. O). We shall see in later section that the isometry contributes no
energy. Thus, the internal energy W corresponding to the deformation gradient F is
only a function of Sr, or equivalent S2

r = C = FT F , the right Cauchy-Green strain.
We shall see this in the material response to the deformation in later section.

2. Alternatively, we can have left polar decomposition:

F = OnΛOT
N = (OnΛOT

n )(OnOT
N) = SlOT , F i

α = Si
l,kOk

α ,

O = ON, Sl := OnΛ.

We notice that
Sr = OT SlO.

Thus they have the same eigenvalues λi. The corresponding eigenvectors are Ni for
Sr and ni for Sl .



130 CHAPTER 8. KINEMATICS OF ELASTICITY

8.1.4 Deformation Tensors and Strain Tensors
There are many ways to measure the deformation of a material. The basic one is the de-
formation gradient F . Others are various forms of F , which encode necessary information
of F needed in the stress-strain relation. They are tensors, called the strain tensors. These
deformation tensors and the strain tensors are dimensionless quantities.

Deformation Tensors

1. There are many ways to measure the deformation of a material. Some are naturally
defined in the material space M0, some others are naturally defined in observer space
Mt . These deformation tensors are also called the strain tensors. 9

• Strain tensors defined in M0:

– Deformation gradient F i
α(t,X) = ∂xi

∂Xα .

– Right Cauchy-Green deformation tensor: C = FT F , or Cα

β
= (FT )α

i F i
β
=

F i
β

F i
α .

– Right stretch tensor Sr := (FT F)1/2.

• Strain tensors defined in Mt :

– Inverse deformation gradient: (F−1)α
i (t,x) =

∂Xα

∂xi .

– Left Cauchy-Green deformation tensor: B := FFT , or Bi
j = F i

α(F
T )α

j =

F i
αF j

α .
– Left stretch tensor Sl := (FFT )1/2.

2. The geometric meaning of deformation tensors can be analyzed through the change
of arc length after deformation. We have

⟨dx,dx⟩= ⟨FdX ,FdX⟩= ⟨FT FdX ,dX⟩= ⟨CdX ,dX⟩ (8.7)

and

⟨dX ,dX⟩= ⟨F−1dx,F−1dx⟩= ⟨dx,(F−T F−1)dx⟩= ⟨dx,B−1dx⟩. (8.8)

Thus, the deformation tensors are the ratio of metric between Lagrangian and Eu-
lerian coordinates. C is the pullback of the metric ⟨dx,dx⟩ by the flow map ϕt .
The principal eigenvalues of C = FT F are the stretching of the infinitesimal length
∥dX∥2.

9Some textbooks use the following names: Finger’s tensor (FFT ), Cauchy (FT F), Piola (F−1F−T ), and
Almansi (F−T F−1)
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3. The right Cauchy-Green deformation tensor is also the first fundamental form of the
domain Ω(t). The tangent vector gα := ∂x

∂Xα and the first fundamental form is defined
to be Cαβ := ⟨gα ,gβ ⟩.

4. Deformation of an infinitesimal ellipsoid. Consider an infinitesimal sphere at t = 0.
It is expressed as

dX ·dX = 1.

At time t, it is deformed to

dx ·B−1 ·dx = dX ·dX = 1.

This is an infinitesimal ellipsoid with three axies n1,n2,n3 and length λ 2
k .

8.1.5 Displacement and Strain
• Displacement vector: u := x(t,X)−X .

• Lagrangian strain tensor: E := 1
2 (C− I) = 1

2((I +∇X u)T (I +∇X u)− I).

• Eulerian strain tensor: e := 1
2(I −B−1).

• Eulerian strain tensor: ε = 1
2

(
∂ui

∂x j +
∂u j

∂xi

)
.

Let ds2 := dx ·dx and dS2 = dX ·dX . We have

dx ·dx−dX ·dX = dX ·FT F ·dX −dX ·dX = dX · (2E) ·dX

dx ·dx−dX ·dX = dx ·dx−dx · (F−T F−1) ·dx = dx · (2e) ·dx.

Sometimes, we write them as

E =
ds2 −dS2

2dS2 , e =
ds2 −dS2

2ds2 .

Infinitesimal strains We can also express strains in terms of displacement gradients.
Note that

F = I +∇X u.

Define the following infinitesimal strain tensor

e :=
1
2
(
∇X u+∇X uT)= 1

2
(F +FT )− I.
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That is,

ei j =
1
2

(
∂ui

∂X j +
∂u j

∂X i

)
.

We have
E =

1
2
(
(I +∇X u)T (I +∇X u)− I

)
= e+o(e). (8.9)

Geometric meaning of infinitesimal strain. To understand the physical meaning of ε11,
let us consider an infinitesimal vector dX1 := (dℓ1,0,0)T . The vector is deformed to

dx1 = (1+
∂u1

∂X1 ,
∂u2

∂X1 ,
∂u3

∂X1 )
T dℓ1.

Its length square

(dℓ̃1)
2 = ⟨dx1,dx1⟩ ≈

(
1+2

∂u1

∂X1

)
(dℓ1)

2.

Here, we have neglected the hight order terms. Thus,

dℓ̃1 ≈
√

1+2
∂u1

∂X1 dℓ1 ≈
(

1+
∂u1

∂X1

)
dℓ1 (8.10)

That is

e11 ≈
dℓ̃1 −dℓ1

dℓ1
.

Thus, the physical meaning of e11 is the relative change of dℓ in the direction e1. Similarly,
to understand the physical meaning of e12, we consider two infinitesimal vectors

dX1 = (dℓ1,0,0)T

dX2 = (0,dℓ2,0)T .

The corresponding deformed vectors are

dx1 = (1+
∂u1

∂X1 ,
∂u2

∂X1 ,
∂u3

∂X1 )
T dℓ1

dx2 = (
∂u1

∂X2 ,1+
∂u2

∂X2 ,
∂u3

∂X2 )
T dℓ2.

The inner product

⟨dx1,dx2⟩ ≈
(

∂u1

∂X2 +
∂u2

∂X1

)
dℓ1dℓ2.

Hence, we get
dℓ̃1dℓ̃2 cosθ = 2e12dℓ1dℓ2
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where θ is the angle between dx1 and dx2. Using (8.10) and neglecting higher order terms,
we get

e12 =
1
2

cosθ .

Thus, the physical meaning of e12 is the half of the cosine of the relative angle between the
two deformed orthogonal vectors e1 and e2 directors.

8.2 Stress

8.2.1 The stress tensor in Eulerian coordinate – Cauchy stress
The stress is a surface force. It is a restoration force in response to the material deforma-
tion. Imagine an elastic bar being stretched. You can measure a force on the cross section
opposite to the direction of the stretching. This is the stress. It is the surface force per unit
area. The existence of the stress is based on the following Cauchy stress principle.

Axiom of Cauchy stress principle For an elastic material occupying Ωt under a body
force f and surface force g, it holds that for any x ∈ Ωt , any small surface dS ⊂ Ωt with
normal ν , there exists a surface force t(x,ν) on dS such that t = g on the boundary ∂Ωt .
We call t(x,ν) the Cauchy stress vector. The Cauchy stress vector is characterized by the
following Cauchy theorem.

Theorem 8.6 (Cauchy). Assuming the Cauchy stress principle.

• In addition, assuming Principle of linear momentum:∫
G

ρ v̇dx =
∫

∂G
tdS+

∫
G

fdx

for any domain G ⊂ Ωt . Then, there exists a tensor σ(x) such that

t(x,ν) = σ(x) ·ν . (8.11)

• In addition, assuming Principle of angular momentum:∫
G

ρ x× dv
dt

dx =
∫

∂G
x×σ ·ν dS+

∫
G

x× fdx

for any G ⊂ Ωt , then
σ(x) is symmetric. (8.12)
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Proof. 1. To show (8.11), given ν , we consider a plane with normal ν . The plane
intersects the coordinate axes e1,e2,e3 at A1,A2,A3, respectively. Let us consider the
pyramid OA1A2A3, call it ∆G. The surface A1A2A3 is denoted by ∆S, and the three
sides of the pyramid are denoted by ∆Si. The conservation of linear momentum on
∆G reads ∫

∆G
ρ

dv
dt

dx =
∫

∆S
t(x,ν)dS+

3

∑
i=1

∫
∆Si

t(x,−ei)dS+
∫

∆G
fdx.

By dividing both sides by ∆S then take ∆S → 0, we can get∫
∆G

ρ
dv
dt

dx → 0,
∫

∆G
fdx → 0

because ∆G/∆S → 0, and

t(x,ν) =−
3

∑
i=1

νit(x,−ei)

because
ν∆S = (∆S1,∆S2,∆S3).

On the other hand, from Newton’s third law, we can get t(x,−ei) = −t(x,ei). We
conclude that t is linear in ν .

2. The principle of moments (conservation of angular momentum) reads∫
G

ρ

(
x× dv

dt

)
dx =

∫
∂G

(x×σ ·ν)dS+
∫

G
x× fdx,

where the left-hand side is the change of total angular momentum. The first term on
the right-hand side is the total torque from surface, the second term is the total toque
from the body. In differential form:

ρx× dv
dt

= ∇x · (x×σ)+x× f.

On the other hand, from linear momentum equation:

ρ
dv
dt

= ∇x ·σ + f,

we take cross product with x on both sides to get

ρx× dv
dt

= x× (∇x ·σ)+x× f.



8.2. STRESS 135

This leads to
∇x · (x×σ) = x× (∇x ·σ). (8.13)

The left-hand term in coordinate form is

∂l(εi jkx j
σ

kl) = εi jkδ
j

l σ
kl + εi jkx j

∂lσ
kl

= εi jkσ
k j + εi jkx j

∂lσ
kl

The right-hand term x× (∇x ·σ) in coordinate form is εi jkx j∂lσ
kl. Comparing both

sides of (8.13), we get
εi jkσ

k j = 0.

That is,
σ

i j = σ
ji.

Thus, by assuming the conservation of linear momentum, the conservation of angular
momentum is equivalent to the symmetry of the stress tensor.

Remarks

• If there is no internal torque, then the principle of moment is valid. However, the
Cauchy stress is not necessarily symmetric for complex fluids. For instance, the
liquid crystal looks like fluids with rods. In equilibrium and below certain critical
temperature, the rods align with each other. The corresponding stress is symmetric.
However, in non-equilibrium states, rods may not align to the same direction. There
is an internal torque try to align them to reach equilibrium. This internal torque is the
source of asymmetry of the Cauchy stress.

• If the relaxation time of the material response to the deformation is very short as
compared with the macroscopic time dt, we can treat the deformation process is in
equilibrium at every instance. In this case, we treat the Cauchy stress to be symmet-
ric.

8.2.2 The stress tensor in Lagrangian coordinate – Piola-Kirchhoff
stress

The Cauchy stress is measured in Eulerian coordinate system. We can transform it to the
Lagrange coordinate system.
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We want to express the linear momentum equation in Lagrangian coordinate. Suppose
a material with domain G0 is deformed to Gt , and its boundary S0 is deformed to St . In
Eulerian coordinate, the linear momentum equation is∫

Gt

ρ
dv
dt

dx =
∫

St

σ ·ν dSt . (8.14)

Here, σ is the Cauchy stress. In Lagrangian coordinate, we have∫
G0

ρ0
dv
dt

dX =
∫

S0

P ·ndS0 (8.15)

The tensor P is called the Piola-Kirchhoff stress tensor or the first Piola-Kirchhoff stress
tensor. Note that in the above two momentum equations, both are in the observer’s coor-
dinate. The difference is the domain of (8.14) is in Euler coordinate, while the domain of
(8.15) is in Lagrange coordinate. Thus, P and σ represent the same surface force in the
observer’s coordinate system. We want to find the relation between σ and P.

First, the conservation of mass reads∫
Gt

ρ dx =
∫

G0

ρ0 dX .

The left-hand side is
∫

G0
ρJ dX . This is valid for any G0. This leads to

ρJ = ρ0.

Using this, ∫
Gt

ρ
dv
dt

dx =
∫

G0

ρ
dv
dt

J dX =
∫

G0

ρ0
dv
dt

dX .

In (8.15), the velocity v at time t is the same vector, the stress σ is also the same vector in
Lagrangian coordinate. We now change the surface force term to Lagrangian coordinate.
We recall that

νdSt = JF−T ndS0. (8.16)

With this, then ∫
St

σ ·ν dSt =
∫

S0

σ · JF−T ndS0 =
∫

S0

P ·ndS0.

This gives

P = Jσ ·F−T , σ = J−1PFT .

In component form, it is

Pi
α = Jσ

i j(F−T )
j
α = Jσ

i j ∂Xα

∂x j .
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σ
i j = J−1Pi

αF j
α .

The first Piola-Kirchhoff stress P is the pullback of the Cauchy stress σ via ϕt .
Another stress is the second Piola-Kirchhoff stress, defined by

Σ := F−1P = JF−1
σF−T ,

which has range in material space, not in observer’s space. In component form, it is

Σαβ = (F−1)α
i Pi

β
=

∂Xα

∂xi Pi
β
= Jσ

i j ∂Xα

∂xi
∂Xβ

∂x j ,

which is also symmetric.
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Chapter 9

Dynamics of Simple Elasticity

Theory of simple elasticity studies mechanical dynamics of elastic materials, no heat trans-
fer is considered. The dynamics involving both mechanical energy and heat will be inves-
tigated in theory of thermo-elasticity in later Chapter.

9.1 Lagrangian formulation for simple elasticity

9.1.1 Variational Approach for dynamics of simple elasticity
Assumption We will derive equation of motion of simple elasticity without body forces
in Lagrange coordinate. Suppose we are given a material domain Ω0 and a density function
ρ0 on Ω0. The material is called hyper-elastic if there exists a stored energy function W (F)
such that the internal energy density of the material is given by U =W (F).

Action Given a flow map x(·, ·), we define its action in the Lagrange coordinate as

S[x] =
∫ t1

t0

∫
Ω0

(
1
2

ρ0(X)|ẋ(t,X)|2 −W
(

∂x(t,X)

∂X

))
dX dt

where the first term is the kinetic energy, the second term is the internal energy.

Admissible class We will look for extremal of S[x] for flow maps in an admissible class.
For different boundary conditions, there are different admissible class. Let us introduce the
simplest admissible class:

X := {x : Ω0 → R3|x is Lipschitz continuous,x(X) = x0(X),X ∈ ∂Ω0} (9.1)

Here, x0 is a given function on the boundary.

139
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D’Alembert least action principle The dynamics of a physical flow map x(t, ·) is the
extremal of the action functional S[x] among all admissible flow maps. Thus, we look for

x = arg min{S[x]|x ∈ X}. (9.2)

Variation w.r.t. flow maps We shall study the variation of the action with respect to the
flow map x(·, ·). Let us perturb the flow map by xε(t,X) with x0(t,X) = x(t,X), the original
unperturbed one. We call

δx(t,X) :=
∂

∂ε
|ε=0xε(t,X),

the variation of the flow map x(·, ·). We write the variation of x by δx (or x̊). Since, for
small ε , xε(t, ·) are flow maps, its variation

δx(t,X) = lim
ε→0

xε −x0

ε

is an infinitesimal variation of position, thus, is also called a pseudo-velocity. The derivative

d
dε

|ε=0S[xε ]

is called the variation of the functional S[x] in direction δx. We denote it by

δS[x] ·δx :=
d

dε
|ε=0S[xε ].

This means that the physical solution x(t,X) satisfies

δS[x] ·δx = 0

for all possible variations δx.
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Euler-Lagrange equation Let us compute δS:

δS[x] ·δx =
d

dε

∣∣∣∣
ε=0

∫ t1

t0

∫
Ω0

(
1
2

ρ0(X)|ẋε(t,X)|2 −W
(

∂xε(t,X)

∂X

))
dX dt

=
∫ t1

t0

∫
Ω0

(
ρ0(X)ẋ(t,X) ·δ ẋ−W ′(F)δF

)
dX dt

=
∫ t1

t0

∫
Ω0

(
− d

dt
(ρ0(X)ẋ(t,X)) ·δx−W ′(F)

δ∂x
∂X

)
dX dt

=
∫ t1

t0

∫
Ω0

(
−ρ0(X)ẍ(t,X) ·δx−W ′(F)

∂δx
∂X

)
dX dt

=
∫ t1

t0

∫
Ω0

(
−ρ0(X)ẍ(t,X) ·δx+

(
∂

∂X
W ′(F)

)
·δx
)

dX dt −B.C.

=
∫ t1

t0

∫
Ω0

[
−ρ0(X)ẍ(t,X)+

∂

∂X
W ′
(

∂x
∂X

)]
·δxdX dt −B.C.

Here,

B.C.=
∫ t1

t0

∫
Ω0

∇X · (W ′(F)δx)dX dt

=
∫ t1

t0

∫
∂Ω0

W ′(F)i
αNα

δxi dX dt, N is the outer normal of ∂Ω0

is the term coming from integration by part. From boundary condition of the admissible
class, we have δx(t,X) = 0 on the boundary ∂Ω0. Thus, B.C. = 0. The D’Alembert least
action principle gives

δS[x] ·δx =
∫ t1

t0

∫
Ω0

[
−ρ0(X)ẍ(t,X)+

∂

∂X
W ′
(

∂x
∂X

)]
·δxdX dt = 0,

for all δx in the tangent space of X. This leads to the following Euler-Lagrange equation

ρ0(X)ẍ(t,X) = ∇X ·P
(

∂x
∂X

)
for X ∈ Ω0, (9.3)

Here, P := W ′(F) is called the first Piola-Kirchhoff stress tensor, or just the Piola stress.
Its component form is

Pi
α =

∂W
∂F i

α

, F i
α :=

∂xi

∂Xα

.
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This first Piola stress is the potential difference due to the small variation of ∂x
∂X . Because

the variation of the deformation has the form ∂δx
∂X , the corresponding force (potential dif-

ference) is a surface force ∂WF
∂X . 1

The above Euler-Lagrange equation (9.3) is a second-order PDE for x(t,X). We need
to impose initial condition and boundary condition.

• Initial condition For the second-order equation (9.6), we need to impose two initial
conditions:

x(0,X) = x0(X) and ẋ(0,X) = v0(X), X ∈ Ω0.

• Boundary condition
x(t,X) = x0(X) for X ∈ ∂Ω0. (9.4)

This condition is called the Dirichlet boundary condition which was inherited in our
admissible class.

External forces There are two kinds of external forces:

• body force: we assume it is conservative. f(x) = −∇xV (x) for some potential func-
tion V ;

• traction: we can apply traction g on some part of the boundary, say Γn
0.

Here, the traction is only applied to certain portion of the boundary. This means that the
boundary ∂Ω0 is decomposed into

∂Ω0 = Γ
n
0 ∪Γ

d
0.

The traction is applied on Γn
0. On Γd

0 , we impose a Dirichlet boundary condition:

x(t,X) = x0(X), for X ∈ Γ
d
0.

In this situation, our admissible class is

X= {x|x(t,X) = x0(X) for X ∈ Γ
d
0}

1If the potential W also depends on K := ∂ 2x
∂X2 , say W (F,K), then the corresponding Euler-Lagrange equa-

tion has an additional force of the form − ∂ 2WK
∂X2 . More boundary conditions are also needed.
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We also need to add the energies contributed from these two forces to our action functional:
2

S[x] :=
∫ t1

t0

∫
Ω0

(
1
2

ρ0(X)|ẋ(t,X)|2 −W
(

∂x(t,X)

∂X

))
dX dt

−
∫ t1

t0

∫
Ω0

V (x(t,X))J dX dt +
∫ t1

t0

∫
Γn

0

g(X) ·x(t,X)dS0. (9.5)

Here, J dX = dx. The last two terms are the potentials due to the body force and the traction.
We take variation of S with respective to x ∈ X. This gives

δS[x] ·δx =
∫ t1

t0

∫
Ω0

[
−ρ0(X)ẍ(t,X)+

∂

∂X
W ′
(

∂x
∂X

)
−∇xV (x)J

]
·δxdX dt

−
∫ t1

t0

∫
Γn

0

(
W ′ ·N−g

)
·δxdS0 dt = 0,

The boundary term
∫

Γd
0
W ′ ·N ·δx = 0 because δx = 0 on Γd

0 for δx in the tangent space of
X. Thus, the corresponding Euler-Lagrange becomes

ρ0(X)ẍ(t,X) = ∇X ·P
(

∂x
∂X

)
+ f(t,x(t,X))det

(
∂x
∂X

)
in Ω0. (9.6)

where f = −∇xV (x) is the body force. The initial condition is the same. The boundary
conditions are casted as

• Dirichlet: This is to impose

x(t,X) = x0(X) for X ∈ Γ
d
0. (9.7)

• Neumann: This is to impose

Pi
α(F(t,X))Nα(X) = gi(X) for X ∈ Γ

n
0. (9.8)

9.1.2 Equation of motion as a first-order system
Let us introduce v(t,X) := ẋ(t,X) and F(t,X) = ∂x

∂X (t,X) and express the above second-
order equation as the following first order system:

Ḟ = ∂v
∂X

ρ0v̇ = ∇X P(F)
(9.9)

The unknowns are (F,v). There are 9+3 = 12 of them. The Piola stress P(F) is given as
a constitutive relation P(F) =W ′(F).

2The work is minus of force times displacement
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Compatibility condition Since F is the gradient of the flow map x(t,X), it has to satisfy
the following condition:

∂X i∂X jx = ∂X j∂X ix
In terms of F , it reads

∇X ×FT = 0. (9.10)

This is called the compatibility condition for F . From Ḟ = ∂v
∂X , we get

d
dt

∇X ×FT = ∇X × (∇X v)T = 0.

Thus, if ∇X ×FT = 0 initially, then it is zero for all later time.
We have seen that if x(t,x) is a solution of (9.6), then ẋ = v and ∂x

∂X satisfy (9.9) and
the compatibility condition. Conversely, if v and F satisfy (9.9) and the compatibility
condition, then there exists a function x(t,X) such that ẋ = v and ∂x

∂X = F . The function x
is obtained by a line integral

xi(t,X) =
∫ (t,X)

(
vi dt +

3

∑
α=1

F i
α dXα

)
The line integral is independent path because the compatibility condition.

If there is a body force which depends on x(t,X), then we should add the equation for
x. The equation of motion becomes

ẋ = v
Ḟ = ∂v

∂X
ρ0v̇ = ∇X ·P(F)+ f(t,x)det(F).

(9.11)

The unknowns are x,F,v. There are 3+9+3 = 15 unknowns and equations.

Initial condition For the first order system (9.11), we impose

v(0,X) = v0(X), F(0,X) = I, X ∈ Ω0.

Boundary condition for the first-order system We need to translate the boundary con-
ditions (9.7) and (9.8) in terms of (v,F). We differentiate these boundary conditions in t
and in X in the tangential direction of ∂Ω0 to get

• Dirichlet: v(t,X) = 0 on Γd
0 .

• Neumann: 3

Pi
α(F(t,X))Nα(X) = gi(X) for X ∈ Γ

n
0.

3References:
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Two examples:

1. One dimension: In one dimension, let us call u=F1
1 −1 the strain, and P(F1

1 )= p(u).
We also assume ρ0(X)≡ 1. Then the equation of motion is

∂tv = ∂X p(u) (9.12)
∂tu = ∂X v. (9.13)

Here, ∂t means ∂

∂ t |X . Such an equation is a 2× 2 hyperbolic system. The stress
p(u) satisfies p′(u) > 0. This leads to the hyperbolicity of the system. Namely, the
eigenvalues of [

0 p′(u)
1 0

]
are ±

√
p′, which are real and the characteristic speeds of the system. However, the

stress function p is in general non-convex. This leads to a special type of shock wave,
called contact shock, where a rarefaction wave is attached to a shock wave. A simple
model is p(u) = tanh(u), which gives so called soft spring. The stress tends to a
constant as the strain increases.

2. Linear elasticity: In the Hookean case where W (F) = k
2 |F |2, the stress is P(F) = kF .

The equation of motion becomes

ρ0(X)∂tv = k∇X ·F (9.14)
∂tF = ∇X v (9.15)

Eliminating F , we get
ρ0(X)∂ 2

t v = k∇
2
X v.

This is the wave equation.

9.2 Variational approach for incompressible simple elas-
ticity

A flow map x(t,X) is called incompressible if

J(t,X) := det
(

∂x
∂X

(t,X)

)
= detF = 1.

1. Antman, Nonlinear Problems in Elasticity, pp. 4243-426.

2. Cialet and Mardare, Boundary conditions in intrinsic nonlinear elasticity, J. Math Pure Appl. 2014.
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This means its volume is unchanged. Thus, in the above variation of action, we should add
a constraint term with a Lagrange multiplier:

δS[x]+δ

∫ t1

t0

∫
p(t,X)(detF −1)dX dt = 0.

Here, p is the Lagrange multiplier. The variation

δ (detF) = tr(F−T (δF))detF = tr(F−T (δF)),

where

tr(F−T (δF)) = ∑
i,α
(F−T )α

i (δF)i
α = ∑

i,α
(F−T )α

i
∂δxi

∂Xα
.

We take integration by part in the variation form below to get

δ

∫ t1

t0

∫
p(t,X)(detF −1)dX dt =

∫ t1

t0

∫
p(t,X)δ (detF −1)dX dt

=
∫ t1

t0

∫
p∑

i,α
(F−T )α

i
∂δxi

∂Xk dX dt =−
∫ t1

t0

∫
∑
i,α

∂

∂Xα
(pF−T )α

i δxi dX dt

=−
∫ t1

t0

∫
[∇X ·

(
p(F−T )

)
] ·δxdX dt

Thus, we obtain the constraint flow equation

ρ0ẍ = ∇X · (P− pF−T ).

Here, the divergence term in the integration by part is(
P− pF−1) ·δx ·N = 0,

where N is the outer normal of ∂Ω0. We should impose a boundary condition to make this
term zero. The full set of equations are ρ0v̇ = ∇X · (P(F)− pF−T )

Ḟ = ∇X v
detF = 1

The unknowns are (F,v, p).
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Boundary conditions for incompressible elasticity The natural boundary condition is
to have

(P− pF−1) ·N ·δx = 0.

This leads to

either (P− pF−1) ·N = 0, or δx = 0, X ∈ ∂Ω0 = Γ0.

Thus, we can decompose the boundary into two parts: Γ0 = Γn
0 ∪Γd

0 . The boundary condi-
tions are

(P− pF−1) ·N = 0 on Γ
n
0,

and
v ·N = 0 on Γ

d
0.

9.3 Eulerian formulation for simple elasticity

9.3.1 Formulation of compressible simple elasticity in terms of F

We recall the transformation formulae of conservation laws between Lagrange and Euler
coordinate systems (2.12), (2.6) and (2.13):

∂tU+∇x ·F = R (9.16)

d
dt
W+∇X ·G= RJ. (9.17)

where

U=

[
ρ

ρv

]
, F =

[
ρv

ρvv−σ

]
, R=

[
0
f

]
W= UJ, G := (F−Uv) · JF−T . (9.18)

Here, the Cauchy stress

σ(F) = J−1 ∂W
∂F

·FT ,

where W is the material potential energy, F is the deformation gradient, and J = det(F).
We still need an equation for F . By differentiating the equality

ẋ(t,X) = v(t,x(t,X)),

in X , we get the equation for F in Lagrangian coordinate:

Ḟ i
α(t,X) =

∂vi

∂Xα
.
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By changing variable from X to x, and treat F̄(t,x) to be F(t,X(t,x)), we get the above
equation in Eulerian coordinate:

∂t F̄ +v ·∇xF̄ = (∇xv)F̄ in Ωt .

Note that the matrix F̄ is a function of (t,x), but it has the same value of F(t,X). Thus, we
shall use the notation F instead of F̄ in this note. Thus, we write

∂tF +v ·∇xF = (∇xv)F for x ∈ Ωt (9.19)

with an understanding that F(t,x) is
(

∂x
∂X

)
(t,X(t,x)). We list the equations for simple

elasticity as
∂tρ +∇ · (ρv) = 0

ρ (∂tv+v ·∇v) = ∇ ·σ + f
∂tF +v ·∇F = (∇v)F

in Ωt . (9.20)

The unknowns for this system are ρ,v,F . The Cauchy stress is given by a constitutive
relation

σ = T (F).

The function f is an external force. We also need the density constraint ρ det(F) = ρ0 as a
compatibility condition.

Conservation form The advection equation for F is equivalent to

∂t
(
ρF i

α

)
+∂k

(
ρvkF i

α −ρviFk
α

)
= 0.

Remarks

1. The continuity equation for ρ is indeed redundant. In the Lagrange formulation, it
is equivalent to d

dt ρ0(X) = 0. In the Eulerian formulation, we define ρ = ρ0/J. Or
equivalently, we define the specific volume V := J/ρ0 and define the density ρ =
1/V . With this definition, ρ satisfies the continuity equation. Thus, the continuity
equation is equivalent to

J̇ = (∇ ·v)J.
But this equation is inherited in the equation

Ḟ = (∇v)F,

because J = det(F) and d
dt (det(F)) = (∇ ·v)det(F). Therefore, we call the algebraic

equation
ρ(t,x(t,X))J(t,X) = ρ0(X) (9.21)

the density constraint for the Euler equation of elasticity.
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2. We need a compatibility condition in Eulerian coordinate for F , which is parallel to
the compatibility condition ∇X ×FT = 0 in the Lagrangian coordinate. It is easier to
express such condition in terms of F−1, which will be discussed in the next section.

Boundary conditions in Euler coordinate Let Γd
t = x(t,Γd

0) and Γn
t = x(t,Γn

0) be the
Dirichlet and Neumann boundaries at time t. In the Eulerian coordinate, the above bound-
ary conditions read

• Dirichlet: v(t,x) = 0 for x ∈ Γd
t ;

• Neumann: σ(x) ·ν = g(F−1(t,x)) for x ∈ Γn
t .

Homework Consider a flow map in 1-D as x2−X2 = t with M̂ = [0,∞), Mt = {x|x2 ≥ t}
and t ≥ 0. Check the following expressions

(i) v := ẋ = 1
2x

(ii) F := ∂x/∂X = X/x

(iii) Ḟ := ∂

∂ t |X F =−1
2

X
(X2+t)3/2 =−

√
x2−t
2x3

(iv) Treat F as a function of (t,x). Check (∂t + v∂x)F =−
√

x2−t
2x3 .

9.3.2 Formulation of compressible simple elasticity in terms of F−1

It is natural to use the quantity F−1(t,x) as a dependent variable because it is naturally
defined in Eulerian coordinate (t,x). Furthermore, the compatibility condition for F−1 has
a simple form. The evolution equation for F−1 is

d
dt
|X(F−1) =−F−1Ḟ(F−1)

=−F−1(∇xv)F(F−1)

=−(F−1)(∇xv).

d
dt
(F−1)α

i = (F−1)α
k Lk

i , Lk
i :=

∂vk

∂xi .

In the Eulerian coordinate, we have

∂t(F−1)+v ·∇x(F−1) =−(F−1)(∇xv)T . (9.22)
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The compatibility condition for F−1 is just

∇x ×F−T = 0,
∂

∂x j
(F−T )i

α =
∂

∂xi (F
−T )

j
α . (9.23)

The advection equation for F−1 can be written in conservation form:

∂t(F−1)α
i +∂xi

(
(F−1)α

j v j)= 0. (9.24)

This follows from (9.22) and (9.23):

∂t(F−1)α
i +∂xi

(
(F−1)α

j v j)= ∂t(F−1)α
i + v j

∂x j(F−1)α
i − v j

∂x j(F−1)α
i +∂xi

(
(F−1)α

j v j)
=−(F−1)α

j ∂xiv j − v j
∂x j(F−1)α

i +∂xi
(
(F−1)α

j v j)= v j (−∂x j(F−1)α
i +∂xi(F−1)α

j
)
= 0.

Thus, the full set of equations are
∂tρ +∂x j(v jρ) = 0
∂t(ρvi)+∂x j

(
ρviv j)= ∂x jσ

i j + f i

∂t(F−1)α
k +∂xk

(
(F−1)α

j v j
)
= 0.

(9.25)

Plus the density constraint: ρJ = ρ0 and the compatibility condition

∇x ×F−T = 0. (9.26)

There are 1+9+3 = 13 unknowns and equations.

Boundary conditions in Euler coordinate

• Dirichlet: v(t,x) = 0 for x ∈ Γd
t ;

• Neumann: σ(x) ·ν = g(F−1(t,x)) for x ∈ Γn
t .

Remarks 4

• The continuity equation is redundant because it can be derived from ρJ = ρ0.

• The compatibility condition is satisfied if it holds initially. This is due to the fact that
(9.24) preserves the property ∇x × (F−1) = 0.

4References:

1. Trangenstein and Colella, A Higher-order Godunov method for modeling finite deformation in elastic-
plastic solids, Comm. Pure. Appl. Math (1991).

2. Miller & Colella, A high-order Eulerian Godunov method for elastic–plastic flow in solids, J. Comput.
Phys. (2001).

3. D.J. Hill , D. Pullin, M. Ortiz, D. Meiron, An Eulerian hybrid WENO centered-difference solver for
elastic–plastic solids, J. Comput. Phys. (2010)
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9.3.3 Formulation of compressible simple elasticity in terms of B :=
FFT

We shall see in later chapter that the stress σ can be expressed as

σ = 2ŴBB,

where B = FFT is the left Cauchy-Green deformation tensor. It satisfies

Ḃ = ḞFT +FḞT = LFFT +FFT L = LB+BLT .

Here L = ∇v and Ḃ means the material derivative. In terms of Eulerian coordinate, B
satisfies

B(1) :=
∂B
∂ t

+v ·∇B−LB−BLT = 0.

The term B(1) is called the first order upper-convected derivative of B. In addition, C should
satisfy the compatibility condition.

Thus, the equations are

∂tρ +∇ · (ρv) = 0
ρ (∂tv+v ·∇v) = ∇ ·σ + f

∂tB+v ·∇B = (∇v)B+B(∇v)T
in Ωt . (9.27)

together with the density constraint ρJ = ρ0. Here,

σ = 2ŴBB.

An expression of σ in terms of B is given by Theorem 10.9. The compatibility for B is
more complicated. It can be derived from the compatibility condition for C = FT F . The
compatibility condition for C can be found in [Cialet, pp. 55] or [Antman, pp. 423-426].

9.3.4 Formulation of incompressible simple elasticity
If v(t,x) is the velocity field which generates the flow map x(t,X), that is, ẋ(t,X) =
v(t,x(t,X)), then the incompressibility of x(t,X) is equivalent to ∇ ·v(t,x) = 0. This comes
from the following formula

δ det(A) = tr
(
(δA)A−T)det(A).

and the formula
∂ ẋ
∂X

= (∇v)
∂x
∂X

,
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we get
J̇ = tr

(
ḞF−T)J = tr(∇v)J = (∇ ·v)J.

Thus,
J̇ = 0 if and only if ∇ ·v = 0.

Similarly, let xε(t,X) be a perturbation of x(t,X) satisfying volume preserving property.
Let δx(t,X) := ∂

∂ε
|ε=0xε(t,X). Let w(t,x(t,X)) = δx(t,X). Let Fε = ∂xε/∂X . δF :=

∂

∂ε
|ε=0Fε . Then

δF = (∇w)F.

Similarly,
δJ = (∇ ·w)J.

Thus, the volume preserving of xε is equivalent to δJ = 0, and is also equivalent to ∇ ·w =
0.

Now, for the constraint ∇ ·w = 0, we introduce a Lagrange multiplier p. Then we have
the constrained variation

0 =
∫ t1

t0

∫
(−ρ

Dv
Dt

+∇ ·σ) ·w+ p(∇ ·w)dxdt

=
∫ t1

t0

∫
(−ρ

Dv
Dt

+∇ ·σ −∇p) ·wdxdt

This gives

ρ
Dv
Dt

+∇p = ∇ ·σ .

Here, σ(F) =W ′(F)FT . We still need an equation for F . From

Ḟ =

(
∂x
∂X

)
t
=

∂v
∂X

=
∂v
∂x

∂x
∂X

= (∇v)F,

we get
DF
Dt

= (∇v)F.

Thus, the complete set of equations for incompressible inviscid elasticity are
Dρ

Dt = 0
∇ ·v = 0
ρ

Dv
Dt = −∇p+∇ ·σ(F)

DF
Dt = (∇v)F.
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with the constitutive equation σ(F) = J−1W ′(F)FT and the density constraint ρJ = ρ0.
The unknowns are (ρ, p,v,F). We notice that these equations can be written in conserva-
tion form 

∂tρ +∇ · (ρv) = 0
∇ ·v = 0

∂t(ρv)+∇ · (ρvv) = −∇p+∇ ·σ(F)
∂tF +v ·∇F = (∇v)F.

9.4 Advection equations and the compatibility conditions
for other types of strains

Sometimes, it is more convenient to use other types of strain tensors. In that case, the
corresponding compatibility conditions and advection equations are needed. We list some
of them.

9.4.1 Advection equations for the deformation tensors
1. We have seen that

Ḟ = LF, L = ∇v.

In component form, it is
d
dt

(
∂xi

∂Xα

)
=

∂vi

∂xk
∂xk

∂Xα
.

The term L = ∇v is the rate of deformation.

2. For F−1, we have

d
dt

F−1 =−F−1ḞF−1 =−F−1LFF−1 =−F−1L.

3. For the right Cauchy-Green tensor,

Ċ =
d
dt
(FT F)= ḞT F+FT Ḟ =FT LT F+FT LF =FT LT F−T FT F+FT FF−1LF =RTC+CR,

where R = F−1LF .

4. For the left Cauchy-Green tensor,

Ḃ =
d
dt
(FFT ) = ḞFT +FḞT = LFFT +FFT LT = LB+BLT .
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That is,
B(1) := Ḃ−LB−BLT = 0.

The notation B(1) is called first-order upper-convected derivative for tensor B. We
will see this again in the theory of viscoelasticity.

5. Since B is symmetric, we can also decompose L into symmetric part and antisym-
metric part:

L = D+Ω, D =
1
2
(
∇v+(∇v)T) , Ω =

1
2
(
(∇v)T −∇v

)
.

The upper-convected derivative can be re-expressed as

B(1) = Ḃ−LB−BLT = Ḃ−ΩB+BΩ+DB+BD.

The part B∇ := Ḃ−ΩB+BΩ is also called Jaumann tensor derivative.

6. For C−1, we have

d
dt

C−1 =−C−1ĊC−1 =−C−1(CR+RTC)C−1 =−RC−1 −C−1RT .

7. For B−1, we have

d
dt

B−1 =−B−1ḂB−1 =−B−1(LB+BLT )B−1 =−B−1L−LT B−1.

9.4.2 Compatibility condition for the deformation gradients

• For F i
α := ∂xi

∂Xα , we have

∂F i
α

∂Xβ
=

∂ 2xi

∂Xβ ∂α
=

∂ 2xi

∂Xα∂β
=

∂F i
β

∂Xα
.

This is called the compatibility condition for F . Sometimes, we write it as

∇X ×FT = 0.

• For (F−1)α
i = ∂Xα

∂xi , the corresponding compatibility condition reads

∂ (F−1)α
i

∂x j =
∂ (F−1)α

i
∂xi .

or
∇x ×F−T = 0.
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• For C := FT F , which is the pullback of the metric in Mt , we define

Γαγβ =
1
2
(
∂βCαγ −∂αCβγ −∂γCαβ

)
, Γ

γ

αβ
= (C−1)γδ Γαδβ .

And the corresponding compatibility condition for C reads

∂δ Γ
β

αγ −∂γΓ
β

αδ
+Γ

τ
αγΓ

β

τδ
−Γ

τ

αδ
Γ

β

τγ = 0.

The above expression states that the Riemann-Christoffel curvature tensor is zero.
See [Cialet, pp. 55], [Antman pp. 423-426].

• We should also derive the compatibility condition for B = FFT .

9.5 Hyperbolicity

9.5.1 Hyperbolicity for simple elasticity in Lagrangian coordinate
The equation of motion for simple elasticity reads

ρ0ẍ = ∇X ·P, P =
∂W
∂F

. (9.28)

Let

ai jkl(F) :=
∂ 2W (F)

∂F i
j ∂Fk

l
.

For stability purpose, we usually consider a linearized equation where the coefficient ai jkl(F0)
is frozen at a particular F0. In this case, the linearized equation reads

ρ0ẍi =
3

∑
j,k,l=1

ai jkl(F0)
∂ 2xk

∂X j∂X l . (9.29)

We look for plane wave solution of the form x(t,X) = ξ ei(X ·η−λ t). It means that, given
a direction η , we look for a plane wave with speed λ (η) and amplitude ξ (η). Plug this
expression into the linearized equation, we get

ρ0λ
2
ξi =

3

∑
j,k,l=1

ai jklξkη jηl =
3

∑
k=1

(
3

∑
j,l=1

ai jklη jηl

)
ξk,

or in matrix form

A(η)ξ = ρ0λ
2
ξ , A(η)ik :=

(
3

∑
j,l=1

ai jklη jηl

)
3×3
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Thus, equation (9.29) supports plane wave solution in direction η if A(η) has positive
eigenvalue ρ0λ 2 with eigenvector ξ .

Proposition 9.6. Given a stored energy W (F), define ai jkl =
∂ 2W

∂F i
j ∂Fk

l
. Then for any η ∈R3,

the matrix A(η) := (∑ j,l ai jklη jηl)ik is symmetric.

Proof. This is due to

A(η)ik =
3

∑
j,l=1

ai jklη jηl =
3

∑
j,l=1

ai jklηlη j =
3

∑
j,l=1

ailk jη jηl =
3

∑
j,l=1

ak jilη jηl = A(η)ki.

(9.30)
Here, the 2nd equality is due to η jηl = ηlη j. The 3rd equality is a change of indices. The
4th equality uses ailk j = ak jil , which is resulted in hyper-elasticity assumption:

∂ 2W
∂F i

l ∂Fk
j
=

∂ 2W
∂Fk

l ∂F i
l
.

To support plane wave solutions, we need A(η) to be positive definite for η ̸= 0. This
means

3

∑
i, j,k,l=1

ai jklξiξkη jηl > 0, for all η ,ξ ̸= 0. (9.31)

This condition is called the strong ellipticity condition for the 4-tensor ai jkl .

Definition 9.4. System (9.28) is called hyperbolic if

∂ 2W (F)

∂F i
α∂F j

β

ξiξ jη
α

η
β > 0, for every F ∈M+

3 , ξ ̸= 0,η ̸= 0. (9.32)

9.5.2 Hyperbolicity for the first-order system in Lagrangian coordi-
nate

Equation of motion in Lagrangian coordinate We study the system of simple elasticity

Ḟkl −
∂vk

∂X l = 0, k, l = 1,2,3, (9.33)

ρ0v̇i −
3

∑
j=1

∂Pi j

∂X j = 0, i = 1,2,3. (9.34)
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where the first Piola stress P is given by

Pi j =
∂W
∂Fi j

, i, j = 1,2,3. (9.35)

for some potential function W (F), and the deformation gradient F satisfies the compatibil-
ity condition

∂Fi j

∂X l =
∂Fil

∂X j .

There are 12 equations with 12 unknowns are (F,v). The compatibility condition is satisfies
automatically for t > 0 if it is satisfied at t = 0. Writing these equations in vector form,
they are

Ḟ = ∂v
∂X

ρ0v̇ = ∇X ·P(F).
(9.36)

The compatibility condition reads
∇×FT = 0. (9.37)

Let us take ρ0 ≡ 1 for simplicity. It is not hard to put them back in the theory below.

Hyperbolicity and characteristic modes The system can be rewritten in the following
conservation form

∂tW+
3

∑
j=1

∂X jG j = 0,

where

W=



F11
F21
F31
F12
F22
F32
F13
F23
F33
v1

v2

v3



, G1 =−



v1

v2

v3

0
0
0
0
0
0

P11
P21
P31



, G2 =−



0
0
0
v1

v2

v3

0
0
0

P12
P22
P32



, G3 =−



0
0
0
0
0
0
v1

v2

v3

P13
P23
P33


This system can be written as a quasi-linear form

∂tW+
3

∑
j=1

B j∂X jW= 0, B j =
∂G j

∂W
.
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The matrix B j has the form

B j =−
[

09×9 E j9×3
A j3×9 03×3

]
where

E1 =



1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0


, E2 =



0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0


, E3 =



0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


,

A j =

a1 j11 a1 j12 · · · a1 j33
a2 j11 a2 j12 · · · a2 j33
a3 j11 a3 j12 · · · a3 j33


3×9

, ai jkl :=
∂Pi j

∂Fkl
=

∂ 2W (F)

∂Fkl∂Fi j
.

We shall look for plane wave solution of the form

(F,v) = (ζ 1,ζ 2,ζ 3,ξ1,ξ2,ξ3)
T ei(η ·X−λ t).

Plug this ansatz into the equation. Let us define the matrices

Λ(W,η) :=
3

∑
j=1

B jη j

and

Λ(W,η) =−


0 0 0 η 0 0
0 0 0 0 η 0
0 0 0 0 0 η

b11 b12 b13 0 0 0
b21 b22 b23 0 0 0
b31 b32 b33 0 0 0


12×12

:=−
[

09×9 C9×3
B3×9 03×3

]
,

η =

η1
η2
η3


3×1

, bik(η) =
[
∑ j ai jk1η j ∑ j ai jk2η j ∑ j ai jk3η j

]
1×3
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The characteristic equation of the matrix Λ(W,η) is:

det(λ −Λ(W,η)) = det
[

λ I9×9 C9×3
B3×9 λ I3×3

]
= det

[
λ I9×9 C9×3
03×9 − 1

λ
B3×9C9×3 +λ I3×3

]
λ

9 det

(
λδik −

1
λ

3

∑
j,l=1

ai jklη jηl

)
= λ

6 det(λ 2I −A(η)) = 0.

Strong ellipticity and hyperbolicity

• There are 6 eigenvalues of Λ(W,η) which are 0

• The rest 6 eigenvalues are real provided (A(η)) is positive definite.

Note that the 3×3 matrix

A(η)ik :=
3

∑
j,l=1

ai jklη jηl

is symmetric due to

ai jkl(F) :=
∂ 2W (F)

∂Fi j∂Fkl
=

∂ 2W (F)

∂Fkl∂Fi j
= akli j.

The strong ellipticity assumption for (ai jkl) is equivalent the positive definite assumption
for A(β ), and is equivalent to the existence of 6 real eigenvalues of Λ(W,η).

Eigenvectors corresponding to 0 eigenvalue Let us find the eigenvector corresponding
the 0 eigenvalue:

0 0 0 η 0 0
0 0 0 0 η 0
0 0 0 0 0 η

b11 b12 b13 0 0 0
b21 b22 b23 0 0 0
b31 b32 b33 0 0 0




ζ 1
ζ 2
ζ 3
ξ1
ξ2
ξ3

= 0, where ζ i =

ζi1
ζi2
ζi3

 , i = 1,2,3.

The first 9 equations give
ηξi = 0, i = 1,2,3

Since η ̸= 0, we obtain ξi = 0 for i = 1,2,3. The last three equation are independent from
the strong ellipticity of (ai jkl). This gives three independent equations for 9 variables ζ i ∈
R3, i = 1,2,3. Thus, the dimension of the kernel of Λ(W,η) is 6. If we assume the
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material is isotropic, we can just choose direction η = (1,0,0)T to find the eigenvectors.
The eigenvectors corresponding to other direction η can be obtained by a rotation. When
η = (1,0,0)T ,

bik =
[
ai1k1 ai1k2 ai1k3

]
, i,k = 1,2,3. (9.38)

The last three equations for ζ i, i = 1,2,3 read

3

∑
k=1

bikζ k = 0, i = 1,2,3. (9.39)

There are 3 independent equations with 9 unknowns. Suppose the first three column vectors
are independent, we can set

(ζ 2,ζ 3) =

X X
X X
X X


with one of X’s being 1 and the rests being 0’s. There are 6 of them. For each of them, we
plug into (9.39) to find the corresponding ζ 1. This gives 6 eigenvectors corresponding to
the zero eigenvalue.

Eigenvectors corresponding to nonzero eigenvalues We solve the eigen system
λ I 0 0 η 0 0
0 λ I 0 0 η 0
0 0 λ I 0 0 η

b11 b12 b13 λ 0 0
b21 b22 b23 0 λ 0
b31 b32 b33 0 0 λ




ζ 1
ζ 2
ζ 3
ξ1
ξ2
ξ3

= 0, (9.40)

with λ ̸= 0. The first 9 equations give

ζ k =−ξk

λ
η (9.41)

Plug into the last three equations. Then from (9.38), the last three equations read

3

∑
k=1

3

∑
l=1

(
3

∑
j=1

ai jklη j

)(
−ξk

λ
ηl

)
+λξi = 0, i = 1,2,3.

This shows (λ 2,ξ ) are eigen pair of the matrix

A(η) =
3

∑
j,l=1

ai jklη jηl.
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Note that A is positive definite from strong ellipticity of (ai jkl). Thus, the eigenvalues of A
are positive. We thus get ±λ are the eigenvalues of (9.40). The corresponding eigenvectors
of (9.40) are also obtained from the eigenvectors of A and (9.41).

Definition 9.5. System (9.28) is called hyperbolic if

∂ 2W (F)

∂F i
α∂F j

β

ξiξ jη
α

η
β > 0, for every F ∈M+

3 , ξ ̸= 0,η ̸= 0. (9.42)

This hyperbolicity condition is a basic requirement for the restored energy W for the
well-posedness of system (9.28).

9.5.3 Hyperbolicity for first-order system in Eulerian formulation
Let us denote

Gαi =
(
F−1)α

i .

The system can be rewritten in the following conservation form

∂tU+
3

∑
j=1

∂x jF j = 0,

where

U=



G11
G21
G31
G12
G22
G32
G13
G23
G33
ρv1

ρv2

ρv3

ρ



, F1 =



G11v1

G12v2

G13v3

0
0
0
0
0
0

ρv1v1 −σ11
ρv1v2 −σ21
ρv1v3 −σ31

ρv1



, F2 =



0
0
0

G21v1

G22v2

G23v3

0
0
0

ρv2v1 −σ12
ρv2v2 −σ22
ρv2v3 −σ32

ρv2



, F3 =



0
0
0
0
0
0

G31v1

G32v2

G33v3

ρv3v1 −σ13
ρv3v2 −σ23
ρv3v3 −σ33

ρv3


TOBE CONTINUED
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Chapter 10

Stress-Strain relation for
Elasticity

10.1 Constitutive relation: Stress-strain relation

The stress is a surface force in response to material deformation. It can depend on the
deformation gradient F , or higher order derivatives of the deformation, or even the history
of F (i.e. {F(s)|s ≤ t}). We first give some definitions for commonly used materials.

• Cauchy-elastic material The Cauchy-elastic materials are those materials (also called
rubber-like) whose stress tensor σ is only a function of the current deformation gra-
dient F . That is,

σ(x) = T (X ,F)

Such a relation is called a constitutive relation, and T is called a response function.
If T is independent of X , the material is called homogeneous.

• Hyper-elastic materials are materials whose mechanical stresses are conservative.
This means that the work done by the stress through a closed-loop deformation is
zero. Thus, the definition of conservative mechanical stress is equivalent to:
there exists a mechanical potential function W (F) such that the Piola stress is P =
W ′(F).

We shall mainly focus on hyper-elastic materials.

Below, we shall characterize the response functions of Cauchy-elastic materials and hyper-
elastic materials. The basic property the response should satisfy is the frame-indifference
property.
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10.1.1 Frame indifference

1. Frame-indifference property for Cauchy stress The response function T (F) should
satisfy

T (OF) = OT (F)OT for any rotation O ∈ O(3). (10.1)

This is also called the axiom of material frame-indifference. The reason is the fol-
lowing. The stress should be independent of the frame of reference in the observer’s
space. Suppose we have two frames in the observer’s space. Let x be the coordinate
of the original frame, and x∗ the coordinate in new frame, which is a rotation of the
old frame. That is, x∗ =Ox, and O is a rotation. Then, we have F∗ := ∂x∗/∂X =OF .
Note that the normal and the tensile vector in the old and new frames are related by
ν∗ = Oν , t∗ = Ot. In terms of the response function, it reads

t∗ = T (OF)ν∗ = T (OF)Oν

Ot = OT (F)ν .

Hence, T (OF) = OT (F)OT .

The above frame-indifference can be expressed in terms of the Piola stress P :=
JσF−T . It reads

P(OF) = JT (OF)(OF)−T = J(OT (F)OT )O−T F−T = OJT (F)F−T = OP(F).

That is,
P(OF) = OP(F) for any rotation O ∈ O(3). (10.2)

2. Frame indifference for hyper-elastic materials means that the potential energy W
remains the same when we change to a new frame through rotation. That is

W (OF) =W (F) for any rotation O ∈ O(3). (10.3)

This definition is equivalent to the above definition. Indeed, we differentiate P(F) =
∂W
∂P (F) in F to get

P(F) =
∂

∂F
W (F)

?
=

∂

∂F
W (OF) = OT ∂W (OF)

∂ (OF)
= OT P(OF).

Thus, P(OF) = OP(F) if and only if ∂

∂F (W (OF)−W (F)) = 0.
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10.1.2 Isotropic materials

1. Definition A material is called isotropic if its stress tensor is identical in all direction
of the material. More precisely, suppose we have two identical materials. One has
material coordinate X , while the other is X∗ with X = OX∗ and O being a rotation.
The corresponding deformation gradient F∗ = ∂x

∂X∗ =
∂x
∂X

∂X
∂X∗ = FO. If these two ma-

terials deform in the same way and result in the same stresses, we call such material
isotropic. Mathematically, this means

T (FO) = T (F). (10.4)

This isotropic property can be expressed in terms of the Piola stress as the follows.

P(FO) = P(F)O for all rotation O. (10.5)

This follows from

P(FO) = JT (FO)(FO)−T = JT (F)F−T O = P(F)O.

2. Isotropic property for hyper-elastic materials A hyper-elastic material is isotropic
if and only if

W (FO) =W (F) for all O ∈ O(3). (10.6)

This is because

P(F) =
∂

∂F
W (F)

?
=

∂

∂F
W (FO) =

∂W (FO)

∂ (FO)
OT = P(FO)OT .

where

∂F i
α
W (F j

β
Oβ

γ ) =WF j
γ

∂F j
β

Oβ

γ

∂F i
α

= P j
γ δ

i j
δαβ Oβ

γ = Pi
γOα

γ .

Thus, P(F)O = P(FO) is equivalent to ∂

∂F (W (FO)−W (F)) = 0.

10.1.3 Representation of Cauchy stress

Some notations:

1. Let M+(3), S3, O(3) respectively be the set of all 3×3 matrices with positive deter-
minants, symmetric positive definite matrices and rotation matrices.
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2. Given a matrix A ∈M3, its characteristic polynomial is defined as

p(λ ) := det(A−λ I) =−λ
3 + ι1λ

2 − ι2λ + ι3,

where the coefficients ι1, ι2, ι3 are called the principal invariants of A, which are given
in terms of eigenvalues λ1, λ2, λ3 of A as below:

ι1 = trA = λ1 +λ2 +λ3 (10.7)

ι2 =
1
2
(
(trA)2 − tr(A2)

)
= tr(CofA) = λ1λ2 +λ2λ3 +λ3λ1 (10.8)

ι3 = detA = λ1λ2λ3. (10.9)

The set of these principal invariants of A is denoted by ιA.

Characterization of response functions

Proposition 10.7. The response function T (F) of an isotropic Cauchy material can be
expressed as

T (F) = T̂ (B), B = FFT

with T̂ satisfying

T̂ (OBOT ) = OT̂ (B)OT for any B ∈ S3, O ∈ O(3).

Proof. 1. For any F ∈M+(3), we can express it in polar form: F = SlO with O ∈ O(3)
and Sl ∈ S3. Then

B := FFT = SlOOT Sl = S2
l .

From (10.4), we have

T (F) = T (SlO)
(10.4)
= T (Sl) = T̂ (S2

l ) = T̂ (B) = T̂ (FFT ).

2. Suppose B ∈ S3. Then there exists Sl such that B = S2
l . For any O ∈ O(3), we have

T̂ (OBOT ) = T̂ (OS2
l OT ) = T̂ (OSl(OSl)

T ) = T (OSl)
(10.1)
= OT (Sl)OT = OT̂ (B)OT .
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Representation of isotropic Cauchy stress

Theorem 10.7 (Rivlin-Ericksen representation Theorem for Cauchy stress). An isotropic
Cauchy stress (i.e. frame-indifference + isotropicity) has the following representation

T̂ (B) = β0(ιB)I +β1(ιB)B+β2(ιB)B2,

for some smooth functions βi, i = 0,1,2.

This theorem is a corollary of the following representation theorem.

Theorem 10.8 (Rivlin-Ericksen Representation Theorem). Suppose a function T̂ : S3 → S3

satisfying
T̂ (OQOT ) = OT̂ (Q)OT for all O ∈ O(3),

then it has the representation:

T̂ (Q) = β0(Q)I +β1(Q)Q+β2(Q)Q2

for some smooth scalar functions βi(Q), i = 0,1,2.

Proof. 1. Let λi and pi, i = 1,2,3 be the eigenvalues and eigenvectors of Q. The proof
of this theorem is divided into three cases: (i) λi are distinct, (ii) λ1 ̸= λ2 = λ3, (iii)
all eigenvalues are equal.

2. Case 1, λi are distinct: We have

I = p1 pT
1 + p2 pT

2 + p3 pT
3

Q = λ1 p1 pT
1 +λ2 p2 pT

2 +λ3 p3 pT
3

Q2 = λ
2
1 p1 pT

1 +λ
2
2 p2 pT

2 +λ
2
3 p3 pT

3 .

The condition λi being distinct leads to an inversion from (p1 pT
1 , p2 pT

2 , p3 pT
3 ) to

I,Q,Q2. Next, from T̂ (OQOT ) = OT̂ (Q)OT , we see that T̂ (Q) can be diagonalized
by O = [p1, p2, p3]. That is

T̂ (Q) = µ1 p1 pT
1 +µ2 p2 pT

2 +µ3 p3 pT
3 .

with µi are functions of λi only. By inverting (p1 pT
1 , p2 pT

2 , p3 pT
3 ) to I,Q,Q2, we get

that T̂ (Q) can be expressed in terms of I,Q,Q2 with coefficients depending on Q.

3. Case 2, λ1 ̸= λ2 = λ3: We have

I = p1 pT
1 +(p2 pT

2 + p3 pT
3 )

Q = λ1 p1 pT
1 +λ2(p2 pT

2 + p3 pT
3 )
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Since λ1 ̸= λ2, we can invert (p1 pT
1 , p2 pT

2 + p3 pT
3 ) to I,Q. Next, the spectral mapping

theorem gives

T̂ (Q) = µ1 p1 pT
1 +µ2 p2 pT

2 +µ3 p3 pT
3 .

We claim that µ2 = µ3. From T̂ (OQOT ) = OT̂ (Q)OT and taking O = [p1, p2, p3],
wee see that O can diagonalize Q as well as T (Q). Since in the subspace spanned
by p2 and p3, the matrix B is λ2I, we get T (Q) also has the form µI. This shows
µ2 = µ3. This leads to

T̂ (Q) = β0(Q)I +β1(Q)Q.

4. Case 3, λ1 = λ2 = λ3: In this case, we have T̂ (Q) = β0(Q)I.

5. It remains to show that βi(Q) are indeed functions of the invariants of Q. For case
1, from the independence of I,Q,Q2 and T̂ (OQOT ) = OT̂ (Q)OT , we can choose O
to diagonalize Q, then βi(Q) = βi(OQOT ) = βi(diag(Q)). This leads to βi are only
functions of the three principal invariants. The proofs for the other two cases are
similar.

Homework Show that the second Piola stress Σ := F−1P has the following representa-
tion:

Σ(C) = γ0(ιC)I + γ1(ιC)C+ γ2(ιC)C2

where C = FT F , the right Cauchy-Green deformation tensor.

10.1.4 Representation of isotropic hyper-elastic stress

The goal of this subsection is to have representation of Cauchy stress in terms of invariants
of F . Firs, we have an important property of the hyper-elastic materials.

Proposition 10.8. The Cauchy stress σ of hyper-elastic material is symmetric.

Proof. 1. The potential energy function W for a hyper-elastic material satisfies the
frame-indifference hypothesis: W (OF) = W (F) for all O ∈ O(3). This implies the
potential W can be expressed in terms of FT F :

W (F) =W (OSr) =W (Sr) := W̌ (C), C = FT F = S2
r .
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2. The Cauchy stress can be expressed as

σi j = J−1Pi
αF j

α = J−1 ∂W
∂F i

α

F j
α

= J−1 ∂W̌
∂Cβγ

∂Cβγ

∂F i
α

F j
α = J−1 ∂W̌

∂Cβγ

∂ (Fk
β

Fk
γ )

∂F i
α

F j
α

= J−1 ∂W̌
∂Cβγ

(
δ

ik
δβαFk

γ +δ
ik

δγαFk
β

)
F j

α

= J−1 ∂W̌
∂Cβγ

(
F i

γ F j
β
+F i

β
F j

γ

)
= 2J−1 ∂W̌

∂Cβγ

F i
γ F j

β

= 2J−1 ∂W̌
∂Cγβ

F j
β

F i
γ = σ ji

Here, we have used symmetry of C = FT F .

Remark The symmetry of the Cauchy stress for hyper-elastic materials is a consequence
of hyper-elasticity and frame-indifference. The is to compare with the symmetry property
derived from the principle of conservation of angular momentum.

Proposition 10.9. For isotropic hyper-elastic material, σ can also be represented in terms
of B:

σ = 2J−1ŴBB. (10.10)

Proof. Recall Bkℓ = Fk
β

Fℓ
β

. We have

Pi
α =WF i

α
=

∂Ŵ (FFT )

∂F i
α

= ŴBkℓ
∂Bkℓ

∂F i
α

= ŴBkℓ

∂Fk
β

Fℓ
β

∂F i
α

= ŴBkℓ

(
δ

ik
δαβ Fℓ

β
+Fk

β
δ

iℓ
δαβ

)
= ŴBiℓFℓ

α +ŴBkiFk
α

= 2ŴBikFk
α

Here, we have used symmetries of B = FFT and ŴB. Thus,

σ
i j = J−1Pi

αF j
α = 2J−1ŴBikFk

αF j
α = 2J−1ŴBikBk j.



170 CHAPTER 10. STRESS-STRAIN RELATION FOR ELASTICITY

Proposition 10.10. The stored energy W (F) of an isotropic hyper-elastic material satisfies

W (F) =W (ι(FFT )).

Proof. 1. Recall isotropicity: W (FO) =W (F) for all O ∈ O(3).

2. Let F = OnΛOT
N be the singular value decomposition of F , then

W (F) =W (OnΛOT
N) =W (Λ).

There is a 1-1 correspondence between {ι(F)} and {ι(FFT )}, thus we can express

W (F) =W (ι1(B), ι2(B), ι3(B)),

where B = FFT .

Homework Check (11.7).

Theorem 10.9 (Representation of stress). Let us denote the invariants ιk(B) by Ik. The
Cauchy stress for an isotropic hyper-elastic material with restoration energy function W (I1, I2, I3)
is given by

σ =
2√
I3

(
I3W I3I +(W I1 + I1W I2)B−W I2B2) (10.11)

Another Finger’s formula is

σ =
2√
I3

(
(I2W I2 + I3W I3)I +W I1B− I3W I2B−1) . (10.12)

Proof. 1. We use σ = 2J−1ŴBB.

2. The formula ŴB in terms of I1, I2, I3 is given by the second Finger’s formula below
with Q replaced by B.

σ = 2J−1ŴBB

= 2J−1[(W I1 + I1W I2)I −W I2B+ I3W I3B−1]B

= 2J−1[I3W I3I +(W I1 + I1W I2)B−W I2B2]

3. J =
√

I3 because I3 = det(FFT ) = J2.

4. The first Finger’s formula can be obtained by the second Finger’s formula and the
Caley-Hamilton formula

ι3B−1 = B2 − ι1B+ ι2I.



10.1. CONSTITUTIVE RELATION: STRESS-STRAIN RELATION 171

Proposition 10.11 (Finger’s formula). Let W be a smooth function of ι1(Q), ι2(Q) and
ι3(Q), where Q is a 3×3 matrix. Then

WQ = [Wι1 + ι1(Q)Wι2 + ι2(Q)Wι3]I

− [Wι2 + ι1(Q)Wι3]Q
T +Wι3(Q

T )2. (10.13)

It can also be expressed as

WQ = [Wι1 + ι1(Q)Wι2 ]I −Wι2QT + ι3(Q)Wι3Q−T . (10.14)

Proof. 1. W (ι1(Q), ι2(Q), ι3(Q))Q = ∑
3
k=1Wιk [ιk(Q)]Q

2. [ι1(Q)]Q = I. This is because ι1(Q) = I :Q, where A :B := ∑i, j ai jbi j.

3. In general, we can show that [ι1(Qn)]Q = n(QT )n−1. To show this, let us check the
case of n = 2.

δι1(Q2) = δ
(
I :Q2)= 2I :(Q ·δQ) = 2Q :δQ = 2QT :δQT .

4. By direct computation, we get

ι2(Q) =
1
2
(
ι

2
1 (Q)− ι1(Q2)

)
ι3(Q) =

1
3
(
ι1(Q3)− ι

3
1 (Q)+3ι1(Q)ι2(Q)

)
5. From above two steps, we get

[ι2(Q)]Q = ι1(Q)I −QT

[ι3(Q)]Q = ι2(Q)I − ι1(Q)QT +(QT )2

6. We arrive

WQ =Wι1[ι1(Q)]Q +Wι2 [ι2(Q)]Q +Wι3[ι3(Q)]Q

=Wι1I +Wι2[ι1(Q)I −QT ]+Wι3[ι2(Q)I − ι1(Q)QT +(QT )2]

= [Wι1 + ι1(Q)Wι2 + ι2(Q)Wι3]I − [Wι2 + ι1(Q)Wι3 ]Q
T +Wι3(Q

T )2

7. The second Finger’s formula can be obtained by

[ι3(Q)]Q = ι2(Q)I − ι1(Q)QT +(QT )2

=
(
ι2(Q)QT − ι1(Q)(QT )2 +(QT )3)(QT )−1

= ι3(Q)(QT )−1
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In the last step, the Caley-Hamilton formula:

−Q3 + ι1Q2 − ι2Q+ ι3I = 0,

is used.

Representation of the second Piola stress We can also have the representation of the
second Piola stress as the follows. Recall that the second Piola stress is defined as

Σ = JF−1
σF−T .

With the representation of σ , we get

Σ = 2
(
ψ0(C)C−1 +ψ1(C)I +ψ2(C)C

)
. (10.15)

where
ψ0 = I3W I3, ψ1 =W I1 + I1W I2, ψ2 =−W I2. (10.16)

Note that ι(C) = ι(B). Using the Caley-Hamilton theorem, we have

ι3(C)C−1 =C2 − ι1(C)C+ ι2(C)I.

Plug this into the above representation formula and abbreviate ιk(C) by Ik, we get

Σ = 2
(

ψ0

I3 (C
2 − I1C+ I2I)+ψ1I +ψ2C

)
= 2

(
ψ1 +

ψ0I2

I3

)
I +2

(
ψ2 −

ψ0I1

I3

)
C+2

ψ0

I3
C2

= 2
(
γ0I + γ1C+ γ2C2) . (10.17)

The first Piola stress is represented as

P = FΣ (10.18)

with Σ represented by (10.15) or (10.17).

10.1.5 Small strain limits
From frame-indifference and isotropic properties, we can treat the second Piola stress as a
function of C = FT F . That is Σ = Σ̌(C). The small strain is to study Σ̌(C) for C ∼ I. 1

1Cialet V. I, pp. 155
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Theorem 10.10. For an isotropic elastic material, by normalizing Σ̌(I) = 0, the second
Piola stress tensor has the following representation:

Σ̌(C) = λ (tr E)I +2µE +o(E). (10.19)

Here, λ and µ are called the Lamé moduli, E = 1
2 (C− I). The potential W has the follow-

ing representation:

W (E) =
λ

2
(tr E)2 +µtr(E2)+o(E2), (10.20)

or

W (E) =W (I1, I2, I3) = µ(I1 −3)+
λ +2µ

8
(I1 −3)2 − µ

3
(I2 −3)+o(E2). (10.21)

where Ik are invariants of C.

Proof. 1. We want to expand Σ in terms of E. Recall that

Σ = 2
(
ψ0C−1 +ψ1I +ψ2C

)
.

The terms C and C−1 are expanded in E as

C = I +2E +o(E), C−1 = I −2E.

2. The coefficients ψ0,ψ1,ψ2 can be expanded in E as

ψ0 = I3W I3 = (1+2tr(E))W I3 +o(E)

ψ1 =W I1 + I1W I2 =W I1 +W I2(3+2tr(E))+o(E)

ψ2 =−W I2

where we have used the expansion of invariants I1, I2, I3 in terms of E, which is shown
in the next item.

3. Expand the invariants:

I1(C) = trC = 3+2tr(E)

I2(C) =
1
2
(
(trC)2 − trC2)= 3+4tr(E)+o(E)

I3(C) =
1
6
(trC)3 − 1

2
trCtrC2 +

1
3

trC3

= 1+2tr(E)+o(E).

Here, we have used

trC = 3+2tr(E)

trC2 = 3+4tr(E)+o(E)

trC3 = 3+6tr(E)+o(E).
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4. Thus,

Σ = 2
(
(1+2tr(E))W I3(I −2E)+(W I1 +W I2(3+2tr(E)))I −W I2(I +2E)

)
= 2

[(
W I1 +2W I2 +W I3

)
+
(
W I2 +2W I3

)
tr(E)

]
I −4(W I2 +W I3)E +o(E)

Since Σ(0) = 0 when there is no strain (i.e. E = 0), we get

W I1 +2W I2 +W I3 = 0, (10.22)

and
Σ =

[
2
(
W I2 +2W I3

)
tr(E)

]
I −4(W I2 +W I3)E +o(E).

5. Let us call
2
(
W I2 +2W I3

)
= λ , −2

(
W I2 +W I3

)
= µ

or

W I2 =−λ

2
−µ, W I3 =

λ

2
+

µ

2
,

we then get
Σ = λ (trE)I +2µE +o(E).

Remark In the linear elasticity theory, we use the infinitesimal strain

e :=
1
2
(
uX +uT

X
)
,

which satisfies
e = E +o(E).

In the above stress-strain relation for infinitesimal strain, we can replace E by e.

10.2 Elastic Models
To establish mathematical models for hyperelastic materials, there are two requirements
that the stored energy W should satisfy:

• W → ∞ as J → 0,

• WFF satisfies strong ellipticity condition.

These are the theme of this subsection. We start from the ellipticity condition, which is
equivalent to the hyperbolicity condition for the time-dependent elasticity equation.
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10.2.1 Hyperbolicity for isotropic materials
Below, we want to find the condition on W (I1, I2, I3) which is equivalent to the hyperbolicity
of W (F). let Ip = ι(FT F), p = 1,2,3 be the three invariants of FT F . The restored energy
W is a function of I1, I2, I3. We have

∂ 2W
∂F∂F

(I1, I2, I3) =
3

∑
p=1

(
W Ip

∂ 2Ip

∂F∂F
+

3

∑
q=1

W IpIq

(
∂ Ip

∂F

)(
∂ Iq

∂F

))
. (10.23)

Recall Ip has the following expression: let C = FT F ,

• I1(C) = Tr(C),

• I2(C) = 1
2

(
Tr(C)2 −Tr(C2)

)
,

• I3(C) = det(C) = J2 = 1
6(TrC)3 − 1

2(TrC)(TrC2)+ 1
3(TrC3).

• J = det(F),

Lemma 10.7. We have the following formulae for Ip:

∂ I1

∂F
= 2F, (10.24)

∂ I2

∂F i
α

= 2I1F i
α −2F i

β
Fk

β
Fk

α , (10.25)

∂ I3

∂F i
α

= 2J2 (F−1)α

i (10.26)

∂ 2I1

∂F i
α∂F j

β

= 2δ
i j

δαβ , (10.27)

∂ 2I2

∂F j
β

∂F i
α

= 2I1δ
i j

δαβ +4F i
αF j

β
−2
(

δ
i jFk

αFk
β
+δαβ F i

γ F j
γ +F i

β
F j

α

)
(10.28)

∂ 2I3

∂F i
α∂F j

β

= 4J2 (F−1)α

i

(
F−1)β

j −2J2 (F−1)α

j

(
F−1)β

i (10.29)

Proof. 1. From I1(C) = F i
αF i

α , we get I1,F = 2F .

2. From ∂ I1
∂F = 2F , we get ∂ 2I1

∂F i
α ∂F j

β

= 2δ i jδαβ .

3. I2,F = I1I1,F − 1
2

∂Tr(C2)
∂C

∂C
∂F = 2I1F −C(F +FT ) = 2I1F −2CF .
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4. From I3 = J2, we get ∂ I3
∂F i

α

= 2J ∂J
∂F i

α

= 2J
(
F−1)α

i . Here, we have used

∂J
∂F i

α

= J
(
F−T)i

α
= J

(
F−1)α

i .

We also have

∂ 2I3

∂F j
β

∂F i
α

= 4J · J
(
F−1)β

j

(
F−1)α

i +2J2 ∂
(
F−1)α

i

∂F j
β

= 4J2 (F−1)β

j

(
F−1)α

i −2J2 (F−1)α

k

∂Fk
γ

∂F j
β

(
F−1)γ

i

= 4J · J
(
F−1)β

j

(
F−1)α

i −2J2 (F−1)α

j

(
F−1)β

i .

Separable case Let us assume W is separable. This means that

∂ 2W
∂ Ip∂ Iq

= 0, if p ̸= q.

Effect of I1 Suppose W 1 is only a function of I1. We have

∂ 2W 1(I1)

∂F j
β

∂F i
α

= 2W 1,I1δ
i j

δαβ +4W 1,I1I1F i
αF j

β
. (10.30)

The hyperbolicity condition for W 1 reads

∑
i, j,α,β

∂ 2W 1(I1)

∂F j
β

∂F i
α

ξ
i
ξ

j
η

α
η

β > 0.

Using (10.30), this condition is

2W ′
1|ξ |2|η |2 +4W ′′

1
(
ξ

1 +ξ
2 +ξ

3)2 (
η

1 +η
2 +η

3)2
> 0. (10.31)

By choosing ξ ̸= 0 but ξ 1 +ξ 2 +ξ 3 = 0, we see that a necessary condition for (10.31) is

W ′
1 > 0. (10.32)

We note that (
ξ

1 +ξ
2 +ξ

3)2 ≤ 3|ξ |2,
(
η

1 +η
2 +η

3)2 ≤ 3|η |2.
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Then a necessary and sufficient condition for hyperbolicity (10.31) is

W ′
1 > 0 and W ′

1 −18|W ′′
1|> 0. (10.33)

Examples of W 1:

• W 1 =
H
2 I1. W I1 =

H
2 > 0. Thus, this model is hyperbolic.

• W 1 = λ

2 I2
1 + µI1. In this model, W ′

1 = λ I1 + µ; W ′′
1 = λ . The hyperbolicity W ′

1 −
18|W ′′

1| is equivalent to λ I1 +µ −18λ > 0. Need Double Check.

Effect of I2 TO BE CONTINUED

Effect of I3 Physically, we are not allow the density ρ → ∞, which is equivalent to the
specific volume V → 0, or equivalently, J → 0, or I3 → 0. This means that the stored energy
should satisfy

W → ∞ as I3 → 0.

One example is the γ-law

W 3(I3) =
µ

γ −1
I(1−γ)/2
3 , γ > 1,

Another is the Log law

W 3(I3) = cI3 −
d
2

log(I3).

TO BE Continued for hyperbolicity in terms of Ik.

10.2.2 Linear materials
When FT F = I, then F is a rotation. In this situation, there is no elastic deformation
(stretching or shrinking). When FT F ∼ I, then the material has small deformation, or
equivalently, the strain is small. Recall

F = uX + I,

E :=
1
2
(C− I) =

1
2
(
(uX + I)T (uX + I)− I

)
=

1
2
(
uX +uT

X +uT
X uX

)
.

The infinitesimal strain theory is to study elastic motions when |uX | is small. The infinites-
imal strain is defined to be

e :=
1
2
(
uX +uT

X
)
. (10.34)
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The linear model has the Piola stress being linear in e.

Pik =
∂W
∂F i

k
= (Ae)ik = ai jkle jl,

where

ai jkl :=
∂ 2W

∂F i
j ∂Fk

l
(I).

The equation of motion is

ρ0üi =
3

∑
j,k,l=1

ai jkl
∂ 2uk

∂X j∂X l .

Property of ai jkl

Proposition 10.12. The coefficients ai jkl := ∂ 2W
∂F i

j ∂Fk
l
(I) has the following symmetries:

• ai jkl = akli j

• ai jkl = ai jlk

• ai jkl = a jikl

• Pi j = Pji

Proof. 1. ai jkl = akli j is due to ∂ 2W
∂F i

j ∂Fk
l
= ∂ 2W

∂Fk
l ∂F i

j
.

2. We note that Σ = FP = P+o(e). Further, P(I) = 0,

P(C) =
1
2

A(C− I)+o(e)= Ae+o(e).

Here, C = FT F , e = 1
2

(
F +FT)− I. Thus,

ai jkl = 2
(

∂Pi j

∂Ckl

)
C=I

Since C is symmetric, this shows ai jkl = ai jlk.

3. We have
ai jkl = akli j = akl ji = a jikl.

This shows the third equality.
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4. The last equality is due to the fact that Pi j(C) = Σi j(C)+o(e) and Σ is symmetric.

Thus, the constitutive law for the linear elastic model is

W (e) =
1
2
⟨Ae,e⟩, P = Ae.

The total number of coefficients of ai jkl are (6+1) ·3 = 21. 2

Linear isotropic material When a linear elastic material is also isotropic, that is FT F ∼
I, then W has the expansion: (Theorem 10.10)

W (E) =
λ

2
(Tr E)2 +µTr(E2)+o(E).

Note that
E =

1
2
(C− I) =

1
2
(
uX +(uX)

T)+(uX)
T (uX) = e+o(e)

and
P = FΣ = Σ+o(e).

Thus, from Theorem 10.10, we have

W =
λ

2
(Tr(e))2 +µTr(e2), (10.35)

P = λTr(e)I +2µe, Pi j = λ (e11 + e22 + e33)δi j +2µei j. (10.36)

That is,
ai jkl = λδi jδkl +µ

(
δikδ jl +δilδ jk

)
. (10.37)

There are only two physical parameters µ and λ in this expression. Let us study their
physical meaning. Consider a simple deformation: we stretch the material in X1 direction,
it results in elongation in X1 direction and shrinking in X2 and X3 directions. The strain in
X1 direction is e11. The ratio

E :=
P11

e11
(10.38)

2From ai jkl = a jikl , we get number of independent (i j)’s is 6 (i.e. (i j) = (11),(21),(22),(31),(32),(33)).
Similarly, from ai jkl = ai jlk, we see possible independent (kl)’s are also (11),(21),(22),(31),(32),(33).
From ai jkl = akli j, we get independent (i j,kl) are

(11,11),(11,21),(11,22),(11,31),(11,32),(11,33),(21,21),(21,22), ...,(33,33).

The total number of these list is 6+5+ · · ·+1 = 21.
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is called the Young modulus. (Modulus means a ratio between stress and strain.) The
shrinking of the material can be measured by

ν :=−e22

e11
=−e33

e11
. (10.39)

This parameter is called the Poisson ratio. From (10.36), we get

P11 = λ (e11 −2νe11)+2µe11

0 = λ (e11 −2νe11)−2µνe11.

We can express λ and µ in terms of E and ν , and vice versa:

λ =
Eν

(1+ν)(1−2ν)
, µ =

E
2(1+ν)

, (10.40)

E =
µ(3λ +2µ)

λ +µ
, ν =

λ

2(λ +µ)
. (10.41)

The inversion of (10.36) reads

ei j =
1

2µ
Pi j −

λ

2µ(3λ +2µ)
Tr(P)δi j. (10.42)

In terms of E and ν , it reads

e11 =
1
E
(P11 −ν(P22 +P33))

e22 =
1
E
(P22 −ν(P33 +P11))

e33 =
1
E
(P33 −ν(P11 +P22))

ei j =
1

2µ
Pi j, i ̸= j.

Another parameters are the shear modulus and bulk modulus. Let us decompose e into

e = (e− 1
3

Tr(e)I)+
1
3

Tr(e)I := eD + eS,

Then P can be expressed as

P = 2µeD +(3λ +2µ)eS.

PD = 2µeD

PS = (3λ +2µ)eS

We call µ the shear modulus and K := λ + 2
3 µ the bulk modulus.

A Table of average values of these physical parameters for common materials can be
fund in [Cialet pp. 129].
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Hookean model The Hookean law is

W (F) =
H
2 ∑

i,α
|F i

α |2 =
H
2

tr(FT F), H > 0.

This gives Pi
α = HF i

α . The equation of motion is

ρ0(X)ẍ = ∇X ·P, or ρ0ẍi = ∂Xα Pi
α = ∂Xα H∂Xα xi = H ∑

α

∂
2
Xα xi.

This is the standard wave equation. This is equivalent to the above linear isotropic model
with µ = H and λ =−H .

10.2.3 St. Venant-Kirchhoff Model
The model is express as

Σ = λ (TrE)+2µE, E =
1
2
(C− I) .

or

W =
λ

2
(TrE)2 +µTr(E2).

It is the simplest nonlinear elastic model. Its linearization, which replaces

E =
1
2
(FT F − I) =

1
2
(
∇X u+(∇X u)T +∇X uT

∇X u
)

by e =
1
2
(
∇X u+(∇X u)T) ,

is the linear isotropic model we have seen earlier. Note that the St. Venant-Kirchhoff model
is not polyconvex, which is a condition for existence and uniqueness for steady state prob-
lems.

St. Venant-Kirchhoff model can be expressed in terms of the invariants Ik = ιk(C) as

W (I1, I2) =
λ

8
I2
1 +

µ

4
(
I2
1 −2I1 +2I2

)
−9
(

λ

8
+

µ

4

)
.

10.2.4 Fluid-solid model
When W =W 3(I3), this is a simple compressible fluid model. Recall I3 = det(FT F) = J2.
Given ρ0, we define ρ such that ρJ = ρ0. Thus, we can view I3 as a function of ρ:

I3 =

(
ρ0

ρ

)2

.
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The Cauchy stress is (11.11)

σ =
2√
I3

I3W I3 I =−p(ρ)I.

A particular example is the γ-law simple gas, where

W 3(I3) =
µ

γ −1
I(1−γ)/2
3 , γ > 1,

p =−2
√

I3W I3 = µI−γ/2
3 = µ

(
ρ

ρ0

)γ

.

10.2.5 Ogden models
Ogden proposed a class of models which are polyconvex and satisfies growth conditions.
Let µi are singular values of F , the Ogden model reads:

W :=W 1 +W 2 +W 3,

W 1 :=
M

∑
i=1

ai
(
µ

αi
1 +µ

αi
2 +µ

αi
3 −3

)
W 2 :=

N

∑
i=1

bi

(
(µ2µ3)

βi +(µ3µ1)
βi +(µ1µ2)

βi −3
)

W 3 :=W 3(µ1µ2µ3), W 3(I3)→ ∞ as I3 → 0+ .

Examples of W 3 are

W 3(I3) =
µ

γ −1
I(1−γ)/2
3 , γ > 1,

W 3(I3) = cI3 −
d
2

ln I3

Special cases are

• neo-Hookean model:

W =
µ

2
(I1 −3)+W 3(I3) =

µ

2

[
(I1 −3)+

1
k
(I−k

3 −1)
]
, k =

γ −1
2

.

Here, we normalize W so that W (3,3,1) = 0. The term I1 gives the Hookean elastic
model, whereas W 3(I3) gives the compressible fluid model.
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• Mooney-Rivlin compressible solid

W = c1(I1 −3)+ c2(I2 −3)+W 3(I3).

• Knowles solid

W =
µ

2
[(I1 −3)W 1(I3)+(I2 −3)W 2(I3)+W 3(I3)]

For more models, see Drozdov (pp. 103-118).

10.3 Appendix
Here, we review some notations in matrix theory. Let A = (ai j) be an n×n matrix in Cn.
We recall the following notations.

• Minor: the minor of A is defined to be (Ai j), where Ai j is the determinant of the
matrix which eliminate row i and column j from A;

• Cofactor: Cof(A) := ((−1)i+ jAi j) is called the cofactor of A,

• Adjugate of A is defined to be adj(A) := (CofA)T ,

• An important property of adjugate of A is

Aadj(A) = adj(A)A = det(A)I.

Thus,
adj(A) = det(A)A−1, Cof(A) = det(A)A−T

Theorem 10.11 (Caley-Hamilton). Let pA(λ ) := det(λ I−A) be the characteristic poly-
nomial of A. Then pA(A) = 0.

Proof. 1. We use the adjugate matrix property. The adjugate matrix adj(M) of a matrix
M is defined to be the transpose of the cofactor matrix of M. The i- j entry of the
cofactor matrix Mi j is the determinant of the (n−1)×(n−1) matrix which eliminate
the ith row and jth column of the matrix M. The adjugate matrix has the following
property:

adj(M) ·M = M · adj(M) = det(M)In.

Applying this property to M = λ In −A, we get

(λ In −A) · adj(λ I−A) = det(λ In −A)In.
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2. The right-hand side is

det(λ In −A)In =
n

∑
i=0

λ
iciIn.

3. Notice that the adjugate matrix adj(λ I−A) can be expressed as polynomial in λ of
degree (n−1):

adj(λ I−A) =
n−1

∑
i=0

Biλ
i.

Thus, the left-hand side is

(λ In −A) · adj(λ I−A) =
n−1

∑
i=0

(λ I−A) ·Biλ
i

= λ
nBn−1 +

n−1

∑
i=1

λ
i(Bi−1 −ABi)−AB0.

4. By comparing both polynomials, we obtain

In = Bn−1, ciIn = Bi−1 −ABi,1 ≤ i ≤ n−1, c0In =−AB0.

5. Multiply the above ith equation by Ai them sum over i from 0 to n, we obtain

n

∑
i=0

ciAi = AnBn−1 +
n−1

∑
i=1

Ai(Bi−1 −ABi)−AB0 = 0.

Spectral properties of a matrix In order to characterize the response function of an
isotropic material, we review some spectral properties of 3×3 matrices Let us denote the
set of all 3×3 matrices by M3.

• Given a matrix A ∈M3, its characteristic polynomial is defined as

p(λ ) := det(A−λ I) =−λ
3 + ι1λ

2 − ι2λ + ι3,

where the coefficients ι1, ι2, ι3 are called the principal invariants of A, which are given
in terms of eigenvalues λ1, λ2, λ3 of A as below:

ι1 = trA = λ1 +λ2 +λ3 (10.43)

ι2 =
1
2
(
(trA)2 − tr(A2)

)
= tr(CofA) = λ1λ2 +λ2λ3 +λ3λ1 (10.44)

ι3 = detA = λ1λ2λ3. (10.45)

We denote the set of these principal invariants of A by ιA.
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• An important matrix theorem is the Caley-Hamilton Theorem, which states p(A)= 0.
That is,

−A3 + ι1A2 − ι2A+ ι3I = 0.

• Consequently, the matrix power Ap, with p ∈Z and p ≥ 0, or with p ∈Z and p ≤−1
if A is invertible, has the following representation:

Ap = α0,p(ιA)I +α1,p(ιA)A+α2,p(ιA)A2,

where αk,p are functions of principal invariants.

• Spectral mapping theorem: If B is a self-adjoint operator with eigenvalues/eigenvec-
tors λi and pi, i = 1,2,3. Let β (λ ) be a smooth function, then

β (B) =
3

∑
i=1

β (λi)pi pT
i .
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Chapter 11

Thermo-elasticity

Reference

• Jacob Lubliner, Plasticity Theory.

• Silhavy, The Mechanics and Thermodynamics of Continuous Media, 1997.

• Li, Tatsien and Tiehu Qin, Physics and PDEs, Vol.II. ,SIAM.

11.1 Constitutive law

11.1.1 First law of thermo-elasticity

State variables

1. To describe a motion of an elastic material, we introduce the flow map ϕt , which
maps M0 to S.

2. The kinetic state variables are fields (ϕ(t,X), ϕ̇(t,X),F(t,X)), or (x(t,X), ẋ(t,X), ∂x
∂X (t,X)).

3. In addition, there are thermo variables, which are (ρ0(X),S(t,X),T (t,X)), which
are scalar fields. We should treat ρ0 as a measure in the material space M0 and is
independent of time.

4. An adiabatic process is a motion ϕt which is so slow that no energy exchange occurs
internally or externally except the work done by the motion ϕt .

187
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Work and stored energy

1. Given a flow map x(X), consider a one-parameter family of flow map xs(X) with
x0(X) = x(X). The variation d

ds

∣∣
s=0 xs(X) is called a variation of x(X). We denote it

by x̊. An infinitesimal variation of the deformation is denoted by F̊ . If xs(X) is the
time-evolution flow maps x(s,X) with s being the time, we denote its variation by ẋ.

2. When a material undergoes a deformation, a stress (called the first Piola stress) P is
induced in response to such a variation. The corresponding variation of work is

W̊ = P : F̊ .

3. A material is called hyper-elastic if the work done by the material is independent of
the path it deforms. We call such P conservative. This is equivalent to the existence
of a stored energy W (F) such that first Piola stress P is the derivative of W w.r.t. F
and W can be obtained from F through integration:

P =
∂W
∂F

, W (F) =
∫ F

I
P : F̊ ds.

4. The specific internal energy U(F) is defined to be

ρ0(X)U(F(X)) =W (F(X)).

Then the variation of internal energy is due to the variation of work, which is

ρ0Ů = P : F̊ . (11.1)

5. In Eulerian coordinate, we have

ρŮ = σ : ε̊. (11.2)

Here,

σ i j = ρ
∂U
∂F i

α

F j
α , ε̊i j =

1
2

(
∂ x̊i

∂x j +
∂ x̊ j

∂xi

)
are the Cauchy stress and the pseudo-strain, respectively. Formula (11.2) is obtained
from (11.1) and the symmetry of σ . 1

1We have used

F̊ i
α =

∂ x̊i

∂Xα
=

∂ x̊i

∂xk
∂xk

∂Xα
=

∂ x̊i

∂xk Fk
α .

and

ρŮ = ρ
∂U
∂F i

α

F̊ i
α = ρ

∂U
∂F i

α

Fk
α

∂ x̊i

∂xk = σ ik
∂ x̊i

∂xk = σ i j
1
2

(
∂ x̊i

∂x j +
∂ x̊ j

∂xi

)
.
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Heat and first law of thermo-elasticity

1. The energy exchange of the material internally or externally is characterized by a
scalar quantity Q, called heat. And the variation of internal energy is then character-
ized by

ρ0Ů = ρ0Q̊+P : F̊ . (11.3)

This is called the Gibbs relation.

2. An adiabatic process is a process with Q̊ = 0. When the stress P is conservative,
then an adiabatic process stays in a hyper-surface in the space {(U,F)}. It also
means that there exists an additive field S(U,F), called the entropy, and a scalar field
T (U,F)> 0, called absolute temperature, such that

Q̊ = T S̊.

The Gibbs relation is expressed as

ρ0Ů = ρ0T S̊+P : F̊ . (11.4)

The local existence of S is a theorem, which can be derived from the assumption of
the existence of the restored energy W . 2 Thus, the first law of thermo-elasticity
can be stated as: there exists an internal energy U(S,F) such that the Gibbs relation
(11.4) holds.

3. The Gibbs relation can also be expressed in Eulerian coordinate. Let us still use
U(t,x) for the specific internal energy at (t,x). The Gibbs relation is

ρŮ = ρT S̊+σ : ε̊. (11.5)

Representation of stresses in terms of internal energy

1. We have seen from the existence of entropy function S(U,F). We can invert the
relation S ↔U and use (S,F) as the independent state variables. A constitutive law
is a function

U =U(S,F)

which characterizes the internal energy U in terms of the state variables (S,F).

2. From the first law of thermodynamics (Gibbs relation), the constitutive law of two
thermo variables are derived:

2This is due to Carathéodory’s theory of geometric thermodynamics.
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• the stress is then given by P = ρ0(UF)S;

• the absolute temperature T = (US)F .

3. The function U should satisfy the frame indifference hypothesis U(S,OF) =U(S,F)
for all O ∈ O(3). This implies that U is a function of C = FT F and the Cauchy stress
σ = 2(UC)SC is symmetric.

4. If in addition, the material is isotropic, then U satisfies the property: U(S,FO) =
U(S,F) for all O ∈ O(3). The frame-indifference and isotropy imply that U is a
function of the invariants Ik = ιk(FT F), k = 1,2,3. That is,

U(S,F) = Ū(S, I1, I2, I3).

5. Using W = ρ0U , the Piola stress can be represented as

P = ρ0

(
∂U
∂F

)
S
,

6. By using ρ0J−1 = ρ and σ = J−1PFT , the Cauchy stress can be represented as:

σ = ρUFFT , σ
j

i = ρ
∂U
∂F i

α

F j
α . (11.6)

σ =−ρ(F−T )U(F−1), σ
j

i =−ρ(F−1)α
i

∂U
∂ (F−1)α

j
. (11.7)

σ =−ρU(F−T )(F
−1), σ

j
i =−ρ

∂U
∂ (F−T )i

α

(F−1)α
j . (11.8)

σ = 2ρBUB, σ
i
j = 2ρBik ∂U

∂Bk j , where B = FFT . (11.9)

σ
i j = 2ρ

∂U
∂Cαβ

F i
αF j

β
(11.10)

7. Using the representation formulae (10.11) and (10.12), the Cauchy stress for an
isotropic hyper-elastic material with internal energy function Ū(S, I1, I2, I3) is given
by

σ = 2ρ
[
(I3ŪI3)I +(ŪI1 + I1ŪI2)B−ŪI2B2] (11.11)

or
σ = 2ρ

[
(I2ŪI2 + I3ŪI3)I +ŪI1B− I3ŪI2B−1] . (11.12)
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8. Using (10.15) and (10.17), the Piola stress can be represented as

P = 2ρ0F
(
ψ0C−1 +ψ1I +ψ2C

)
with

ψ0 = I3ŪI3, ψ1 = ŪI1 + I1ŪI2, ψ2 =−ŪI2,

or
P = 2ρ0F

(
γ0I + γ1C+ γ2C2)

with
γ0 = ψ1 +

ψ0I2
I3

, γ1 = ψ2 −
ψ0I1

I3
, γ2 =

ψ0

I3
.

Summary The first law of thermo-elasticity is: there exists an internal energy U(S,F)
such that

ρ0Ů = ρ0T S̊+P : F̊

where

T :=
∂U
∂S

, P :=
ρ0U
∂F

.

In Eulerian coordinate, it reads

ρŮ = ρT S̊+σ : ε̊.

The stability conditions are

• UFF is strongly elliptic, that is

∂ 2U

∂F i
α∂F j

β

ξ
i
ξ

j
ηαηβ > 0,

• USS > 0

First law of thermo-elasticity in terms of free energy In elasticity, it is customary
to express constitutive law in terms of temperature T and strain. We thus introduce the
Helmholtz free energy

Ψ :=U −T S.

and treat (T,F) as the independent state variables. The first law of thermo-elasticity be-
comes: there exists a function Ψ(T,F) such that

ρ0Ψ̊ =−ρ0ST̊ +P : F̊ . (11.13)
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From this formula, we get

S =−
(

∂Ψ

∂T

)
F
, P = ρ0

(
∂Ψ

∂F

)
T
. (11.14)

We can also express this first law of thermodynamics in Eulerian coordinate:

ρΨ̊ =−ρST̊ +σ : ε̊. (11.15)

Representation of stresses in terms of the Helmholtz free energy

1. The free energy Ψ should satisfy the following condition: Frame indifference Ψ(T,OF)=
Ψ(T,F). This implies Ψ is a function of C = FT F , and the Cauchy stress σ is sym-
metric.

2. If in addition, the material is isotropic, then Ψ should satisfy Ψ(T,FO) = Ψ(T,F)
for all O ∈ O(3). This implies

Ψ = Ψ̄(T, I1, I2, I3), where Ik = ιk(C).

3. The representation of stress is the same as that expressions in terms of internal energy
U . We only need to replace

(
∂U
∂F

)
S

by
(

∂Ψ

∂F

)
T

.

Stability condition

• ΨFF satisfies the strong ellipticity condition

• ΨT T < 0

11.1.2 Second Law of Thermo-elasticity
1. The second law of thermo-elasticity characterizes irreversible process of a deforma-

tion process. It postulates that there exists a heat flux Q(T,∇T,F) and a heat source
r such that

ρ0Ṡ+∇X ·
(

Q
T

)
− ρ0r

T
≥ 0. (11.16)

This is called the Clausius-Duhem inequality. The integral form of the Clausius-
Duhem inequality is

d
dt

∫
Ω0

ρ0(X)S(t,X)dX ≥−
∫

∂Ω0

Q ·N
T

dS0 +
∫

Ω0

ρ0r
T

dX .
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2. The above Clausius-Duhem inequality can be expressed in Eulerian coordinate:

ρ Ṡ+∇x ·
(q

T

)
− ρr

T
≥ 0. (11.17)

Here, the heat fluxes in Lagrangian and Eulerian coordinates are related by

q = J−1QFT .

The integral form is

d
dt

∫
Ω(t)

ρSdx+
∫

∂Ω(t)

q ·ν
T

dSt −
∫

Ω(t)

ρr
T

dx ≥ 0. (11.18)

Here Ω(t) = ϕt(Ω0). The terms −
∫

∂Ω(t)
q·ν
T dSt is the rate of entropy increase from

heat flux. The term
∫

Ω(t)
ρr
T is rate of entropy production from heat source.

11.1.3 Entropy production
The constitutive law is postulate by: there exists function U(S,F) such that the specific
internal energy U =U(S,F). From variational approach and the Euler-Lagrange transfor-
mation formula, we can get the same equation of motion

∂t(ρv)+∇ · (ρvv) = ∇ ·σ

with stress

σi j = ρ
∂U
∂F i

α

F j
α .

Note that the Cauchy stress σ is symmetric. By multiplying the equation of motion by v
and using

(∇ ·σ) ·v = ∇ · (σv)−σ ·∇v = ∇ · (σv)−σ : ε̇,

we get the equation for the kinetic energy density Ek =
1
2 |v|

2:

∂t(ρEk)+∇ · [(ρEkI−σ) ·v] =−σ : ε̇.

Here, ε̇ = 1
2

(
∇v+(∇v)T) is the rate of strain. The term σ : ε̇ is the rate of work done by

the elastic material. Next, the energy equation reads

∂ (ρE)
∂ t

+∇ · [(ρEI−σ) ·v] =−∇ ·q. (11.19)
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where the energy density E := 1
2 |v|

2+U , and q is the heat flux. Subtract the kinetic energy
equation from this energy equation, we get an equation for the internal energy

ρU̇ = σ : ε̇ −∇ ·q. (11.20)

Here, U̇ := (∂t +v ·∇)U . This means that the increase of the internal energy is due to the
work done by the elastic material and the source from heat diffusion.

On the other hand, differentiate U =U(S,F) in time (with fixed X) and use the first law
of thermodynamics, we get

ρU̇ = ρT Ṡ+σ : ε̇. (11.21)

Putting (11.20) and (11.21) together, we get an equation for entropy

ρ Ṡ =−∇ ·q
T

, or ρ Ṡ+∇ ·
(q

T

)
=−q ·∇T

T 2 . (11.22)

Adding S(ρt +∇ · (ρv)) = 0, we get entropy production equation

∂t(ρS)+∇ · (ρSv)+∇ ·
(q

T

)
=− 1

T 2 q ·∇T. (11.23)

Its integral form reads

d
dt

∫
Ω(t)

ρSdx+
∫

∂Ω(t)

q ·n
T

dS =−
∫

Ω(t)

1
T 2 q ·∇T dx. (11.24)

Thus, the Clausius-Duhem inequality (11.18) with r = 0 is equivalent to

q ·∇T ≤ 0. (11.25)

It means that the heat can only flow from high temperature to low temperature.
We can also write entropy production in Lagrange coordinate as

ρ0Ṡ =−∇X Q
T

, or ρ0Ṡ+∇X

(
Q
T

)
=−Q ·∇X T

T 2 ,

where the Lagrangian heat flux Q is (2.15)

Q = JqF−T

The integral form of entropy production in Lagrangian coordinate is

d
dt

∫
Ω0

ρ0SdX +
∫

∂Ω0

Q ·N
T

dS0 =−
∫

Ω0

1
T 2 Q ·∇T dX .
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Summary

• The first law of thermo dynamics postulates there exists a function U(S,F) such that:
ρŮ = ρT S̊+σ : ε̊. Then the following equations are equivalent:

Conservation of energy (11.19)⇔ Internal energy equation (11.20) ⇔Entropy equation (11.22).

• The second law of thermodynamics postulates there exists a function Q(T,∇X T,F)
(or q in Eulerian frame) such that

Clausius-Duhem inequality ⇔ q ·∇T ≤ 0 ⇔ Q ·∇X T ≤ 0.

• The relations
U =U(S,F), Q = Q(T,∇T,F)

are called the kinematic constitutive law and the caloric constitutive law of the thermo-
elastic material. One can also use (T,F) as the state variables. In this circumstance,
the constitutive laws are given by

Ψ = Ψ(T,F), Q = Q(T,∇X T,F).

11.2 Linear thermo elasticity

11.2.1 Constitutive laws
Kinematic constitutive law Let us consider a linear elastic material which is in natural
steady state at temperature T0. This means the stress

P(T0, I) = 0.

Let us expand Ψ near this natural state in θ := T −T0 and F − I:

Ψ(T,F)=Ψ(T0, I)+ΨF (F − I)+
1
2

ΨFF (F − I)(F − I)+ΨFT (F − I)θ +
1
2

ΨT T θ
2+h.o.t.

where all Taylor coefficients are evaluated at (T0, I). Let us call

ρ0ΨFF(T0, I) = ai jkl, ρ0ΨFT (T0, I) = G =
(
gi j
)
, ρ0ΨT T (T0, I) =−a.

The term (F − I)i
j =

∂ui

∂X j . As we have seen in the theory of linear elasticity, ai jkl satisfies

ai jkl = akli j = ai jlk.
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From these symmetries, the quadratic term becomes

∑
i, j,k,l

ai jkl
∂ui

∂X j
∂uk

∂X l = ai jklei jekl, where ei j =
1
2

(
∂ui

∂X j +
∂u j

∂X i

)
.

The second Piola stress is

Σi j ≈ Pi j = ρ0
∂Ψ

∂F i
j
= ∑

k,l
ai jklekl +gi jθ .

From the symmetry of Σ, we obtain gi j is also symmetric, thus gi j
∂ui

∂X j = gi j
∂u j

∂X i and

∑
i, j

gi j
∂ui

∂X j = ∑
i, j

gi jei j := G :e.

Dropping high-order terms, Ψ can be approximated as

ρ0Ψ =
1
2
⟨Ae,e⟩+(G :e)θ − a

2
θ

2.

for F ∼ I. The kinematic constitutive laws are

• The Piola stress:

P(θ ,e) = Ae+Gθ , Pi j =
3

∑
k,l=1

ai jklekl +gi jθ . (11.26)

• The entropy S:

ρ0S =−ρ0
∂Ψ

∂T
=−ρ0

∂Ψ

∂θ
=−G :e+aθ . (11.27)

Caloric constitutive law The caloric constitutive law is Q=Q(T,∇X T,e). Let us expand
it around (T,∇T,F)∼ (T0,0, I):

Q = Q(T,0, I)−K∇X T +h.o.t.

When ∇X T = 0, there is no heat flux. 3 Thus,

Q(T,0, I) = 0,

and dropping h.o.t., we get
Q =−K∇X T. (11.28)

From Q ·∇X T ≤ 0, we get a condition for K:

Ki jΘiΘ j ≥ 0 for any vector Θ = (Θi)
3
i=1.

3This can be obtained from the second law. In fact, let f (λ ) := Q(T,λ∇X T,F). From hypothesis of the
second law, we get λ f (λ )≤ 0 for all λ ∈ R. This implies f (0) = 0.
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11.2.2 The full set of equations

Momentum equation The equation of motion is

ρ0üi =
3

∑
j,k,l=1

ai jkl
∂uk

∂X j∂X l +
3

∑
j=1

gi j
∂θ

∂X j . (11.29)

Energy equation Recall the energy equation in terms of entropy and the heat flux as:

ρ0Ṡ =−∇X Q
T

. (11.30)

It can be approximated by

ρ0Ṡ =−∇X Q
T0

,

Plug (11.27) and (11.28) into this linear energy equation, we get

ρ0Ṡ =−G : ė+aθ̇ =
1
T0

∇X · (∇X θ) .

or

T0aθ̇ = ∇X · (K∇X θ)+T0G : ė.

The energy equation for θ is given by

aθ̇ =
1
T0

3

∑
i, j=1

Ki j
∂ 2θ

∂X i∂X j +
3

∑
i, j=1

gi j
∂ 2ui

∂ t∂X j (11.31)

The conditions for the coefficients are

• ai jkl = akli j = ai jlk= ak jil ,

• gi j = g ji,

• K +KT ≥ 0,

• a > 0.
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Energy dissipation Multiplying (11.29) by u̇i, then integrating over the whole material
domain Ω0, assuming no boundary contribution from integration-by-part, we get

d
dt

∫
Ω0

1
2

ρ0 ∑
i
(u̇i)2 dX =

∫
Ω0

∑
i, j,k,l

ai jkl
∂ 2uk

∂X j∂X l
∂ui

∂ t
dX +

∫
Ω0

∑
i, j

gi j
∂θ

∂X j
∂ui

∂ t
dX

=−
∫

Ω0
∑

i, j,k,l
ai jkl

∂uk

∂X l
∂ 2ui

∂ t∂X j dX +
∫

Ω0
∑
i, j

gi j
∂θ

∂X j
∂ui

∂ t
dX

=− d
dt

∫
Ω0

1
2 ∑

i, j,k,l
ai jkl

(
∂uk

∂X l +
∂ui

∂X j

)
dX +

∫
Ω0

∑
i, j

gi j
∂θ

∂X j
∂ui

∂ t
dX

Multiplying (11.31) by θ , integrating over Ω0, we get

d
dt

∫
Ω0

a
2

θ
2 dX =

1
T0

∫
Ω0

θ∇X ·K∇X θ +
∫

Ω0
∑
i, j

gi jθ
∂ 2ui

∂ t∂X j dX .

Adding these two equations together, we get

d
dt

∫
Ω0

1
2

(
ρ0

∣∣∣∣∂u
∂ t

∣∣∣∣2 + ∑
i, j,k,l

ai jkl
∂ui

∂X j
∂uk

∂X l +aθ
2

)
dX =−

∫
Ω0

1
T0

∑
j,l

k jl
∂θ

∂X j
∂θ

∂X l dX .

(11.32)
This shows energy dissipation law.

11.2.3 Stability Analysis
We look for solution of the form:

ui = ξ
i exp(i(X ·η −λ t)) , i = 1,2,3,

θ = Θexp(i(X ·η −λ t)) .

The system is called stable if
Im(λ )≤ 0.

We would like to investigate the stability condition in terms of the coefficients ai jkl,K,G,a.
Plug these expressions into (11.29) and (11.31):

−ρ0λ
2
ξ

i =− ∑
j,k,l

ai jklη
j
η

l
ξ

k +∑
j

gi jiη
j
Θ

−iaλΘ =− 1
T0

∑
j,l

K jlη
j
η

l
Θ+λ ∑

i, j
gi jη

j
ξ

i.
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In matrix form, it is [
A(η)−ρ0λ 2 −iGη

−λ (Gη)T 1
T0

K(η)− iaλ

][
ξ

Θ

]
= 0.

The characteristic equation is

0= det
[

A(η)−ρ0λ 2I −iGη

−λ (Gη)T 1
T0

K(η)− iaλ

]
= det

[
A(η)−ρ0λ 2I −iGη

0 λ (Gη)T (A−ρ0λ 2)−1
(−iGη)+ 1

T0
K(η)− iaλ

]
This leads to

det
(
A(η)−ρ0λ

2I
)
= 0, (11.33)

and
λ (Gη)T (A(η)−ρ0λ

2I
)−1

(−iGη)+
1
T0

K(η)− iaλ = 0. (11.34)

From hyperbolicity condition of ai jkl , the matrix A(η) is symmetric positive definite. Thus,
it has the following eigenvalues and eigenvectors:

A(η)ξ p = ρ0λ
2
pξ p, λp > 0, p = 1,2,3.

The corresponding solutions for thermo elasticity are pure elastic waves, which include

• forward waves: u = ξ p exp(i(X ·η −λpt)) ,θp ≡ 0, p = 1,2,3

• backward waves: u = ξ p exp(i(X ·η +λpt)) ,θp ≡ 0, p = 1,2,3.

The other family of solutions are obtained by solving equation (11.34). Let (λ 2
p ,ξ p), p =

1,2,3 be the eigen-expansion of A(η). We expand Gη in {ξ p} as

Gη =
3

∑
p=1

gpξ p, where gp = Gη ·ξ p.

The term

(Gη)T (A(η)−ρ0λ
2I
)−1

Gη =
3

∑
p=1

(
ρ0(λ

2
p −λ

2)
)−1

g2
p.

Equation (11.34) becomes

aλ +
3

∑
p=1

ρ0g2
p

(λ 2
p −λ 2)

=−i
K(η)

T0
. (11.35)

Here, K(η) = ∑ j,l K jlη jηl > 0. After rescaling, this equation is equivalent to

aλ + i+
3

∑
p=1

bp

(
1

λp −λ
+

1
λp +λ

)
= 0,

where the coefficients bp,λp are positive.
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Proposition 11.13. The root of the equation (11.35) satisfies Im(λ )< 0 if and only if a> 0.

Proof. TO BE COMPLETED.

With this λ , we find the corresponding vector (ξ ,Θ) by solving

A(η)−ρ0λ
2Iξ − iGηΘ = 0.

We set Θ as a free parameter and find the solution ξ . This thermo-elastic has negative
Im(λ ). It decays to zero as t → ∞.

Remarks

1. The condition
ΨT T < 0 (11.36)

is called the thermo stability condition. Indeed,

−
(

∂ 2Ψ

∂T 2

)
F
=

(
∂S
∂T

)
F
=

1
T

(
∂Q
∂T

)
F
.

Here, dQ = T dS is the heat added to the system. Thus, the physical meaning of(
∂Q
∂T

)
F

is the heat capacity of the material at constant deformation. The parameter a
is

a :=−ρ0
∂ 2Ψ

∂T 2 .

2. The thermo stability condition can also expressed in terms of U as

(USS)F =

(
∂T
∂S

)
F
=

1(
∂S
∂T

)
F

> 0. (11.37)

3.

4. For polytropic gases,

T =
A(S)

R
V−γ+1, U = cvT, A(S) = e

S−S0
cv .

Thus,
S = S0 + cv ln

(
RTV−γ+1) ,

Ψ =U −T S = cvT −T
(
S0 + cv ln

(
RTV−γ+1)) .

−∂ 2Ψ

∂T 2 =
∂S
∂T

=
cv

T
> 0.

See also (1.24).
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11.3 Equations for Nonlinear Thermo-elasticity

11.3.1 Lagrangian formulation

The full set of equations are the equation of motion (9.36) + energy equation (11.30):

Ḟ = ∂v
∂X

ρ0v̇ = ∇X ·P
ρ0Ṡ =−∇X Q

T .

(11.38)

Here, ρ0 is a prescribed initial density field. The unknowns are (v,F,T ). The energy
equation can also be expressed as

ρ0ST Ṫ =−ρ0SF
∂v
∂X

− ∇X Q
T

.

Since F is the differential of the flow map: F i
α = ∂xi

∂Xα , it should satisfy the compatibility
condition

∇X ×FT = 0.

The constitutive laws are given by the two relations

Ψ = Ψ(T,F),
Q = Q(T,∇X T,F).

(11.39)

From Ψ, the Piola stress and the entropy are obtained:

P = ρ0
∂Ψ

∂F
, S =−∂Ψ

∂T
.

There are 9 equations for F , three equations for v and one equation for T .

Hyperbolicity The system is called hyperbolic if

ρ0

 ∂ 2Ψ

∂F i
α∂F j

β


T

ξ
i
ξ

j
η

α
η

β > 0, for all ξ = (ξ 1,ξ 2,ξ 3)T ̸= 0 and η = (η1,η2,η3)T ̸= 0.

Thermo stability

ρ0

(
∂ 2Ψ

∂T 2

)
F
< 0. (11.40)
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Second law of thermodynamics The heat flux should satisfy the requirement of the sec-
ond law of thermodynamics:

Q ·∇X T ≤ 0.

11.3.2 Eulerian formulation
In Eulerian formulation, we treat ρ as a new unknown and add the continuity equation.
However, this is redundant. So we add a constraint: ρJ = ρ0. The full set of equations
include 9 equations for F−1, three equations for v, one continuity equation for ρ and one
energy equation for T .

∂tρ +∂x j(v jρ) = 0
∂t(ρvi)+∂x j

(
ρviv j)= ∂x jσ

i j + f i

∂t(F−1)α
k +∂xk

(
(F−1)α

j v j
)
= 0

∂t(ρE)+∂x j
(
v jρE − viσ i j)+∂x jq j = vi f i

(11.41)

where E is the specific total energy E = 1
2 |v|

2+U. We need the density constraint: ρJ = ρ0
and the compatibility condition

∇x ×F−T = 0. (11.42)

The constitutive laws are either expressed in terms of (S,F) as

U =U(S,F), q = q(S,∇xT,F),

or in terms of (T,F) as

Ψ = Ψ(T,F), q = q(T,∇xT,F),

where Ψ =U −ST is the Helmholtz energy. The unknowns are (v,F−1,ρ,T ).

Stability conditions The constitutive equations should satisfy

• Hyperbolicity

∂ 2Ψ

∂F i
α∂F j

β

η
α

η
β

ξ
i
ξ

j > 0, for all η ,ξ ∈ R3 \{0},

or
∂ 2U

∂F i
α∂F j

β

η
α

η
β

ξ
i
ξ

j > 0, for all η ,ξ ∈ R3 \{0},

• Thermo stability ΨT T < 0 or USS > 0.

• Second law of thermodynamics q ·∇xT ≤ 0.
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11.4 Thermo-elastic Models

11.4.1 neo-Hookean models
1. Blatz-Ko rubber [Blatz Ko, 1962]

U =
µ0

2ρ0

(
I1 +

1
α

I−α

3

)
.

2. Aluminum: a compressible neo-Hookean model for aluminum [Miller-Colella, 2001]

U =
µ0

2ρ0

(
I1 −3I1/3

3

)
+
∫

ρ

ρ0

P(ρ ′)

ρ ′2
dρ

′,

where

ρ = ρ0I3
−1/2, P(ρ) = 72

(
ρ

ρ0
−1
)
+172

(
ρ

ρ0
−1
)2

+40
(

ρ

ρ0
−1
)3

.

ρ0 = 2.7×103kg/m3, µ0 = 24.8GPa.

3. Copper [Miller 2004] The internal energy is decomposed into hydrostatic (H), thermo
(T), and shear (S) energies:

U =UH(I3)+UT (S, I3)+US(I1, I2, I3),

UH =− 4K
ρ0(K′−1)2

(
1+ r(I3,K′)

)
exp
(
−r(I3,K′)

)
,

UT = cvT0

[
exp
(

S−S0

cv

)
−1
]

exp
(

γ0 − γ(I3)

q

)
,

US =
G(I3)

2ρ0

√
I3

[
β I1I−1/3

3 +(1−β )I2I−2/3
3 −3

]
where

r(x,y) =
3
2
(y−1)

(
x1/6 −1

)
,γ(x) = γ0xq,

G(x) = exp
[
−r
(

x,
KG′

G0

)]
g(x),

g(x) = G0

{[
1− r

(
x,

KG′

G0

)]
x−1/6 − 4

3
r
(

x,
KG′

G0

)(
x−1/3

KG′
G0

−1

)}
.
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Chapter 12

Elastoplasticity
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12.1 Flow laws of elastoplasticity

12.1.1 Decomposition of Deformation
In the deformation of an elastoplastic material, the deformation gradient F can be decom-
posed into elastic part and plastic part: (see Sec. 8.2.2 of Lubliner’s book)

F = FeF p, F i
α = (Fe)i

β
(F p)

β

α .

The elastic part is reversible, while the plastic part, a result of dislocation of lattice, is
irreversible. The elastic part Fe will relax to an equilibrium state, while F p follows a
dynamic flow law which depends on some internal variable ξ . This internal variable ξ

can be a scalar, a vector, or a tensor. It characterizes the restructure of the material, for
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instance, the work-hardening parameter. The dynamic law of F p and ξ are described by
the following ODEs {

Ḟ p = h(ρ,F,F p,U,ξ ),

ξ̇ = K(ρ,F,F p,U,ξ ).

The functions h and K can be derived from the following postulates:

• A constitutive law for the internal energy: U =U(S,Fe,ξ );

• A yield surface f (σ ,χ) = 0, where χ := ∂U/∂ξ is the internal force conjugate to the
internal variable ξ ;

• The maximum plastic dissipation principle, which states that the flow rule of F p and
ξ are determined by maximizing the plastic dissipation.

The region
{(σ ,χ)| f (σ ,χ)< 0}

is called elastic region, inside which, the material behaves purely elastically and F = Fe.
As (σ ,χ) reaches the boundary f (σ ,χ) = 0, dislocation of lattice occurs and the material
behaves plastically. The system is irreversible. The increase of entropy S is characterized
by the power (rate) of plastic dissipation and power of thermal dissipation. The stress in this
plastic regime is obtained by the principle of maximal plastic dissipation. Let us explain
these in detail below.

12.1.2 Constitutive Law

The first hypothesis is: there exists a function U(S,Fe,ξ ) such that the specific internal
energy satisfies

U =U(S,Fe,ξ ).

The reversible part of the internal energy depends only on Fe. The irreversible part of the
internal energy is characterized by the interval variables ξ .

There are three conjugate variables derived from U :

• temperature T :=
(

∂U
∂S

)
Fe,ξ

,

• stress σ := ρ

(
∂U
∂F

)
S,ξ

FT ,

• internal force χ := ρ

(
∂U
∂ξ

)
S,Fe

.
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An example of such internal energy is a modified Mooney-Rivlin equation-of-state:

ρU(S,Fe,ξ ) =
λ (S)

2

(
ln
√

detCe
)2

+
µ(S)

2
trCe

− µ(S)
2

ln(detCe)+
ρ0

ϑ0
ρ

(
ξ +

1
ϑ1

e−ϑ1ξ

)
,

where Ce := Fe(Fe)T is the elastic strain tensor, ξ is the work-hardening variable, and

χ = ρ
∂U
∂ξ

= ϑ0

(
1− e−ϑ1ξ

)
is the work-hardening modulus (or the internal force).

Below, we want to derive the dynamic equations for the thermodynamic variables: S,
F p and ξ . The equation for S is equivalent to the energy equation. The equations for F p

and ξ will be derived from the maximum plasticity dissipation law.

Derivation of equation for S We recall the energy equation reads,

∂t(ρE)+∇ · ((ρEI−σ)v) = ∇ · (κ∇T ),

where E = 1
2 |v|

2 +U , the specific total energy. By multiplying momentum equation by v,
we can get the equation for the kinetic energy Ek := 1

2 |v|
2

∂t(ρEk)+∇ · [(ρEkI−σ) ·v] =−σ :D,

where D = 1
2(L+LT ), L = ∇v is the strain rate. By subtracting the kinetic energy equation

from the energy equation, we get the dynamic equation for the internal energy:

ρU̇ = σ :D+∇ · (κ∇T ). (12.1)

On the other hand, by differentiating U =U(S,Fe,ξ ) in time with fixed material variable,
and treating Fe = F(F p)−1, we get

U̇ =
∂U
∂S

Ṡ+
∂U
∂F

: Ḟ +
∂U
∂F p : Ḟ p +

∂U
∂ξ

· ξ̇ .

Here, the partial derivatives ∂U
∂F and ∂U

∂F p fix (S,ξ ). Multiplying this equation by ρ , we get

ρU̇ = ρT Ṡ+ρ
∂U
∂F

: Ḟ +ρ
∂U
∂F p : Ḟ p +χ · ξ̇ . (12.2)
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Using σ = ρUFFT , Ḟ = LF and the symmetry property of σ , the term

ρ
∂U
∂F

: Ḟ = ρ
∂U
∂F

:LF = ρUFFT :L = σ :L = σ :D.

The term

ρ
∂U

∂F p
αβ

= ρ
∂F i

γ

∂F p
αβ

∂U
∂F i

γ

=

(
ρ

∂U
∂F i

γ

)
∂

∂F p
αβ

(
(Fe)i

τ(F
p)τγ

)
= σi j(F−1)

γ

j(F
e)i

τδατδβγ = σi j(F−1)
β

j (F
e)i

α

= σi j(F−1)
β

j F i
γ ((F

p)−1)γα

Thus,

ρ
∂U

∂F p
αβ

Ḟ p
αβ

= σi j(F−1)
β

j F i
γ ((F

p)−1)γα Ḟ p
αβ

= [(F−1)
β

j σ jiF i
γ ][((F

p)−1)γα Ḟ p
αβ

] := Σ
T :Lp,

where
Σ = F−1

σF, Lp := (F p)−1Ḟ p.

Equating (12.1) and (12.2), we get an evolution equation for the thermo variables:

ρT Ṡ+Σ
T :Lp +χ · ξ̇ = ∇ · (κ∇T ).

The entropy production is

Ṡ =− 1
ρT

(
Σ

T :Lp +χ · ξ̇
)
+

1
ρT

∇ · (κ∇T ) =
1

ρT

(
Ψplast +Ψtherm

)
The term

Ψplas :=−Σ
T :Lp −χ · ξ̇

is called the power of plastic dissipation. The term

Ψtherm := ∇ · (κ∇T )

is called the power of thermo dissipation.

12.1.3 Plastic yield surface
Our second postulate is: there exists a plastic yield function f (σ ,χ) such that

• the material behaves elastically when f (σ ,χ)< 0,

• the material behaves plastically when f (σ ,χ) = 0.
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Example The Mises-Huber constitute model is given by

f (σ ,χ) = ∥dev(σ)∥−
√

2
3
(σY +χ) . (12.3)

Here, dev(σ) :=σ − 1
3(trσ)I is the deviatorial part of σ , σY is a constant yield stress param-

eter. During material deformation, when the deviatorial stress is greater than
√

2
3 (σY +χ),

the material lattice is broken and the material undergoes a plastic deformation. The bro-
ken process is described by the internal variable ξ and the plastic deformation F p. Their
dynamics are determined by maximum plastic dissipation law below.

12.1.4 Maximum Plastic Dissipation Law
Our third postulate is that: the dynamics of the plastic variables F p and ξ are determined
by

max
Σ,χ

Ψpast(Σ,χ,Lp, ξ̇ )

subject to the constraint
f (σ ,χ)≤ 0.

Recall
Ψplast =−Σ

T :Lp −χ · ξ̇ ,

and use method of Lagrange multiplier, we get the corresponding Euler-Lagrange equation
is

∂

∂ΣT

(
Ψplast +ζ f

)
= 0,

∂

∂ χ

(
Ψplast +ζ f

)
= 0.

Here, ζ is the Lagrange multiplier. Recall Lp := (F p)−1Ḟ p, the Euler-Lagrange equations
are

Ḟ p = ζ F p ∂ f
∂ΣT , (12.4)

ξ̇ = ζ
∂ f
∂ χ

. (12.5)

The Lagrange multiplier ζ should satisfy the KKT condition

f = 0 (12.6)
ζ ≥ 0 (12.7)

ζ f = 0. (12.8)
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In addition, in the plastic regime (i.e. f = 0,ζ > 0), it should satisfy the consistency
condition

ζ ḟ = 0 when f = 0. (12.9)

It means that the material stays in plastic mode during f = 0 and this gives ḟ = 0 in this
regime.



Chapter 13

*Geometric Elasticity

13.1 Geometric view of strain and stress
Let ϕt : M0 → Mt ⊂ S be the flow map. We denote it by ϕt(X) = x(t,X). We will call M0
the material space and Mt the target space.

• The material space has basis {∂Xα} in the tangent space TM0 and dual basis {dXα} in
the cotangent space T ∗M0. We also assume M0 has a Riemannian metric: (g0)α,β =
⟨∂Xα ,∂Xβ ⟩,

• The target space is a Cartesian space with metric (gt)i j, basis {∂xi} in TMt and dual
basis {dxi} in the cotangent space T ∗Mt .

• The deformation gradient F is dϕt , which maps a tangent vector ∂Xα in TM0 to a
vector F i

α∂xi in TMt . Thus, we say that F is a TMt-valued 1-form in M0, denoted
by Ω1(M0,TMt). This is equivalent to say F ∈ Γ(Hom(TM0,TMt)), the space of all
section maps from M0 to Hom(TM0,TMt). Here, Hom(V,W ) is the space of all linear
maps from vector space V to vector space W . Note that Hom(V,W ) =V ∗⊗W . Thus,
F can be treated as a section map from M to T ∗M0⊗TMt with F(X)∈ T ∗

X (M0)⊗TxMt
and x = x(t,X). 1 F has the following representation

F(X) = F i
α(X)dXα ⊗∂xi, F i

α :=
∂xi

∂Xα
. (13.1)

• Inverse deformation gradient (F−1) which maps a vector ∂xi in TMt to a vector
(F−1)α

i ∂Xα in TM0. Thus, (F−1)(x) ∈ TX(M0)⊗T ∗
x Mt with x = x(t,X). The rep-

1In Marsden & Hughes’s book, F is called a two-point tensor of type
[

0 1
1 0

]
.
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resentation of (F−1) is

(F−1)(x) = (F−1)α
i

∂

∂Xα
⊗dxi.

• Right Cauchy-Green tensor: C = FT F .

F : TM0 → TMt , F∗ : T ∗Mt → T ∗M0

Using metric g0 and gt , we can identify T ∗M0 to TM0 and T ∗Mt to TMt . Thus F∗

induces
FT : TMt → TM0,

with
(FT )α

i = (g0)
αβ F j

β
(gt)i j.

Define C = FT F , C : TM0 → TM0 with

C =Cα

β
dXβ ⊗∂Xα

Cα

β
= (g0)

αγF j
γ (gt)i jF i

β
.

Note that
gαβ = (g0)αδCδ

β
= F j

α(gt)i jF i
β
= ϕ

∗(gt)

is the pullback metric of gt in M0.

• Left Cauchy-Green tensor B := FFT : T Mt → T Mt is defined as

B = Bi
jdx j ⊗∂xi,

Bi
j = F i

α(F
T )α

j = F i
α(g0)

αβ Fk
β
(gt) jk.

• νdSt is an Eulerian vector-valued 2-form on Mt . Its pull-back by ϕt is ndS0, which
is a Lagrangian vector-valued 2-form on M0. Indeed,

νdSt = (dx2∧dx3,dx3∧dx1,dx1∧dx2) = (⋆dx1,⋆dx2,⋆dx3) in Eulerian coordinate

ndS0 =(dX2∧dX3,dX3∧dX1,dX1∧dX2)= (⋆dX1,⋆dX2,⋆dX3) in Lagrangian coordinate.

The pull-back of νdSt is
ϕ
∗
t (νdSt) = JF−T ndS0.
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• Piola stress: the first Piola stress P is defined so that it is paired with a deformation
gradient and form an energy density. That is F ∧P(F) =W (F)µ̂ . Since we express
F = F i

αdXα ⊗∂xi , P must have the form

P(F) = Pα
i (F)(⋆dXα)⊗dxi. (13.2)

This means that P∈Ωn−1(M0)⊗T ∗Mt , or covector-valued (n−1)-form Ωn−1(M0,T ∗Mt).
Recall that F is a vector-valued 1-form. The pairing of P and F is

W (F)µ̂ := F ∧P = F i
αPα

i dXα ∧ (∗dXα)⟨∂xi|dxi⟩= F i
αPα

i µ̂. (13.3)

Given an equation of state:

E (F) =
∫

M̂
W (F)µ̂,

define

P(F) :=
δE (F)

δF
=

∂W
∂F i

α

(⋆dXα)⊗dxi, Pα
i :=

∂W
∂F i

α

.

• Cauchy stress. The Cauchy stress has the form

σ = σ
j

i (⋆dx j)⊗dxi.

It is a covector-valued (n − 1)-form Ωn−1(Mt ,T ∗Mt). The pullback of σ for the
(n−1)-form part is the first Piola stress:

ϕ
∗
t (σ) = σ

j
i ϕ

∗
t (⋆dx j)⊗dxi

= σ
j

i J(F−T )α
j (⋆dXα)⊗dxi

= Pα
i (⋆dXα)⊗dxi

= P.

• The second Piola stress is the pull-back of P to M0. That is

Σ := F−1P.

It is the Lagrangian covector-valued 2-form in Lagrangian coordinate. It is symmet-
ric.

13.2 Geometric Formulation of elasticity
The equations of elasticity consist of continuity equation, equation of motion (momentum
equation), energy equation (first law of thermodynamics), and an advection equation for
the deformation gradient. We will write them in the Language of differential forms. Recall
the following notations:
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• Let ρt denote for ρ(t, ·) and µt be the volume form of Mt . Sometimes, we neglect the
subscript t.

• v = vi∂xi is the velocity. η = vidxi is the momentum.

• σ = σ
j

i (⋆dx j)⊗dxi is the stress.

• ϕ∗
t is the pull-back operator. dt is the time derivative with fixed material coordinate.

An important formula is

dtϕ
∗
t = ϕ

∗
t (∂t +Lv) .

Continuity equation

(∂t +Lv)(ρt µt) = 0. (13.4)

Advection equation for deformation gradient F Recall that

F(X) = F i
α(X)dXα ⊗∂xi, F i

α :=
∂xi

∂Xα
. (13.5)

The advection equation for F is

∂tF +v ·∇F = (∇v) ·F

In term of Lie derivative, it is

∂tF +LvF = 0. (13.6)

This follows from

∂tF +LvF =
d
dt

(
F i

α(X)dXα ⊗∂xi
)

=
d
dt

(
F i

α(X)dXα ⊗ ∂Xβ

∂xi ∂Xβ

)

=

(
∂tF i

α + vk
∂xkF i

α −Fk
α

∂vi

∂xk

)
dXα ⊗∂xi

Note that the pull-back is only for ∂xk .
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Advection of the left Cauchy-Green deformation tensor Define the left Cauchy-Green
tensor

B(x) = F i
αF j

α∂xi ⊗∂x j ,

which is a tensor of type (2,0). The Lie derivative of a type (2,0) tensor A is given by

LvA = (LvAi j)
∂

∂xi ⊗
∂

∂x j +Ak jLv

(
∂

∂xk

)
⊗ ∂

∂x j +Aiℓ ∂

∂xi ⊗Lv

(
∂

∂xℓ

)
=

(
∂tAi j + vk

∂xkAi j −Ak j ∂vi

∂xk −Aiℓ∂v j

∂xℓ

)
∂

∂xi ⊗
∂

∂x j

This is also known as the upper-convected derivative of the tensor A. Thus,

(∂t +Lv)B = (∂t +v ·∇)B−LB−BLT = 0.

Equation of motion Let η = vidxi be the momentum 1-form. The Piola stress has the
form

P(F) = Pα
i (F)(⋆dXα)⊗dxi. (13.7)

This means that P ∈ Ωn−1(M̂)⊗T ∗M, or Ωn−1(M̂,T ∗M). The pairing of P and F is

W (F)µ̂ := F ∧P = F i
αPα

i dXα ∧ (∗dXα)⟨∂xi|dxi⟩= F i
αPα

i µ̂. (13.8)

The equation of motion is

(∂t +Lv)η −d
(

1
2
|v|2
)
=

1
ρ
⋆dσ . (13.9)

The connection between P and σ is

P = ϕ
∗
t σ .



216 CHAPTER 13. *GEOMETRIC ELASTICITY



Chapter 14

*Hamiltonian Elasticity

Incomplete!
There are two formulations of Hamiltonian elasticity. One is in Lagrange frame of refer-
ence. The other is in Euler frame of reference. 1

Let q(t,X) be the flow map. The Lagrangian is defined to be

L(v,ρ,S,F) :=
1
2

ρ|v|2 −ρU(S,F).

L [q] :=
∫

Ω0

L(q̇,
∂q
∂X

)dX

The momentum

p(X) :=
δL

∂v
= ρ0(X)v(X).

The internal energy U depends on the conformation tensor

ci j = F i
αF j

β
cαβ

0 .

Let us define

s(x) = ρ(x)S(x), c(x) = ρ(x)c(
∂x
∂X

), m(x) = ρ(x)v(x).

Then s and c satisfy

∂ts+∇ · (vs) = 0, ∂tc+∇x · (vc)− (∇v)c− c(∇v)T = 0.

1Reference: Beris and Edwards, Thermodynamics of Flowing Systems, pp. 113

217



218 CHAPTER 14. *HAMILTONIAN ELASTICITY

We recall the relations between other Eulerian variables (ρ,s,c,m) and the Lagrangian
variables (q,p) are

ρ(x) =
∫

Ω0

ρ0(X)δ (x−q(X))dX

s(x) =
∫

Ω0

s0(X)δ (x−q(X))dX (14.1)

m(x) =
∫

Ω0

p(X)δ (x−q(X))dX

And

c(x) =
∫

Ω

δ (x−y)c(y)dy

=
∫

Ω0

δ (x−q(X))ρ(q(X))c(
∂q
∂X

)J−1 dX

=
∫

Ω0

δ (x−q(X))ρ0(X)c(
∂q
∂X

)dX .

A functional F [q,p] can also be represented as a functional of [ρ,s,c,m] by

F̄ [ρ,s,c,m] = F [q,p],

with variation

δF =
∫

Ω0

(
δF

δq
δq+

δF

δp
δp
)

dX

=
∫

Ω

(
δF̄

δρ
δρ +

δF̄

δs
δs+

δF̄

δ c
δ c+

δF̄

δm
δm
)

dx

In this expression, δF̄
δρ

is a function of (ρ,s,c,m), hence a function of x. The variations of
ρ,s,c and m can be obtained by taking variations on the transformation formulae (14.1).
We get

δρ

δq
=−ρ0(X)∇xδ (x−q(X))

δs

δq
=−s0(X)∇xδ (x−q(X))

δm
δq

=−p(X)∇xδ (x−q(X))

δm
δp

= δ (x−q(X))
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δ ci j =
∫

Ω0

−∂xkδ (x−q(X))δqk
ρ0(X)c(

∂q
∂X

)+δ (x−q(X))ρ0(X)δci j dX .

Recall that ci j = F i
αF j

β
cαβ

0 = ∂xi

∂Xα

∂x j

∂Xβ
cαβ

0 (X). With x = q(t,X), we have

δci j =
∂δqi

∂Xα
F j

β
cαβ

0 +
∂δq j

∂Xβ
F i

αcαβ

0 =
(

δ
i
kF j

β
cαβ

0 +δ
j

k F i
β

cβα

0

)
∂

∂Xα
δqk.

Thus,

δ ci j

δqk =− ∂

∂xk δ (x−q(X))ρ0ci j − ∂

∂Xα

[
δ (x−q(X))ρ0

(
δ

i
kF j

β
cαβ

0 +δ
j

k F i
β

cβα

0

)]
=− ∂

∂xk δ (x−q(X))ρ0ci j − J
∂

∂xm

[
δ (x−q(X))J−1

ρ0(X)
(

δ
i
kF j

β
cαβ

0 +δ
j

k F i
β

cβα

0

)
Fm

α

]
=− ∂

∂xk δ (x−q(X))ρ0ci j − J
∂

∂xm

[
δ (x−q(X))ρ

(
δ

i
kcm j +δ

j
k cim

)]
.

Here, we have used
∂

∂Xα
Pi

α = J
∂

∂xm σ
i
m, σ

i
m = J−1Pi

αFm
α .

The function F̄ maps (ρ,s,c,m) to R and F = F̄ ◦q maps q to R. Therefore, δF
δq and

δF
δp , which are functions of X , can be expressed as

δF

δq
(X) =

∫
Ω0

(
δF̄

δρ

δρ

δq
+

δF̄

δs

δs

δq
+

δF̄

δ c

δ c

δq
+

δF̄

δm
δm
δq

)
dx

= I + II.

I =−
∫

Ω

(
ρ0

δF̄

δρ
+ s0

δF̄

δs
+ρ0c

δF̄

δ c
+p · δF̄

δm

)
·∇xδ (x−q(X))dx

=
∫

Ω

(
ρ0∇x ·

δF̄

δρ
+ s0∇x ·

δF̄

δs
+ρ0c · δF̄

∂ c
+p ·∇x

δF̄

δm

)
δ (x−q(X))dx

II =−
∫

Ω

δF̄

δ ci j
δ ci j

δq
dx

=−
∫

Ω

δF̄

δ ci j J
∂

∂xm

[
δ (x−q(X))ρ

(
δ

i
kcm j +δ

j
k cim

)]
dx

δF

δp
(X) =

∫
Ω

δF̄

δm
δ (x−q(X))dx =

δF̄

δm
(q(X))

The Poisson bracket {F ,G } defined by

{F ,G } :=
∫

Ω0

(
δF

δq
· δG

δp
− δG

δq
· δF

δp

)
dX
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can be expressed in terms of (ρ,s,c,m) as

{F̄ , Ḡ }= {F ,G }

=
∫

Ω0

∫
Ω

δ (x−q(X))

(
ρ0∇x

δF̄

δρ
+ s0∇x

δF̄

δs
+ρ0c∇x

δF̄

δ c
+p ·∇x

δF̄

δm

)
· δ Ḡ

δm

−δ (x−q(X))

(
ρ0∇x

δ Ḡ

δρ
+ s0∇x

δ Ḡ

δs
+ρ0c∇x

δ Ḡ

δ c
+p ·∇x

δ Ḡ

δm

)
· δF̄

δm
dxdX

+
∫

Ω0

∫
Ω

δF̄

δ ci j J
∂

∂xm

[
δ (x−q(X))ρ

(
δ

i
kcm j +δ

j
k cim

)]
dx

δ Ḡ

δmk dX

−
∫

Ω0

∫
Ω

δ Ḡ

δ ci j J
∂

∂xm

[
δ (x−q(X))ρ

(
δ

i
kcm j +δ

j
k cim

)]
dx

δF̄

δmk dX

We use (5.6) and a lemma below to get

{F ,G }=
∫

Ω

(
ρ∇x

δF̄

δρ
+ s∇x

δF̄

δs
+m ·∇x

δF̄

δm

)
· δ Ḡ

δm

−
(

ρ∇x
δ Ḡ

δρ
+ s∇x

δ Ḡ

δs
+m ·∇x

δ Ḡ

δm

)
· δF̄

δm
dx

+
∫

Ω

c∇x
δF̄

δ c
· δ Ḡ

δm
− c∇x

δ Ḡ

δ c
· δF̄

δm
dx

+
∫

Ω

(
∂

∂xm
δF̄

δ ci j

)(
δ

i
kc

m j +δ
j

k c
im
)

δ Ḡ

δmk

−
(

∂

∂xm
δ Ḡ

δ ci j

)(
δ

i
kc

m j +δ
j

k c
im
)

δF̄

δmk dx

Here, (
m ·∇x

δ Ḡ

δm

)
· δF̄

δm
:= mi

(
∂

∂x j
δ Ḡ

δmi

)
δF̄

δm j

We need a lemma.

Lemma 14.8. It holds that∫
Ω0

∫
Ω

δ (x−q(X))ρ0(X)φ(x)ψ(q(X))dxdX =
∫

Ω

ρ(x)φ(x)ψ(x)dx.

∫
Ω0

∫
Ω

φ(x)J(X)∇x[δ (x−q(X))θ(x)]ψ(q(X))dxdX =−
∫

Ω

∇xφ(x)θ(x)ψ(x)dx
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Proof. Let y = q(X). Then the above integral is∫
Ω

∫
Ω

δ (x−y)ρ0(q−1(y))φ(x)ψ(y)dxJ−1(q−1(y))dy

=
∫

Ω

∫
Ω

δ (x−y)ρ(y)φ(x)ψ(y)dxdy

=
∫

Ω

ρ(x)φ(x)ψ(x)dx.

∫
Ω0

∫
Ω

φ(x)J(X)∇x[δ (x−q(X))θ(x)]ψ(q(X))dxdX =
∫

Ω

∫
Ω

φ(x)∇x[δ (x−y)θ(x)]ψ(y)dxdy

=−
∫

Ω

∫
Ω

∇xφ(x)[δ (x−y)θ(x)]ψ(y)dxdy =−
∫

Ω

∇xφ(x)θ(x)ψ(x)dx

14.1 Poisson bracket formulation
Reference:

• Antony N. Beris and Brian J. Edwards, Poisson bracket formulation of viscoelastic
flow equations of differential type: A unified approach (1989).

• Miroslev Grmela, Hamiltonian Dynamics of Incompressible Elastic Fluids, Phys.
Lett A (1988).

Lagrangian formulation

1. The space we consider is

Q := {q : M̂ → M is 1-1, onto and Lipschitz continuous.}

An element q∈Q is called a flow map. Its gradient F := ∂q
∂X is called the deformation

gradient.

2. The Lagrangian L : TQ→ R is defined by

L(q,
∂q
∂X

,v) :=
1
2

ρ|v|2 −ρA(
∂q
∂X

)

where A is the Helmholtz energy per unit mass. It depends on ∂q
∂X through c, the

conformation tensor. A and c are defined by

A(c) = E(c)−T S(c), c :=
∂q
∂X

c0(X)

(
∂q
∂X

)T

= Fc0FT .
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Here, c0(X) is the initial conformation tensor. The function E is the internal energy
and S the entropy, both are per unit volume. They are modeled for different types of
materials. For example, in a simple dumbbell model,

E(c) =
1
2

nK(Tr(c))

S(c) =
1
2

nkB lndet(c).

Here n is number density of polymer spring and K is the spring constant.

The action is defined as

S[q,
∂q
∂X

, q̇] =
∫

Ω

1
2

ρ(q)|q̇|2 dx−
∫

Ω

A(c)dx

=
∫

Ω0

1
2

ρ0(X)|q̇|2 dX −
∫

Ω0

A(Fc0FT )J dX

= K [q̇]−A [q,F ]

Note that both c and c0 are symmetric. The variation of A w.r.t. q gives the stress
term:

δA = δ

∫
Ω0

A(Fc0FT )J dX

=
∫

Ω0

[
A′(c) :

(
(δF)c0FT +Fc0(δFT )

)
J+AδJ

]
dX

Let us assume the fluid is incompressible. We thus neglect δJ term. Since c is
symmetric, A′(c) := ∂A

∂ci j
is also symmetric. Note that

(Fc0(δFT ))T = (δF)c0FT ∵ c0 is symmetric

We then get

A′(c) :
(
(δF)c0FT +Fc0(δFT )

)
= 2A′(c) : (δF)c0FT .

δA = 2
∫

Ω0

A′
i j(δF)i

kckℓ
0 (FT )ℓjJ dX

= 2
∫

Ω0

A′
i j

∂δxi

∂Xk ckℓ
0 F j

ℓ J dX

=−2
∫

Ω0

∂

∂Xk

(
A′

i jc
kℓ
0 F j

ℓ J
)

δqi dX

:=−
∫

Ω0

∂

∂Xk P ·δqdX
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Here,
Pk

i := 2A′
i jc

kℓ
0 F j

ℓ J

is the first Piola stress.

3. The variation of action gives

δS=
∫ t1

t0

∫
Ω0

(−ρ0q̈+∇X P) ·δqdX dt

The corresponding Euler-Lagrange equation is

ρ0q̈ = ∇X P.

4. The corresponding Cauchy stress is

σ = J−1PFT .

In component form, we get

σ
j

i = Pk
i (F

T )k
j

= 2A′
imckℓ

0 Fm
ℓ F j

k

= 2A′
imcm j

= 2A′c.

Note that both c, A′ := ∂A
∂c and σ are symmetric. We have

σ = 2A′c = 2cA′.

In the case of viscosity, we add the rate-of-strain to the extra stress. Thus

σ = 2cA′+ηp
(
∇v+(∇v)T) .

Hamiltonian Dynamics in Lagrangian coordinate

1. We can express the above Euler-Lagrange equation as a Hamiltonian equation. First,
let us take Legendre transform of L , which is equivalent to take Legendre transform
of L w.r.t. v. This defines the momentum

p(X) =
∂L
∂v

= ρ0(X)v(X).

The Hamiltonian is then defined to be the Legendre transform of L. This gives

H(q,
∂q
∂X

,p) =
|p|2

2ρ0
+A(c),

and

H [q,
∂q
∂X

,p] :=
∫

Ω0

H(q,
∂q
∂X

,p)dX .
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2. The Lagrangian dynamics is equivalent to the following Hamiltonian dynamics:

q̇ =
δH

δp
= ρ0v

ṗ =−δH

∂q
= ∇X P.

This equation can also be formulated in terms of Poisson bracket. Namely

q̇ = {q,H }, ṗ = {p,H },

where the Poisson bracket is defined by

{F ,G } :=
∫

Ω0

(
∂F

∂q
∂G

∂p
− ∂G

∂q
∂F

∂p

)
dX

Hamiltonian dynamics in Eulerian variables

1. The Eulerian variables are (ρ,m,c), where m = ρv and c = Fc0FT is the conforma-
tion tensor. The transformation between (q,p) and (ρ,m,c) is

ρ(x) =
∫

Ω0

ρ0(X)δ (x−q(X))dX

m(x) =
∫

Ω0

p(X)δ (x−q(X))dX

c(x) =
(

∂q
∂X

c0(X)(
∂q
∂X

)T
)

X=q−1(x)

Here, we have assumed that ρ0 and c0 are pregiven function on Ω0.

2. Variations

δρ =−
∫

Ω0

ρ0(X)∇xδ (x−q(X)) ·δq(X)dX

δm =
∫

Ω0

(−p∇xδ (x−q(X))) ·δq+δ (x−q(X))δpdX

For

ci j(q(X)) :=
∂qi

∂Xk
∂q j

∂X ℓ
Ckℓ(X)

its variation is

δci j(q(X)) =
∂δqi

∂Xk
∂q j

∂X ℓ
Ckℓ+

∂δq j

∂X ℓ

∂qi

∂XkCkℓ

=
∂ (δqm)

∂Xk

(
(δ im ∂q j

∂X ℓ
+δ

jm ∂qi

∂X ℓ
)Ckℓ

)
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Here, we have used Ckℓ = Cℓk. Hence, for a functional F [q,p] = F̄ [ρ,m,c] =∫
F(ρ,m,c)dX , we have

δF =
∫

Ω0

(
δF

δq
δq+

δF

δp

)
dX

=
∫

Ω

(
δF̄

δρ
δρ +

δF̄

δm
δm+

δF̄

δc
δc
)

dx

=
∫

Ω

∂F
∂ρ

∫
Ω0

−ρ0(X)∇xδ (x−q(X)) ·δq(X)dX dx

+
∫

Ω

∂F
∂m

∫
Ω0

(−p∇xδ (x−q(X))) ·δq+δ (x−q(X))δpdX dx

+
∫

Ω

∂F
∂ci j

∂ (δqm)

∂Xk

(
∂δqi

∂Xk
∂q j

∂X ℓ
Ckℓ+

∂δq j

∂X ℓ

∂qi

∂XkCkℓ
)

dx

=
∫

Ω0

∫
Ω

(
δ (x−q(X))ρ0(X)∇x

∂F
∂ρ

)
dx ·δq(X)dX

+
∫

Ω0

∫
Ω

(
δ (x−q(X))p∇x

∂F
∂m

)
·δq+

∂F
∂m

δ (x−q(X))δpdxdX

−
∫

Ω0

[
∂

∂Xk

(
∂F

∂cα j
∂q j

∂X ℓ
CkℓJ

)
+

∂

∂X ℓ

(
∂F

∂ciα
∂qi

∂XkCkℓJ
)]

·δqα dX

Thus,

δF

δq
=
∫

Ω

δ (x−q(X))

[
ρ0(X)

(
∇x

∂F
∂ρ

)
+p

(
∇x

∂F
∂m

)]
dx

− ∂

∂Xk

(
∂F

∂cα j
∂q j

∂X ℓ
CkℓJ+

∂F
∂ciα

∂qi

∂X ℓ
CℓkJ

)
δF

δp
=
∫

Ω

∂F
∂m

δ (x−q(X))dx =
∂F
∂m

|x=q(X)

3. The inner product∫
Ω0

δF

δq
δG

δp
dX =

∫
Ω0

[∫
Ω

δ (x−q(X))

(
ρ0(X)∇x

∂F
∂ρ

+p∇x
∂F
∂m

)
dx
]
· ∂G

∂m
dX

−
∫

Ω0

∂

∂Xk

(
∂F

∂cα j
∂q j

∂X ℓ
CkℓJ+

∂F
∂ciα

∂qi

∂X ℓ
CℓkJ

)
· ∂G

∂mα
dX

=
∫

Ω

(
ρ∇x

∂F
∂ρ

+m∇x
∂F
∂m

)
∂G
∂m

dx

−
∫

Ω

∂

∂xi

(
∂F

∂cα j ci j +
∂F

∂c jα c ji
)
· ∂G

∂mα
dx
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In the last step, we use the following lemma

Lemma 14.9.
J∇xσ = ∇X P,

where
σ = J−1PFT , σ

i
α = J−1Pk

αF i
k .

By setting

Pk
α :=

∂F
∂cα j

∂q j

∂X ℓ
CkℓJ,

we get

σ
i
α =

∂F
∂cα j F j

ℓ F i
kCkℓ =

∂F
∂cα j ci j

Thus, the last term in the inner product formula is

−
∫

Ω

∂

∂xi

(
∂F

∂cα j ci j +
∂F

∂c jα c ji
)
· ∂G

∂mα
dx

4. The Poisson bracket is

{F ,G }=
∫

Ω

(
ρ∇x

∂F
∂ρ

+m∇x
∂F
∂m

)
∂G
∂m

dx−
∫

Ω

∂

∂xi

(
∂F

∂cα j ci j +
∂F

∂c jα c ji
)
· ∂G

∂mα
dx

−
∫

Ω

(
ρ∇x

∂G
∂ρ

+m∇x
∂G
∂m

)
∂F
∂m

dx+
∫

Ω

∂

∂xi

(
∂G

∂cα j ci j +
∂G

∂c jα c ji
)
· ∂F

∂mα
dx

Incomplete, some terms are missing.



Chapter 15

Mathematical Theory for Simple
Elasticity

Simple elasticity only consider mechanical property of an elastic material, no thermody-
namics is under consideration. Mathematical theory for simple elasticity includes

• Initial boundary value problems: elastic wave theory

– Hyperbolicity and rank-1 convexity
– Linear elasticity
– Linear isotropic elasticity
– Nonlinear elasticity, hyperbolic conservation laws

• Steady state problems:

– non-uniqueness and uniqueness,
– poly-convexity, existence and uniqueness

• Stability and Bifurcation theory
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15.1 Linear Elasticity

15.1.1 Dynamics of linear elasticity
In simple elasticity, as assuming the strain e= 1

2

(
∇X u+(∇X u)T) being small, the equation

of motion can be approximated by

ρ0üi = ∑
jkl

ai jkl
∂ 2uk

∂X j∂X l , i = 1,2,3, X ∈ Ω0, (15.1)

where the coefficients

ai jkl :=
∂ 2W (I)
∂F i

j ∂Fk
l

(15.2)

satisfies
ai jkl = ai jlk = akli j= a jikl. (15.3)

The first equality is due to C = FT F being symmetric. The second equality is from
∂ 2W (I)
∂F i

j ∂Fk
l
= ∂ 2W (I)

∂Fk
l ∂F i

j
. The third equality is a consequence of the first two equalities.

15.1.2 Hyperbolicity of linear elasticity
We look for plane wave solution for equation (15.1). We plug the ansatz u = ξ ei(η ·X−λ t)

into (15.1) to get

ρ0λ
2
ξi =

3

∑
j,k,l=1

ai jklξkη jηl. (15.4)

Thus, equation (15.1) supports plane wave solution in direction η if the 3×3 matrix

A(η)ik := (
3

∑
j,l=1

ai jklη jηl)

has positive eigenvalue ρ0λ 2 with eigenvector ξ .

Lemma 15.10. The matrix A(η)ik := ∑
3
j,l=1 ai jklη

jη l is symmetric.

This is due to ai jkl = akli j (hyper-elasticity) and

A(η)ik =
3

∑
j,l=1

ai jklη jηl =
3

∑
j,l=1

ai jklηlη j =
3

∑
j,l=1

ailk jη jηl =
3

∑
j,l=1

ak jilη jηl = A(η)ki.

Thus, A has real eigenvalues. To support plane wave solutions, we need A to be positive
definite. The definition of positivity of A is the follows.
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Definition 15.6 (Strong ellipticity). The 4-tensor (ai jkl) with symmetry property (15.3) is
said to satisfy strong ellipticity condition if there exists a positive constant α such that for
any ξ ∈ R3, η ∈ R3,

∑
i jkl

ai jklξiξkη jηl ≥ α|ξ |2|η |2. (15.5)

From the above discussion, we have the following proposition.

Proposition 15.14. Strong ellipticity for the 4-tensor (ai jkl) is equivalent to the hyperbol-
icity of system (15.1).

Remarks

• Condition (15.5) is also called Legendre-Hadamard condition in Calculus of Varia-
tions.

• Let Mn be the space of n×n matrices. Let W : Mn → R. Such function W is called
rank-one convex if it is convex along all directions spanned by matrices of rank 1.
That is,

W (λF+(1−λ )G)≤ λW (F)+(1−λ )W (G),

for all
F,G ∈Mn, rank(F−G)≤ 1.

The matrix (ξiη j) := ξ ηT is a rank-1 matrix. Indeed, all rank-1 matrix has this form.

• W (F) := ai jklF i
j F

k
l is rank-1 convex ⇔ ai jkl is strongly elliptic.

15.1.3 Energy law
We want to study how energy changes in time. From the symmetry property of ai jkl , we
have

∑
kl

ai jkl
∂ul

∂Xk = ∑
kl

ai jkl
∂uk

∂X l .

The dynamic equation can be written as

ρ0üi =
1
2 ∑

j
∑
kl

∂ jai jkl

(
∂uk

∂X l +
∂ul

∂Xk

)
.

In vector form, it reads

ρ0ü =
1
2

∇x ·
[
A
(
∇X u+(∇X u)T)]= ∇X ·Ae. (15.6)
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By multiplying (15.6) by u̇ then integrating in X , we get

d
dt

∫
Ω0

(
1
2

ρ0|u̇|2
)

dX =
∫

Ω0

1
2

∇x ·
[
A
(
∇X u+(∇X u)T)] · u̇dX

=−
∫

Ω0

1
2
[
A
(
∇X u+(∇X u)T)] ·∇X u̇dX

Note from ai jkl = a jikl we obtain

1
2 ∑

i jkl
ai jkl

(
∂ul

∂Xk +
∂uk

∂X l

)
∂ u̇i

∂X j =
1
4 ∑

i jkl
ai jkl

(
∂ul

∂Xk +
∂uk

∂X l

)(
∂ u̇i

∂X j +
∂ u̇ j

∂X i

)
=
∫

∑
i jkl

ai jklekl ėi j = ⟨Ae, ė⟩= d
dt

(
1
2
⟨Ae,e⟩

)
The energy law reads

d
dt

∫
Ω0

(
1
2

ρ0|u̇|2
)

dx+
d
dt

∫
Ω0

W (e)dx = 0,

where
W (e) :=

1
2
⟨Ae,e⟩.

15.1.4 Dynamics of linear elasticity
Existence theory for linear elasticity with hyperbolicity condition The initial-boundary
value problem for linear elasticity is posed as the follows. The evolution equation is

ρ0üi = ∑
jkl

ai jkl
∂ 2uk

∂X j∂X l , i = 1,2,3, X ∈ Ω0. (15.7)

The boundary conditions are{
u(X) = h(X) on ∂ΓD

0

∑
3
j,k,l=1 ai jkl

∂uk

∂X l N j = t i(X), i = 1,2,3, on ∂ΓN
0

(15.8)

where ∂Ω0 = ΓD
0 ∪ΓN

0 , N = (N1,N2,N3) is the outer normal of ΓN
0 . The initial conditions

are
u(0,X) = u0(X), ∂tu(0,X) = u1(X), X ∈ Ω0. (15.9)

Standard semigroup theory gives L2 existence theorem under the strong ellipticity condition
for (ai jkl).
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Remarks

1. For the whole domain problem, one can write the equation as a first-order system

d
dt

[
u
u̇

]
=

[
0 I
A 0

][
u
u̇

]
, (A u)i := ∑

jkl
ai jkl

∂ 2uk

∂X j∂X l .

The Fourier method gives a representation of the solution operator. From which,
one can perform L2 estimate, or Strichartz estimates (Lp-Lq estimates) to obtain L2

solution or a Lp theory.

2. For bounded-domain problems, operator theory and Hilbert space method can be
applied.

15.1.5 Steady state problem for linear elasticity
Outline

• The steady state problem is the boundary value problem of

−∑
jkl

ai jkl
∂ 2uk

∂X j∂X l = ρ0(X)bi(x(X)), i = 1,2,3, X ∈ Ω0,

with boundary condition (15.8). Here b is the body force.

• Stability condition ⇒ existence and uniqueness of steady state problem.

• The key step is the Korn’s inequality and Lax-Milgram Theorem is used for exis-
tence.

• The uniqueness follows from the fact that the solution which minimizes
∫

Ω0
W (e)dX

is the trivial solution. This again follows from Korn’s inequality.

Ref. Cialet

Definition 15.7 (Stability). The 4-tensor (ai jkl) is stable if there exists a positive constant
α̃ such that for any symmetric matrix (ei j), we have

∑
i jkl

ai jklei jekl ≥ α̃ ∑
kl

e2
kl. (15.10)

Proposition 15.15. Assuming ai jkl satisfies

ai jkl = akli j = ai jlk

then we have
Stability ⇒ Strong Ellipticity.
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Proof. Choose ekl =
1
2(ξkηl +ξlηk). we get

∑
i jkl

ai jklei jekl =
1
4 ∑

i jkl
ai jkl(ξiη j +ξ jηi)(ξkηl +ξlηk)

= ∑
i jkl

ai jklξiξkη jηl

Here, we used the symmetric property of ai jkl:

ai jkl = a jikl = ai jlk = a jilk.

We also note that

∑
i j
|ei j|2 =

1
4 ∑

i j
(ξiη j +ξ jηi)

2

=
1
4 ∑

i j

(
ξ

2
i η

2
j +ξ

2
j η

2
i +2ξiηiξ jη j

)
=

1
2
(
|ξ |2|η |2 +(ξ ·η)2)

≥ 1
2
|ξ |2|η |2.

If (ai jkl) satisfies stability condition, then

∑
i jkl

ai jklξiξkη jηl = ∑
i jkl

ai jklei jekl ≥ α̃ ∑
k,l

e2
kl ≥

α̃

2
|ξ |2|η |2.

Thus, it also satisfies strong ellipticity condition.

Remark The stability condition (15.10) is that

∑
i jkl

ai jklei jekl ≥ α̃ ∑
kl

e2
kl

holds for all matrix e ∈Mn. The strong ellipticity condition is the same condition holds but
only for rank 1 matrices (i.e. ξ ηT ).

Theorem 15.12 (Korn’s inequality). Let u : Ω → R3 and e = 1
2(∂u/∂X +(∂u/∂X)T ). It

holds that ∫
Ω

∑
i j

(
∂ui

∂X j

)2

dx ≤ 2
∫

∑
i j

e2
i j dx for all u ∈ H1

0 (Ω).
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Proof. We have that

∑
i j

e2
i j =

1
4 ∑

i j

(
∂ui

∂X j +
∂u j

∂X i

)2

=
1
2 ∑

i j

((
∂ui

∂X j

)2

+
∂ui

∂X j
∂u j

∂X i

)
We integrate this equality over Ω. Note that

∂ui

∂X j
∂u j

∂X i =
∂

∂X j

(
ui

∂u j

∂X i

)
−ui

∂ 2u j

∂X i∂X j

∂ui

∂X i
∂u j

∂X j =
∂

∂X i

(
ui

∂u j

∂X j

)
−ui

∂ 2u j

∂X i∂X j ,weget

we get ∫
Ω

∂ui

∂X j
∂u j

∂X i dX =
∫

Ω

∂ui

∂X i
∂u j

∂X j dX .

for u ∈ H1
0 (Ω). Thus,∫

Ω
∑
i j

e2
i j dx =

1
2

∫
Ω

∑
i j

((
∂ui

∂X j

)2

+
∂ui

∂X i
∂u j

∂X j

)
dx

=
1
2

∫
Ω

∑
i j

(
∂ui

∂X j

)2

+

(
∑

i

∂ui

∂X i

)2

dx

≥ 1
2

∫
Ω

∑
i j

(
∂ui

∂X j

)2

dx

Existence theory with stability condition Stability condition gives existence and unique-
ness in H1(Ω0). Standard energy method can be applied to prove this result. The key step
is the Korn’s inequality.

15.2 Linear isotropic elasticity

15.2.1 Characteristic wave modes
For linear isotropic material

ai jkl = λδi jδkl +µ(δikδ jl +δilδ jk), (15.11)
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the matrix A(η) is

A(η)ik = ∑
i jkl

ai jklη jηl = (λ +µ)ηiηk +µ|η |2δik.

The equation of motion reads

ρ0üi = µ △ui +(λ +µ)∂i(∂kuk). (15.12)

To find the eigenvalues of A(η), using isotropy property, we may choose η = (0,0,1).
The eigenvalues of A(η) in direction η can be obtained by rotating (0,0,1) to η . The
corresponding eigenvector is obtained by the same rotation. Now, for η = (0,0,1),

A((0,0,1)) = (λ +µ)

0 0 0
0 0 0
0 0 1

+µ

1 0 0
0 1 0
0 0 1

 .
The eigenvalues are

ρ0λ
2
i = µ, i = 1,2, ρ0λ

2
3 = λ +2µ. (15.13)

The eigenvectors are the Cartesian unit vectors E1,E2 and E3.

• Longitudinal wave is the eigen-mode

E3ei(X3±λ3t).

The material oscillates in the direction of wave propagation (i.e. η = (0,0,1) and
E3 = (0,0,1)). It is also called the primary wave, or the P-wave:.

• Transverse wave is the eigenmode

Ekei(X3±λkt),k = 1,2.

The material oscillates orthogonal to the direction of wave propagation (i.e. η =
(0,0,1), whereas E1 = (1,0,0), E2 = (0,0,1)). It is also called the secondary wave,
or the S-wave.

Proposition 15.16. For linear isotropic elastic material, the strong ellipticity of

ai jkl = λδi jδkl +µ(δikδ jl +δilδ jk)

is equivalent to
λ +2µ > 0, µ > 0. (15.14)

In terms of the Young modulus E and Poisson ratio ν , we have

(λ > 0, µ > 0)⇔ (0 < ν <
1
2
, E > 0)⇒ (λ +2µ > 0, µ > 0). (15.15)

Proof. 1. (15.14) follows from (15.13).

2. (15.15) follows from (10.40).
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15.2.2 Dynamics of linear isotropic elasticity
Equation (15.12) in vector form reads

ρ0∂
2
t u = µ △u+(λ +µ)∇(∇ ·u).

Let us decompose the displacement u into

u = v+w,

with
v = ∇φ , ∇ ·w = 0.

Such decomposition is called Hodge decomposition. 1 With Hodge decomposition, the
equation becomes

ρ0∂
2
t (∇φ +w) = µ △ (∇φ +w)+(λ +µ)∇(∇ ·∇φ) = µ △ (∇φ +w)+(λ +µ)∇△φ .

We get
ρ0∂

2
t (v+w) = (λ +2µ)△v+µ △w.

Note that the Hodge decomposition is preserved under the operations △ and ∂ 2
t . Thus, we

obtain
ρ0∂

2
t v = (λ +2µ)△v, ρ0∂

2
t w = µ △w. (15.16)

Thus, the longitudinal waves and transverse waves are decoupled. To solve the initial value
problem

u(0,X) = u0(X), ∂tu(0,X) = u1(X), X ∈ Ω0,

we perform Hodge decomposition for both u0 and u1 as

u0 = v0 +w0, u1 = v1 +w1.

Then solve the initial value problems for both v and w separately.

Stability of linear isotropic material For linear isotropic material (15.11),

⟨Ae,e⟩= λ (Tre)2 +µe : e

The stability condition in the off-diagonal component is

µe2
i j ≥ α̃e2

i j.

1When the domain is simply connected, we can have such decomposition. When the domain is multiple
connected, then u = v+w+h The term h is a harmonic function, i.e. △h = 0.
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The stability condition for the diagonal part is

λ (e11 + e22 + e33)
2 +2µe2

kk ≥ α̃e2
kk,k = 1,2,3,

for some α̃ > 0. Summing this equation over k = 1,2,3, we get

3λ (e11 + e22 + e33)
2 +2µ(e2

11 + e2
22 + e2

33)≥ α̃(e2
11 + e2

22 + e2
33)

for any e11,e22,e33. This is equivalent to

3λ +2µ > 0.

Thus, the stability condition for linear isotropic material is

3λ +2µ > 0, µ > 0. (15.17)

In terms of shear modulus µ and bulk modulus K = λ + 2
3 µ , stability condition reads

µ > 0, K > 0. (15.18)

Let us summarize the stability and hyperbolicity conditions for linear isotropic materials

• Hyperbolicity: (λ +2µ > 0, µ > 0)⇔ µ,K ⇔ E,ν .

15.2.3 Steady state problem for linear isotropic material
Given a material in domain Ω0. Suppose the material has stored energy function W (X ,F).
Let P = ∂W

∂F be the first Piola stress. The boundary-value problem for such simple elasticity
is to find solution x(X) which satisfies

−∇X P(X ,x(X)) = ρ0(X)b(x(X)), X ∈ Ω0,
x(X) = x0(X), X ∈ ΓD,
P(X ,x(X)) ·N(X) = t0(X ,x(X)), X ∈ ΓN .

(15.19)

Here, N is the outer normal of ΓN , ∂Ω0 = ΓD ∪ΓN , x0 is a prescribed Dirichlet and t is a
prescribed traction.

Cf. Cialet pp. 295

Theorem 15.13. Consider the boundary value problem for a linear isotropic material with
W (e) = λTr(e)2 +2µe :e. We assume

µ > 0, λ > 0. (15.20)

Then for the body force b ∈ L6/5(Ω0) and traction t ∈ L4/3(ΓN), there exists a unique
solution u in

V = {v ∈ H1(Ω0) : v = 0 on ΓD}
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15.3 Hyperbolic System of Nonlinear Elasticity in Lagrangian
Coordinate

15.4 Steady State Solutions of Nonlinear Elasticity

15.4.1 Displacement-traction problems
Given a material in domain Ω0. Suppose the material has stored energy function W (X ,F).
Let P = ∂W

∂F be the first Piola stress. The boundary-value problem for such simple elasticity
is to find solution x(X) which satisfies

−∇X P(X ,x(X)) = ρ0(X)b(x(X)), X ∈ Ω0,
x(X) = x0(X), X ∈ ΓD,
P(X ,x(X)) ·N(X) = t0(X ,x(X)), X ∈ ΓN .

(15.21)

Here, N is the outer normal of ΓN , ∂Ω0 = ΓD ∪ΓN , x0 is a prescribed Dirichlet and t is a
prescribed traction.

Variation formulation of the steady-state problem See Cialet, Chapter 5.

15.4.2 Nonuniqueness
Ref. Cialet, Chapter 5.8.

• F. John’s example [John 1964]:

• Noll [1978]

• Buckling of a rod

15.4.3 Polyconvexity and uniqueness of steady state problems
Definition 15.8. Let Mn be the space of all n× n matrices. A function W : Mn → R is
called polyconvex if W (F) can be expressed as a convex function of the determinants of the
submatrices of F.

Theorem 15.14 (Ball). If un⇀u in W 1,p(Ω), then Mn⇀M in Lp/m(Ω), where M is the
determinant of any m×m submatrix of ∂u/∂x.

Theorem 15.15. If W (e) = 1
2⟨Ae,e⟩ is polyconvex, then W is strongly elliptic.
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In general, we have the following results:

polyconvexity ⇒ quasi-convexity ⇒ rank-1 convexity ⇔ Strong ellipticity

quasi-convexity ⇔ lower semi-continuity of the energy functional.

15.5 Stability of steady-state solution
TOBE CONTINUED

15.6 Incompressible elasticity
Consider incompressible linear simple elasticity

ρ0∂
2
t ui +

∂ p
∂X i = ai jkl

∂ 2uk

∂X j∂X l

∇X ·u = 0.

We look for solution of the form ui = ξ iei(X ·η−λ t), p = πei(X ·η−λ t). Plug these into the
equations, we obtain {

A(η)ξ = ρ0λ 2ξ − iπη

ξ ·η = 0.

Given η ∈ R3, we look for solutions (ξ ,π) ∈ C3 ×C and λ ∈ C.

• Transverse wave: Given η ∈ R3 \ {0}, we look for ξ ∈ R3 and ξ ⊥ η such that
A(η)ξ = λpξ . There are two such solutions, the transverse wave (ξ p,λp), p = 1,2.
The corresponding π = 0.

• Longitudinal wave goes to infinity.

TOBE CONTINUED



Chapter 16

Membrane and Shell

16.1 Membrane

16.1.1 Surface geometry
We assume X = (X1,X2) be two dimensional and x= (x1,x2,x3) be three dimensional. The
deformation gradient F = ∂x/∂X is a 3× 2 matrix. The metric ⟨dx,dx⟩ in R3 induces a
metric

Cαβ =
∂x

∂Xα
· ∂x

∂Xβ

on the manifold Σt = {x(t, ·)}. That is,

(dx,dx) = (FdX ,FdX) = (FT FdX ,dX) = ∑
jk

Cαβ dXαdXβ .

The matrix C := FT F is called the first fundamental form of the surface Σt . It is also the
Cauchy-Green tensor of the deformation x(X). The area spanned by the vectors ∂x/∂Xα

and ∂x/∂Xβ is√
⟨∂x/∂Xα ,∂x/∂Xα⟩⟨∂x/∂Xβ ,∂x/∂Xβ ⟩−⟨∂x/∂Xα ,∂x/∂Xβ ⟩2 =

√
det(FT F).

Thus, we define J =
√

det(FT F). Then dSt = J dS0.

16.1.2 Energy law of membranes
We want to define an elastic energy W (F) on the manifold Σt .

1. Frame-indifference and isotropicity conditions

239
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• Frame indifference condition reads

W (OF) =W (F), for all O ∈ O(3).

• Isotropic condition is

W (FO1) =W (F), for all O1 ∈ O(2).

2. Taking singular value decomposition of F , i.e. F = OnΛOT
N, where On ∈ O(3),

ON ∈ O(2) and Λ is a 3×2 matrix

Λ =

 λ1 0
0 λ2
0 0

 ,

we then have
W (F) =W (OnΛOT

N) =W (Λ).

That is, W only depends on the singular values of F .

3. The singular values of F are the square roots of the eigenvalues of C := FT F . Thus,
the energy potential W can be expressed in terms of (FT F)2×2:

W (C) :=W (F) =W (Λ), C = FT F.

4. The energy W can be expressed in terms of principal invariants of FT F : We define

W (I1, I2) =W (C) =W (F)

where
Ik := ιk(C), ι1(C) := tr(C), ι2(C) := det(C).

Examples

• Hookean law:

W (F) =W (I1, I2) :=
H
2

I1 =
H
2

tr(FT F) =
H
2

2

∑
α=1

3

∑
i=1

|F i
α |2,

where H > 0 is a constant. The corresponding Piola stress is

Pi
α =

∂W
∂F i

α

= HF i
α ,α = 1,2, i = 1,2,3.
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• Minimal surface

W (F) := σ I2 = σ
√

det(C) = σ

√
det(FT F) = σJ.

Here, σ is a constant, called the surface tension. The energy is∫
Ω0

W (F)dX =
∫

Ω0

σJ dX =
∫

Ωt

σ dSt

• Fabric:

W (F) := a(I1 −2)2 +b(
√

I2 −1)2 = a(tr(FT F)−2)2 +b(
√

det(FT F)−1)2.

Note that when F = I (i.e. the membrane is at rest), we have tr(I) = 2 and det I = 1.
Another fabric model is to decompose C = FT F into a trace part and a trace-free
part. That is,

C =
1
2

tr(C)I +
(

C− 1
2

tr(C)I
)

The first part is related to the expansion or shrinking of the surface, while the second
is related to the distortion of the surface. We can design the energy to be

W (F) = a(tr(C)−2)2 +b
∥∥∥∥C− 1

2
tr(C)I

∥∥∥∥2

F
. (16.1)

The norm here is the Frobenius norm. 1

Exercise Express (16.1) in terms of I1 and I2.

Piola stress Pi
α = ∂P

∂F i
α

, i = 1,2,3, α = 1,2.

Cauchy stress The Piola stress is convenient in the Lagrange coordinate system. In
Eulerian coordinate system, the corresponding stress is the Cauchy stress σ .

σ = J−1P ·FT .

Since P3×2 · (FT )2×3, we have σ3×3 matrix.

1For membrane model, a reference book is: Statistical Mechanics of Membranes and Surfaces, 2nd edi-
tion, edited by D. Nelson, T. Piran and S. Weinberg (2004).
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16.1.3 Equation of Motion
Lagrange formulation

The action is

S[x] =
∫ T

0

∫
Σ0

1
2

ρ0(X)|ẋ(t,X)|2 −W
(

∂x
∂X

)
dX dt

The variation of the action with respective to the membrane motion x(t,X) gives the mo-
mentum equation. One can see the previous Euler-Lagrange equation is still the same:

ρ0(X)ẍ(t,X) = ∇X ·P
(

∂x
∂X

)
where P =W ′. Let v(t,X) := ẋ(t,X). The equation of motion becomes{

ρ0(X)v̇i(t,X) = ∂

∂Xα Pi
α(F)

Ḟ i
α = ∂vi

∂Xα

Euler formulation

Let Σt be the membrane at time t. We assume that there is an 1-1 and onto mapping x(t,X)
between Σ0 and Σt . The Jacobian J ̸= 0. The Cauchy stress σ is pullback of the Piola stress
P by

σ3×3 = J−1P3×2 · (FT )2×3.

The equation of motion is

ρ
Dv
Dt

= ∇Σt ·σ .

Here, ∇Σt · is the surface divergence on the surface Σt .

Remarks

• If N is the normal of the membrane, we claim that σ ·N = 0.

16.2 Shells
In membrane or fabric, the internal energy is only a function of F , which involves only
the first fundament form of the membrane. The stress only gives force in the tangential
directions of the membrane, which is intrinsic.

However, for shells, there is a bending energy, which gives a normal force. This in-
volves how the shell embedded into R3. This is extrinsic, which involves the second fun-
damental form of the surface. The plate is treated as a special case of shell.
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To see how this second fundamental form comes out, let us consider a shell with thick-
ness ε . We extend the material domain to

Σ̃0 := Σ0 × (−ε,ε)

and
Σ̃t := ϕ̃t(Σ̃0),

where
ϕ̃t(X1,X2,X3) := x̃(X1,X2,X3) := x(X1,X2)+X3N(X1,X2),

N(X1,X2) =

∂x
∂X1

× ∂x
∂X2

∥ ∂x
∂X1

× ∂x
∂X2

∥
.

The extended deformation gradient is

F̃ =
∂ x̃
∂X

=

(
∂x

∂X1
,

∂x
∂X2

,N
)
+

(
X3

∂N
∂X1

,X3
∂N
∂X2

,0
)

= (F,N)+

(
X3

∂N
∂X1

,X3
∂N
∂X2

,0
)

The Cauchy-Green tensor is

F̃T F̃ =

[
(FT F)2×2 0

0T 1

]
+X3

⟨ ∂N
∂X1

, ∂x
∂X1

⟩ ⟨ ∂N
∂X1

, ∂x
∂X2

⟩ 0
⟨ ∂N

∂X2
, ∂x

∂X1
⟩ ⟨ ∂N

∂X2
, ∂x

∂X2
⟩ 0

0 0 0

+X2
3

⟨ ∂N
∂X1

, ∂N
∂X1

⟩ ⟨ ∂N
∂X1

, ∂N
∂X2

⟩ 0
⟨ ∂N

∂X2
, ∂N

∂X1
⟩ ⟨ ∂N

∂X2
, ∂N

∂X2
⟩ 0

0 0 0


The term FT F =C is the first fundamental form of the surface Σt , while the matrix

II :=

[
⟨ ∂N

∂X1
, ∂x

∂X1
⟩ ⟨ ∂N

∂X1
, ∂x

∂X2
⟩

⟨ ∂N
∂X2

, ∂x
∂X1

⟩ ⟨ ∂N
∂X2

, ∂x
∂X2

⟩

]

is the second fundamental form of the surface Σt . The eigenvalues/eigenvector of II with
respect to the first fundamental form are the principal curvatures and principal directions.
It is the eigenvalues of the shape operator

S :=C−1II.

Let us denote them by κi, vi. The mean curvature H := (κ1 +κ2)/2. The Gaussian cur-
vature is defined by K := κ1κ2. An important fact found by Gauss is that K depends only
on the first fundamental form C. It is called an intrinsic quantity, while H depends how the
surface Σt is embedded in R3. It is called an extrinsic quantity.
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Energy of a thin shell The energy W is a function of the invariants of F̃T F̃ . Let us write
the invariants of F̃T F̃ by Ĩk, k = 1,2,3. One can show that

Ĩk = Ik(FT F)+X3Ik(S).

The energy can be decoupled into

W (F̃) =Wm(I1(FT F), I2(FT F))+Wb(I1(S), I2(S)).

The first one involves the stretching of the surface. It is called the membrane energy. The
second involves how the surface is embedded in the space. It is called the bending energy.

Models involves the second fundamental form

• Bending energy:

W :=
1
2

∫
κ

2
1 +κ

2
2 dS

It can also be written as
W = 2

∫
H2 − 1

2
K dS

The Willmore energy is a penalized energy which is defined as

W =
1
2

∫
(κ1 −κ2)

2 = 2
∫
(H2 −K)

Since
∫

K = 2πχ(Σ), the Gauss-Bonnet theorem, we have the energy is essential a
function of the mean curvature H.

• Vesicle model (Canham-Helfrich)

W (F) =
κ

2
(H −H0)

2 + κ̄K.

where H is the mean curvature and K the Gaussian curvature. In this formulation,
W depends on the second fundamental form of the surface, which, by the intrincit
property of surfaces, involves the derivative of F .
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Complex Fluids
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Chapter 17

Viscoelasticity
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17.1 Physical Phenomena of Viscoelastic media
Newtonian fluid model works remarkable well for fluids consisting of small molecules.
Such fluid flow does not change the microstructure of its constituents. However, fluids
with long flexible polymers behave very differently. The flow can alter microstructure of
the fluid’s constituents and the Newtonian fluid model is no longer valid. They can exhibit
both viscous and elastic phenomena. Below, we introduce typical phenomena and give a
definition of viscoelasticity. The main issue in this chapter is to characterize how materials
response to the flow motions.

17.1.1 Basic phenomena of viscoelastic flows: Creep and Relaxation
Creep phenomenon Consider a rod-shape specimen (a viscoelastic material) in rest state
(stress-free). At t ≥ 0, we apply a tensile force to its two ends thus provide a stress σ0
uniformly in time. We investigate the dynamics of its strain ε(t). If the specimen is an
elastic material, we will see that the strain ε(t) is a constant function ε0 in time. However,
for viscoelastic material, it is found that the strain ε(t) has an additional strain ε(t) > ε0
which is an increasing function of t. Such a phenomenon (growing of the additional strain
under a load uniformly in time) is called creep. The materials are classified as asymptotic
solids (resp. liquids) according to ε̇(∞) = 0 (resp. ε̇(∞) ̸= 0). They are also classified as
instantaneous elasticity (resp. liquid) based on ε(0+) ̸= 0 (resp. ε(0+) = 0).

Relaxation phenomenon Consider another experiment, the rod-shape specimen is stretched
to ε0 at t = 0 then stays as ε0 for all later time. We then measure the corresponding stress
σ(t). If it is a purely elastic material, then σ(t) = σ0 for all later time. However, for an
inelastic material, σ(t) decreases monotonically and tends to σ∞. Such a phenomenon is
called relaxation.

Viscoelastic materials are materials that exhibits both creep and relaxation phenomena.
Or equivalently, they exhibit both elastic and viscous response to flow motions.

17.2 Spring-dashpot models
The elastic feature of rheology is modeled by spring, while its viscous feature is modeled
by dashpot. The material response to the fluid motion reads

• Elastic part: σ = Gε

• Viscous part: σ = ηε̇ ,
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Figure 17.1: Spring-Dashpot models. Maxwell model (left), Kelvin model
(right). Copied from https://www.researchgate.net/figure/
Simple-two-element-spring-and-dashpot-models-of-linear-viscoelastic-solids-including_
fig1_234027378

where σ is the stress, ε , the strain, ε̇ the strain rate, G the shear modulus, and η the
viscosity.

Two possible ways to combine these two effects: in series, or in parallel. The formal
leads to the Maxwell model. The latter gives the Kelvin-Voigat model. Below, let the
subscript s and d stand for spring and dashpot, respectively.

Maxwell Model The Maxwell model is a series connection of spring and dashpot. Thus,

ε = εs + εd, σ = σ s = σd.

This gives

ε̇ = ε̇s + ε̇d =
σ̇ s

G
+

σd

η
.

Thus, we get
η

G
σ̇ +σ = ηε̇.

For short time, the first term on the LHS is more important, the material behaves elastically.
For long time, the second term is more important, the material behaves like a viscous liquid.
So it is used to model solid-like liquids. The ratio λ := η/G is the relaxation time from
solid to fluid.

Kelvin-Voigat model The Kelvin-Voigat model is a parallel connection of spring and
dashpot. Thus,

ε = εs = εd, σ = σ s +σd.

This gives
σ = Gε +ηε̇.

https://www.researchgate.net/figure/Simple-two-element-spring-and-dashpot-models-of-linear-viscoelastic-solids-including_fig1_234027378
https://www.researchgate.net/figure/Simple-two-element-spring-and-dashpot-models-of-linear-viscoelastic-solids-including_fig1_234027378
https://www.researchgate.net/figure/Simple-two-element-spring-and-dashpot-models-of-linear-viscoelastic-solids-including_fig1_234027378
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Figure 17.2: Spring-Dashpot models. Copied from https://polymerdatabase.
com/polymer%20physics/Maxwell-Kelvin.html

For short time, the second term on RHS is more important. Thus, the material behaves like
a viscous liquid. For long time, the first term on the RHS is more important. The material
behaves like a solid. This model is used to model fluid-like solids.

17.3 Dumbbell Model
1

17.3.1 Model set up

1. In general, the fluids are composed of solvent and polymers. For melt polymer, it
only consists of polymers. Below, we shall discuss the latter case. But the theory can
be extended to fluids with polymer and solvent.

2. The microscopic analysis is a probability distribution analysis for polymer chains
inside a small box x+dx. Inside the box, a polymer chain is modeled by a dumbbell,
which consists of two beads connected by a spring. The beads have mass m and
positions r1 and r2. Here, r represents a relative position vector inside the box x+dx
with respective to x. We call the configuration space of r at x a Fibre space Fx. In the
present case, Fx = R3.

3. We assume the microscopic fluid inside the box follows the macroscopic fluid. Thus,
the fluid velocity at r in Fx is

v(t,x)+∇v(t,x)r = v+Lr.

1This part of note is mainly from Chapter 6 of Yn-Hwang Lin with some corrections, Polymer Viscoelas-
ticity, 2nd ed. Another nice reference is the book of Doi and Edwards.

https://polymerdatabase.com/polymer%20physics/Maxwell-Kelvin.html
https://polymerdatabase.com/polymer%20physics/Maxwell-Kelvin.html
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4. The interaction between the two beads is governed by a spring potential Φ(r1,r2),
which is assumed to be a central potential (i.e. Φ(|r1 − r2|)). For example, the
Hookean potential is

Φ =
3kT
2R2 |r2 − r1|2,

where R2 denotes the mean-square distance between the two beads. The forces on
bead 1 and bead 2 respectively are

−∂Φ

∂r1
= F, −∂Φ

∂r2
=−F.

5. In addition, the beads are exerted by random forces from surroundings. Thus, r1 and
r2 are random variables. It is assumed that these two random forces are independent.

6. Let Ξ(t,x,r1,r2) be the probability density function (pdf) of the dumbbells. Let rc :=
(r1+r2)/2 and r = (r2−r1)/2. Then the random variables rc and r are independent.
This implies that the probability density function Ξ is separable. Namely,

Ξ(t,x,r1,r2)dr1 dr2 = φ(t,x,rc) f (t,x,r)23drc dr.

Here, φ(t,x,rc) is the pdf of the centers of dumbbells, and f (t,x,r) is the pdf of
random variable r.

17.3.2 Smoluchowski equation
1. Dynamics of the dumbbell. From the above two forces, the beads satisfy the Langevin

equations:

m(ṙi −vi)
·+ζ (ṙi −vi) =−∇riΦ+α

dBi

dt
, i = 1,2.

Here, vi = v(t,x)+Lri are the background flow velocity of the beads. Assuming
small inertia, we thus neglect the inertia term and get the equation, called the damped
Langevin equation

ζ (ṙi −vi) =−∇riΦ+α
dBi

dt
, i = 1,2. (17.1)

Here, ζ is the damping coefficient, Bi are two independent Brownian motions. By the
fluctuation-dissipation theory, the random force and the friction are balanced. This
gives

α
2 = 2ζ kBT,

where kB is the Boltzmann constant and T is the temperature. Note that in this
damped dynamics of the dumbbell, it only involves damping, a central forcing and a
random forcing.
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2. Let r :=(r2−r1)/2 and rc :=(r1+r2)/2. Assuming f and Φ are functions of r = |r|,
we then get that the above two equations are equivalent to ṙ = Lr+ F

ζ
+
√

2kBT
ζ

dB
dt ,

ṙc = v+Lrc +
√

2kBT
ζ

dBc
dt ,

(17.2)

where B and Bc are two independent Brownian motions. Note that the center of
mass follows the fluid flow without the internal forcing because the central forces are
cancelled at the center of mass.

3. With the diffusion term in (17.2), the polymer particles will diffuse from higher con-
centration region to lower concentration region. According to Fick’s law, the diffu-
sion velocity is 2

−kBT
ζ

∇ f
f
.

Thus, the flux velocities of rc and r are{
ṙc, f = v+Lrc − kBT

ζ

∇rcφ

φ

ṙ f = Lr− 1
ζ

∇rΦ− kBT
ζ

∇r f
f .

(17.3)

4. From the conservation of polymer particles, the equation for the pdf Ξ is governed
by:

Ξ̇+∂r1 · (ṙ1, f Ξ)+∂r2 · (ṙ2, f Ξ) = 0.

By changing variables from (r1,r2) to (rc,r), we get

Ξ̇ =−∂r1 · (ṙ1, f Ξ)−∂r2 · (ṙ2, f Ξ)

=−∂rc ·
(
ṙc, f Ξ

)
−∂r · (ṙ f Ξ).

Recall Ξ is separable: Ξ = φ(t,x,rc) f (t,x,r). We obtain

(φ(rc) f (r))· =−∂rc · (ṙc, f φ(rc) f (r))−∂r · (ṙ f φ(rc) f (r))

⇒ φ̇ f +φ ḟ =−∂rc · (ṙc, f φ) f −∂r · (ṙ f f )φ .

⇒
(
φ̇ +∂rc · (ṙc, f φ)

)
f +
(

ḟ +∂r · (ṙ f f )
)

φ = 0.

By separating the variables rc and r, we get{
φ̇ +∂rc · (ṙc, f φ) = 0,
ḟ +∂r · (ṙ f f ) = 0. (17.4)

2The diffusion coefficient D = kBT/ζ can also be obtained from equilibrium state where the drift and
diffusion are balanced and the distribution f obey the Gibbs distribution.
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5. To derive the equation for φ , we plug (17.3) into the conservation laws (17.4) to get

∂rc ·
(
ṙc, f φ

)
= ∂rc ·

((
v+Lrc −

kBT
ζ

∂rcφ

φ

)
φ

)
= (∇x ·v)φ − kBT

ζ
∂

2
rc

φ .

Thus, from (17.4), the equation for φ is

(∂t +v ·∇x)φ +(∇x ·v)φ − kBT
ζ

∂
2
rc

φ = 0. (17.5)

This is the Smoluchowski equation for rc. Note that the time derivative “dot” is the
material derivative ∂t +v ·∇x. Let us integrate this equation in rc over the whole Fx,
call

∫
φ(t,x,rc)drc by n(t,x), which is the number of polymer particles in x+ dx.

Then the equation for n(t,x,rc) is

∂tn+v ·∇xn+(∇x ·v)n = 0.

This is the continuity equation for the polymer density ρ := mn(t,x,r).

6. To derive an equation for f (t,x,r), using (17.3), we get

∂r · (ṙ f f ) = ∂r ·
(

Lr f +
F
ζ

f − kT
ζ

∂r f
)
.

Plug it into (17.4), we arrive at

∂t f +v ·∂x f +∂r · (Lr f ) = ∂r ·
(
−F

ζ
f +

kT
ζ

∂r f
)
. (17.6)

This is called the Smoluchowski equation for r. 3

17.3.3 Constitutive relation – Kramers formula
Constitutive Equation We shall derive a stress formula for the dumbbell model.

3If we define r = r2 − r1, then we should get

∂t f +v ·∂x f +∂r · (Lr f ) = ∂r ·
(
−2F

ζ
f +

2kT
ζ

∂r f
)
.
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Figure 17.3: Copied from the book by Yn-Hwang Lin, Polymer Viscoelasticity.

1. We consider a plane dA ⊂ Fx through x with normal ν pointing from − side to +
side. The polymer stress σ p contains two parts:

• σ c
p ·ν : the tensile force from spring-connector;

• σb
p ·ν : bead momentum across the surface.

2. Stress from spring-connector: We consider a box x + dx which has n polymer
particles. Assuming they are uniformly distributed in the box. 4 Then, the side
length of the cube is n−1/3 and the cross-section dA = n−2/3. The probability that
the dumbbell with direction r will cross the plane dA is

Projection of r along ν

side length
=

|ν · r|
n−1/3 .

If the distribution of configuration r is f (t,x,r), then the above probability should be

|ν · r|
n−1/3 f (t,x,r)dr.

Now, suppose bead 2 is on (+) side. That is, r is on the same side of ν . In this case,
|ν · r| = ν · r. The force on bead 2 is −F. The force exerted on the (+) side by the
spring is +F. Next, suppose bead 1 is on (+) side. That is, r is on the opposite side
of ν . In this case, |ν · r| = −ν · r. The force on bead 1 is F. Thus, the force exerted
on the (+) side from the spring is −F. In both cases, the force exerted on the (+)
side from dumbbell connectors is

n1/3
∫

ν · rF f (t,r)dr.

4This argument may not need. We can still use the pdf φ for the center-of-mass to argue the whole thing.
The pdf φ is a Gaussian distribution.
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Dividing this by the area dA = n−2/3, we get the tensile force per unit area is

nν ·
∫

rF f (t,r)dr = n⟨rF⟩.

Thus,
σ

c
p = n⟨rF⟩.

3. Stress from momenta of dumbbell beads: The number of bead 1 passing through
a surface dA with normal ν per unit time and per unit area is

n(ṙ1 −v1) ·ν

The momenta that bead 1 carries is

n[(ṙ1 −v1) ·ν ]m(ṙ1 −v1).

The probability distribution of ṙ1 −v1 is a Gaussian

Ξ(ξ 1) =
exp
(
−m|ξ 1|2/2kT

)∫∫
exp(−m|ξ 1|2/2kT )

, ξ 1 := ṙ1 −v1.

because

ṙ1 −v1 =
2kT

ζ

dB1

dt
,

where B1 is the Brownian motion. The expectation of momentum flux is

nm
∫
[(ṙ1 −v1)(ṙ1 −v1) ·ν ]Ξ(ṙ1)dṙ1.

For the stress from momentum flux of bead 2, we can get similar formula. Thus, the
material responses to the momentum change is

σ
b
p =−2n

∫∫
[m((ṙ1 −v1)(ṙ1 −v1)]Ξ(ṙ1)dṙ1 =−2nkT I.

4. Kramers formula for polymeric stress: Combining the formulae of σ c
p and σb

p, we
get

σ p =−2nkT I +n⟨rF⟩. (17.7)

This is called the Kramers formula for the stress.
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5. Remark. In the next section, we shall derive the Kramers formula from micro dy-
namics. There, the Kramers formula reads σ p = −nkT I + n⟨rF⟩. The discrepancy
is due to the following reason. Here, σb

p counts the randomness contribution from
both bead 1 and bead 2, equivalently, randomness of r and rc. In the next section,
we treat r as a random variable in an abstract Configuration space Fx, and thus ne-
glect the contribution of randomness of the centra rc. In fact, we should put in the
contribution of momentum change from the center-of-mass, or treat such kinds of
contribution in abstract way.

The second moment or the conformation tensor For the Hookean potential, the force
is

F =
3kT
R2 r,

the Kramers formula (17.7) involves to compute ⟨rr⟩. This quantity is called the confor-
mation tensor. We shall use the Smoluchowski equation to derive an evolution equation for
the conformation tensor.

1. Define the conformation tensor c to be the second moment ⟨rr⟩

c(t,x) := ⟨rr⟩(t,x) :=
∫

rr f (t,x,r)dr.

2. Derive an evolution equation for the conformation tensor c. We multiply (17.6) by
M := rr, then integrate it in r:∫

rr [∂t f +v ·∂x f +∂r · (Lr f )] dr =
∫

rr
[

∂r ·
(
−F

ζ
f +

kT
ζ

∂r f
)]

dr (17.8)

We use the following calculations:∫
rr∂t f dr = ∂t⟨rr⟩∫
rr(v ·∇x f )dr = v ·∇x⟨rr⟩∫
rr∇r(Lr f )dr =−L⟨rr⟩−⟨rr⟩LT

∫
rr∇r ·

(
1
ζ

∇rΦ f
)

dr =− 2
ζ
⟨(∇rΦ)r⟩∫

rr∇r ·
(

kBT
ζ

∇r f
)

dr =
2kBT

ζ
I,
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where the third equation in component form is∫
rir j∂rk(L

k
l rl f )dr =−

∫ (
δikr jLk

l rl f +δkJriLk
l rl f

)
dr

=−
∫ (

Li
lrlr j f +L j

l rirl f
)

dr

Finally, equation (17.8) reads

∂t⟨rr⟩+v ·∂x⟨rr⟩− (∇v) · ⟨rr⟩−⟨rr⟩ · (∇v)T =
2kT

ζ

(
I − 3

R2 ⟨rr⟩
)
.

In terms of the conformation tensor, it is

c(1) := ∂tc+v ·∂xc− (∇v) · c− c · (∇v)T =
2kT

ζ

(
I − 3

R2 c
)
. (17.9)

Here, we abbreviate the left-hand side of (17.9) by c(1), called the upper convected
derivative of the tensor c. Mathematically, it is the Lie derivative of the tensor c. It
is nothing but the time-derivative of the tensor c with fixed Lagrangian coordinate X .
Thus, this evolution equation is a relaxation equation for c. It will relax to 4kT

ζ
I as

t → ∞, due to the damping, spring forcing and random forcing.

3. Kramers formula in terms of c. From (17.7), we can express σ p in terms of c:

σ p =−2nkT I +
3nkT

R2 c. (17.10)

The first term is from the random forcing to the two beads. The second is from the
connecting force between the two beads, which is deterministic. We can also express
it as

σ p =−nkT I + τ p, τ p =−nkT I +
3nkT

R2 c.

The first term is from the random forcing to the center-of-mass of the dumbbell,
whereas the second term is from the spring, which is also random.

Pressure and extra stress Sometimes, we separate pressure from the total stress. The
pressure is the stress at equilibrium. The rest is called an extra stress. 5

5It is not necessary to separate pressure from the stress. In fluids, the extra stress is only a function of
deviatoric strain. In that case, such decomposition is necessary. Such extra stress is also called the deviatoric
stress. In fluids, the trace of the deviatoric stress is zero.
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1. The polymer stress σ p can be decomposed into

σ p =−ppI + τ p,

where −ppI is the stress at equilibrium, and τ p is the extra stress.

2. The equilibrium is the state where ∇v = 0. At equilibrium, c(1) = 0, we obtain

ceq =
R2

3
I. (17.11)

Thus,

σ p,eq :=−ppI =−2nkT I +
3nkT

R2 ceq =−nkT I.

Hence,
pp = nkT.

And the polymeric extra stress is

τ p = σ p + ppI =−nkT I +
3nkT

R2 c. (17.12)

This is the Kramers formula for the extra stress.

Evolution equation for the extra stress Let us take the upper convected derivative on
(17.12) to get

τ p(1) =
3nkT

R2 c(1)−nkT I(1) (17.13)

Note that

−I(1) = (∂t +v ·∇)(−I)+(∇v)I + I(∇v)T = ∇v+(∇v)T := ε̇.

By eliminating c(1) from (17.13) and (17.9), we get

sτ p(1)+ τ p = ηpε̇, (17.14)

where

s =
ζ R2

12kT
, ηp = nkT s. (17.15)

It means that the stress will relax to the strain rate ε̇ with relaxation time s. Here, ηp is the
polymer viscosity.
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17.4 Micro Model
Fibre space We introduce a fibre space Fx which describes all possible micro configura-
tions at a position x. The element in the fiber space is denoted by r. It represents a micro
structure at x. For instance, it is the generalized coordinate of a polymer. In the dumbbell
model, the polymer is modeled by a dumbbell with two beads connected by a spring. And
r represents the end-to-end vector of the dumbbell. The fibre bundle ∪x∈ΩFx forms the
configuration space.

Fibre Dynamics We associate r a potential function Φ(r), representing interaction po-
tential of polymers. For instance,

Φ(r) =
3kBT
2R2 |r|2

is the Hookean model, where R2 is the mean square distance of the dumbbell. In this micro
configuration space, r satisfies the Langevin equation:

mr̈+ζ ṙ+∇rΦ = α
dB
dt

.

Here, m is the mass, ζ is the damping coefficient, B is the Brownian motion, and α is the
strength of the random force. According to the fluctuation-dissipation theorem, the strength
of the random force and the friction are balanced. This gives

α
2 = 2ζ kBT,

where kB is the Boltzmann constant and T is the temperature. In the small inertia limit (i.e.
mr̈ is small), this equation is reduced to the damped Langevin equation:

dr =− 1
ζ

∇rΦ(r)dt +

√
2kBT

ζ
dB. (17.16)

This stochastic differential equation models the fiber dynamics.

Microscopic pdf and its dynamics The microscopic state is described by a probability
distribution function (pdf) f (t,r) of the random variable r(t) of (17.16). 6 By applying
Ito’s formula to (17.16), the pdf f satisfies the Fokker-Planck equation:

ḟ +∇r · [−
1
ζ
(∇rΦ) f ] =

kBT
ζ

△r f . (17.17)

6 f (t,r)dr is the probability that r(t) of (17.16) lies in rdr.
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This is also known as the Kolmogorov forward equation. Its derivation is shown in the
Appendix. Note that

∫
f dr = const. We also note that this equation can be written as the

following conservative transport equation

ḟ +∇r · (v f f ) = 0, (17.18)

where

v f :=− 1
ζ

(
∇rΦ+ kBT

∇r f
f

)
=− 1

ζ
∇r (Φ+ kBT ln f ) . (17.19)

The first term −∇rΦ is called the drift velocity, while the second term −kBT ∇r f
f is called

the diffusion velocity. The dynamics of the particle is a competition between the drift and
the diffusion.

Free energy Let us define the Helmholtz free energy density

A( f ) := Φ f + kBT f ln f ,

the specific Helmholtz energy (per unit mass)

A ( f ) =
∫

A( f )dr,

and the chemical potential

µ :=
δA

δ f
= A f = kBT (ln f +1)+Φ.

Then the flux velocity v f is

v f :=− 1
ζ

∇rµ =− 1
ζ

∇rA f . (17.20)

Dissipation of free energy By multiplying the Fokker-Planck equation (17.18) (17.20)
by A f

A f ·
(

ḟ −∇r ·
(

f
1
ζ

∇rA f

)
= 0
)

then integrating in r over the fibre space,∫
A f ḟ − 1

ζ
A f ∇r ·

(
f ∇rA f

)
dr = 0.

Using integration-by-part, one can show that the dynamics (17.17) is a dissipation process:

d
dt

∫
A( f )dr =− 1

ζ

∫
f |∇rA f |2 dr =− 1

ζ

∫
f |µ|2 dr < 0,

which means that the free energy decreases in time, and dissipates to 0 as t → ∞. As t → ∞,
f → feq. The state feq is called an equilibrium state.
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Equilibrium distribution At equilibrium, A( feq) = 0, that is

kBT feq ln feq +Φ feq = 0.

Solving this equation, we get an explicit form of feq:

feq(r) =C−1 exp(−Φ(r)/kBT ) .

where C is a normalization constant. C =
∫

exp(−Φ(r)/kBT ) dr.

Theorem 17.16. When Φ is strictly convex and Φ(r) → ∞ as r → ∞, then f (t) → feq as
t → ∞ exponentially fast.

At equilibrium, it is a state that the diffusion of r is balanced with the drift term ∇Φ.
The pdf feq is called the Gibbs distribution.

17.5 Micro-Macro model

17.5.1 Smoluchowski equation
Configuration Space and Fibre bundle Consider a region Ω in R3 and a fiber bundle
with base space Ω. The fiber represents some micro configuration. The micro variable is
denoted by r at time t and by R at time 0.

Deformation of micro configuration As the micro dynamics is embedded in a macro
flow, it is assumed that the dynamics of the micro configuration follows the macroscopic
deformation. That is,

r = FR =
∂xi

∂Xα
(t,X)Rα . (17.21)

Here, R is the Lagrangian coordinate of the micro state variable. The volume form of the
microscopic space satisfies

dr = JdR.

Probability distribution function The dynamics of the micro structure is described by
(17.16).

ṙ = Lr− 1
ζ

∇rΦ(r)+

√
2kBT

ζ

dB
dt

. (17.22)

We assume that the microscopic random variable r is independent of the macroscopic vari-
able x. This implies that the probability distribution function (pdf) of the polymer at x+dx
is

np(t,x)dx f (t,x,r)dr,



262 CHAPTER 17. VISCOELASTICITY

where np is the number of polymers in x+dx and f (t,x,r) is the microscopic probability
density function for r with

∫
f dr = 1. The polymer density is

ρp(t,x) = mnp(t,x), m is the polymer mass.

Smoluchowski equation The Fokker-Planck equation (or the Kolmogorov forward equa-
tion) for the p.d.f. f (t,x,r) corresponding to the dynamics (17.22) in the background flow
v(t,x) is modified from (17.17). It is

∂t f +v ·∇x f +∇r · (Lr f ) = ∇r ·
1
ζ
[(∇rΦ) f + kBT ∇r f ]. (17.23)

This equation is also called the Smoluchowski equation. This equation describes the dy-
namics of spatial dependent micro configuration. This micro dynamics depends on the
macro fluid dynamics, which will be derived by variational approach below.

17.5.2 Derivation of stress from kinetic dynamics – Lagrangian ap-
proach

The trajectory of a parcel of polymer with initial position (X ,R) is (x(t,X),r(t,X ,R)),
where r(t,X ,R) = F(t,X)R. The equation of motion of polymers will be derived by taking
variation of action with respect to the path x. The action is defined to be

S[x] = K [x]−U [x],

K [x] :=
∫ t

0

∫
ρ(t,x)

1
2
|v(t,x)|2 dxdt

A [x] :=
∫ t

0

∫∫
ρ(t,x)A( f (t,x,r))drdxdt,

U [x] := T S[x]+A [x]

• Note that we assume the system is adiabatic. That is, S[x(t,X)] is constant along
a flow path. In the variation velow, the term T S makes no contribution. Thus, the
variation of T −U is the same as that of T −A .

• Another case is that if we consider the isothermal case. In this case, we use Helmholtz
free energy. The temperature of fluid parcel remains constant during fluid motion.

We take variation of S with respect to flow path x(·). We claim that the corresponding
Euler-Lagrange equation (i.e. δS[x] = 0) has the form

ρ(∂tv+v ·∇v) = ∇x ·σ , (17.24)
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where σ is given by

σ
i j = ρ

∫
r j(∂riA f ) f dr (17.25)

We show this result in the following calculations.

1. We denote the variation of the flow map x by x̊. 7 The variation of kinetic energy
with respect to the flow path x is

δK [x] =−
∫ T

0

∫
ρ0(X)ẍ(X , t) · x̊dX dt.

Here, we have taken integration by part for the t-integration and used x̊(0) = x̊(T ) =
0.

2. Next, we compute f̊ . Note that the variation of F is F̊ , which is ∂ x̊
∂X . From r = FR,

we get the variation of dynamic variable r(t) satisfying

r̊ = F̊R = F̊F−1r.

Conservation of micro particles reads

f̊ +∇r · (r̊ f ) = 0. (17.26)

Combine these two formulae, the variation of f satisfies

f̊ =−∇r ·
(
F̊F−1r f

)
.

3. Let us compute the variation of the Helmholtz energy

A [x] =
∫ T

0

∫
Ω

∫
R3

ρ(t,x)A( f (t,x,r))drdxdt

=
∫ T

0

∫
Ω0

ρ0(X)
∫
R3

A( f (t,x(t,X),r))drdX dt.

Here, we have used dx = JdX and ρJ = ρ0. We take variation of A with respect to

7Suppose x(·) is perturbed by an one-parameter family of path xε(t). Then ẋ denotes the time derivative,
while x̊ denotes the derivative with respective to ε . In our earlier notation, x̊(t) = δx(t).
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the flow map x(·):

δA [x] =
∫∫

ρ0(X)δ
∫

A( f )drdX dt

=
∫∫

ρ0(X)

(∫
A f f̊ dr

)
dX dt

=−
∫∫

ρ0(X)

(∫
A f ∇r · (F̊F−1r f )dr

)
dX dt

=
∫∫

ρ0(X)

(∫ (
∇rA f

)
· (F̊F−1r f )dr

)
dX dt

=
∫∫

ρ0(X)

(∫ (
∇rA f

)
· ( ∂ x̊

∂X
F−1r f )dr

)
dX dt

=−
∫∫ [

∇X ·
(

ρ0(X)
∫
(∇rA f )(F−1r f )dr

)]
· x̊dX dt

Thus,
δA

δx
=−∇X ·P,

where

P(t,X) := ρ0(X)
∫
(∇rA f )F−1r f dr = ρ0(X)

∫
(∇rA f )R f JdR,

Pi
β
= ρ0

∫
∂riA f Rβ f JdR,

and f is evaluated at (t,x(t,X),F(t,X)R). This is the Kramers formula for the Piola
stress.

4. The Euler-Lagrange equation is

ρ0(X)ẍ−∇X ·P = 0 (in Lagrangian coordinate)
ρ v̇−∇x ·σ = 0 (in Eulerian coordinate)

where

σ := J−1PFT = J−1Pi
β

F j
β

= J−1
ρ0

∫
(∂riA f )Rβ f JdRF j

β

= ρ

∫
(∂riA f )F

j
β

Rβ f JdR

= ρ

∫
(∂riA f )r j f dr.
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σ
i j = ρ

∫
r j(∂riA f ) f dr (17.27)

This formula is called the Irving-Kirkwood formula or the Kramers formula for the
Cauchy stress.

Remarks

• When A( f ) = Φ(r) f + kBT f ln f ,

A f = Φ+ kBT (ln f +1),

and

σ
i j = ρ

∫
r j

∂ri [Φ(r)+T kB(ln f +1)] f dr

= ρ

∫ (
r j

Φri f +T kBr j fri
)

dr

= ρ

∫ (
r j

Φri f −T kBδ
i j f
)

dr

= ρ⟨(∂riΦ)r j⟩−ρT kBδ
i j

Thus,

σ = ρ⟨(∇rΦ)⊗ r⟩−ρkBT I, (17.28)

where

⟨∇rΦ⊗ r⟩ :=
∫
(r j

∂riΦ(r)) f (r)dr.

• The term −ρkBT I is due to the term kBT f ln f in the free energy A( f ). It is the
energy from random motion of r(t). It creates this isotropic stress, which we may
classify it as a pressure.

• At equilibrium, that is, the right-hand side of (17.23) is zero. In this case, we may
show that the resulting stress is isotropic. This is the static pressure term. However,
it is not necessary to decompose the polymeric stress into isotropic part and extra
stress, unless the latter depends only on the deviatoric strain.

• When Φ(r) is a central-force potential, that is, Φ(r) = Φ̄(|r|), then σ is symmetric.
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17.5.3 Derivation of stress from kinetic dynamics – Eulerian approach
This variational approach is taken in the Eulerian frame of reference. The variations of
paths cause constraints on the density and the pdf f . Such constrained variation is called
dynamically accessible variation.

1. Let f (t,x,r) be the p.d.f. of polymer particles per unit mass. ρ(t,x) f (t,x,r) be the
p.d.f. of polymer particles per unit volume. Define the specific Helmholtz energy to
be

Ā[ f ](t,x) =
∫

A( f )dr, A( f ) = Φ(r) f (t,x,r)+ kBT f ln f ,

The term Φ(r) f (t,x,r) represents the internal energy. The term −kBT f ln f is the
energy due to the randomness of the polymer particles at temperature T . The internal
energy is

Ū = Ā+T S[x].

2. Define the action

S[ρ, f ,v] :=
∫ t1

t0

∫ (1
2

ρ|v|2 −ρŪ [ f ]
)

dxdt.

??? Note that the variation of the term T S is zero under the adiabatic assumption
or isothermal assumption. Thus, we shall only consider the variation of the kinetic
energy and the Helmholtz energy.

3. Given a flow map x(t,X), which is the integral curve of the vector field v(t,x), and
given a pseudo-velocity field w(t,x), we consider the following one-parameter family
of flow maps xs(t,X) satisfying

∂sxs(t,X) = w(s,xs(t,X)), x0(t,X) = x(t,X).

This is a perturbation of x(t,X) in direction w(t,X).

4. Let f s(t,x,r) be defined such that its pullback by the flow xs(t, ·) is f0(X ,R), where

x = xs(t,X),
∂xs(t,X)

∂X
R = r.

From conservations of polymer particles in macro and micro scales, ρs and f s satisfy

∂sρ
s +∇x · (wρ

s) = 0, (17.29)

∂s f s +w ·∇x f s +∇r · ((∇xw)r f s) = 0. (17.30)
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The second equation is from

f̊ +∇r · (r̊ f ) = 0,

and r = FR,
r̊ = F̊F−1r = ∇xwr.

The term ∂sρ
s and ∂s f s are the dynamically accessible variations δρ and δ f .

5. Now we take variation of A with respect to v in direction w with ρ and f satisfying
the constraints (17.29),(17.30).

δ

∫
ρ(t,x)

(∫
A( f (t,x,r))dr

)
dx =

∫
(δρ)Ādx+

∫
ρ(δ Ā)dx = I + II.

I =
∫

δρĀdx =−
∫
(∇x · (ρw))Ādx =

∫
ρ∇xĀ ·wdx.

II =
∫

ρ(δ Ā)dx =
∫

ρ
δ Ā
δ f

·δ f dx

=
∫

ρ

∫
A f [−w ·∇x f −∇r · ((∇xw)r f )] drdx

=
∫

ρ

[
−
∫

A f ∇x f dr ·w+
∫
(∇rA f ) · (∇xw)r f dr

]
dx

=−
∫

ρ∇x

(∫
Adr

)
·wdx−

∫
∇x

[
ρ

∫
(∇rA f )r f dr

]
·wdx

Here, ∫
dxρ

∫
dr
(
−A f ∂ri(∂x jwir j)

)
=−

∫
dx∂x j

(
ρ

∫
dr(∂riA f )r jwi

)
,

and the term
∇xĀ = ∇x

∫
A(r, f (t,x,r))dr =

∫
A f ∇x f dr.

We obtain

δ

∫ t1

t0

∫
ρĀ[ f ]dxdt =−

∫ t1

t0

∫
∇x ·

[
ρ

∫
(∇rA f )r f dr

]
·wdxdt

=−
∫ t1

t0

∫
∇x ·σ ·wdxdt

where
σ = ρ

∫
(∇rA f )r f dr. (17.31)
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6. Thus, the Euler-Lagrange equation is

ρ(∂t +v ·∇v) = ∇ ·σ

Formula (17.31) is called the Kramers formula, or the Irving-Kirkwood formula, or
the virial stress.

17.5.4 The full set of micro-macro equations

Compressible Viscoelastic flow The full set of micro-macro model for polymeric fluid
flow is a differential-integral equation. They include the macroscopic equations

∂tρ +∇x · (ρv) = 0. (17.32)

ρ (∂tv+v∇xv) = ∇x ·σ , (17.33)

the microscopic equation

∂t f +v ·∇x f +∇r · (∇vr f ) = ∇r ·
1
ζ
[(∇rΦ) f + kBT ∇r f ]. (17.34)

and the coupling between micro and macro dynamics is through

σ =−ρkBT I +ρ⟨r∇rΦ⟩, where ⟨(·)⟩ :=
∫
(·) f dr. (17.35)

Incompressible viscoelastic flow 8 In this model, we assume the polymer is in a sol-
vent which is a Newtonian flow with viscosity η . The incompressibility introduces the
Lagrangian multiplier p. The model reads

ρ (∂tv+v ·∇v)+∇p = η △v+∇ · τ
∇ ·v = 0
τ = np (−kT I +E[rt ⊗F(rt)])

drt +v ·∇xrt dt =
(
(∇xv)rt − 2

ζ
F(rt)

)
dt +

√
4kT

ζ
dWt

(17.36)

Here np is the polymer concentration, which is constant in this model. The density is
assumed to be a constant. Otherwise, we should add the continuity and treat ρ as an
unknown.

8Ref. C. Le Bris, T. Lelièvre, Micro-macro models for viscoelastic fluids: modelling, mathematics and
numerics.
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The non-dimensional model is
Re(∂tv+v ·∇v)+∇p = (1− ε)△v+∇ · τ
∇ ·v = 0
τ = ε

We (−kT I +E[rt ⊗F(rt)])

drt +v ·∇xrt dt =
(
(∇xv)rt − 1

2WeF(rt)
)

dt + 1√
We

dWt

(17.37)

The parameters are

Re =
ρUL

η
, We =

λU
L

, ε =
ηp

η

where Re is the Renolds number and We is the Weisenberg number,

• L =
√

kT
H the characteristic length scale

• λ = ζ

4H the relaxation time for polymer chain,

• ηp = npkT λ the polymer viscosity

• H the Hookean parameter with V = 1
2H|r|2

• F(r) = r in non-dimensional Hookean model.

The stochastic equation is equivalent to the Fokker-Planck equation. Thus, alternative equa-
tions are

Re(∂tv+v ·∇v)+∇p = (1− ε)△v+∇ · τ
∇ ·v = 0
τ = ε

We (−I +
∫
(rt ⊗F(rt)) f dr)

∂t f +v ·∇x f +∇r · ((∇xv)r f ) = ∇r ·
( 1

2WeF(r) f
)
+ 1

2We △r f .

(17.38)

Energy dissipation The dissipation of energy is

d
dt

∫
Ω

[
1
2

ρv2 +

(∫
R3

σ2

2
f ln f +Φ f dr

)]
dx

=−
∫

Ω

∫
R3

f |∇rµ|2 drdx ≤ 0.

17.6 Macro models – moment expansion
The above micro-macro model is still difficult to solve because f (t,x,r) involves 7 vari-
ables. Instead, a macroscopic average over the microscopic equation is introduced. To
compute the stress, we need to find ⟨r∇rΦ(r)⟩. The simplest case is Φ is quadratic. This
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leads to compute ⟨rr⟩, the second moment of the pdf f (t,x,r), called the conformation
tensor. We will discuss below. In general, we will have moment expansion for Φ and result
in moment equations from the Smoluchowski equations. A closure problem is encountered
in general. We will leave such theory in the theory of liquid crystals in later chapter. 9

Conformation tensor Let us define the conformation tensor as

c :=
∫

rr f (t,x,r)dr := ⟨rr⟩.

It represents the second moment of the micro configuration of the polymeric structure. By
Taking

∫
rr(17.23)dr, we obtain

ct +v ·∇xc− (∇v) · c− c · (∇v)T =
1
ζ
[2kBT I −2⟨(∇rΦ)r⟩] . (17.39)

In the above formula, we have used the following calculations:∫
rr∂t f dr = ∂t⟨rr⟩∫
rr(v ·∇x f )dr = v ·∇x⟨rr⟩∫
rr∇r · (∇xvr f )dr =−∇xv · ⟨rr⟩−⟨rr⟩ · (∇xv)T

∫
rr∇r ·

(
1
ζ

∇rΦ f
)

dr =− 2
ζ
⟨(∇rΦ)r⟩∫

rr∇r ·
(

kBT
ζ

∇r f
)

dr =
2kBT

ζ
I.

In component form, the third equation is∫
rir j∂rk(L

k
l rl f )dr =−

∫ (
δikr jLk

l rl f +δkJriLk
l rl f

)
dr

=−
∫ (

Li
lrlr j f +L j

l rirl f
)

dr

=−Lc− cLT .

9Wiki, Sir Sam Edwards, “Edwards worked in the theoretical study of complex materials, such as poly-
mers, gels, colloids and similar systems. His seminal paper[2] came in 1965 which ”in one stroke founded
the modern quantitative understanding of polymer matter.”[1] Pierre-Gilles de Gennes notably extended Ed-
wards’s 1965 seminal work, ultimately leading to de Gennes’s 1991 Nobel Prize in Physics. The Doi-Edwards
theory of polymer melt viscoelasticity originated from an initial publication of Edwards in 1967,[3] was ex-
panded upon by de Gennes in 1971, and was subsequently formalized through a series of publications between
Edwards and Masao Doi in the late 1970s”
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We abbreviate (17.39) by

c(1) =
2kBT

ζ
I − 2

ζ
⟨(∇rΦ)r⟩. (17.40)

where the notation
c(1) := ct +v ·∇xc− (∇v) · c− c · (∇v)T ,

is called the upper-convected derivative of the tensor c. It is indeed the Lie derivative of the
tensor c.

Hookean potential From Φ(r) = 3kBT |r|2/2R2, we obtain

⟨(∇rΦ)r⟩= 3kBT
R2 c.

Plug this into (17.40) and (17.35), we obtain the evolution equation of the conformation
tensor c:

c(1) =
2kBT

ζ

(
I − 3

R2 c
)
. (17.41)

The Kramers formula for the Hookean potential is

σ =−ρkBT I +ρ
3kBT

R2 c. (17.42)

We can eliminate c to get an evolution equation for σ :

σ (1) =−ρkBT I(1)+ρ
3kBT

R2 c(1)

= ρkBT (∇v+(∇v)T )+ρ
3kBT

R2
2kBT

ζ

(
I − 3

R2 c
)

= ρkBT (∇v+(∇v)T )− 6kBT
R2ζ

σ .

This is the evolution equation for σ . It is precisely the Maxwell model.

17.7 Non-isothermal Viscoelasticity
The internal energy consists of heat and work:

dU = dQ+dW = ΘdS+dW,
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where Θ is the temperature and S the entropy. We assume the energy input from external
world is

dQ = cdΘ

Here, c is heat capacity. Then we have

ΘdS = cdΘ

This leads to

Θ = exp
(

S−S0

c

)
.

Appendix: Kolmogorov forward equation
Suppose Xt is a time-dependent random variable satisfying

dXt = a(t,Xt)dt +b(t,Xt)dB

Here, B is a Brownian motion.



Chapter 18

Two Phase Flows

18.1 Two-fluid model

18.1.1 Inviscid flows
Consider two simple fluids occupied region Ωi, i = 1,2 connected by an interface Γt . In
Ωi, the fluid is governed by{

∇ ·vi = 0
ρi(∂tvi +vi ·∇vi)+∇pi = 0 in Ωi

Here, we assume that the ρi are constants. On the boundary Γt , the divergence free condi-
tion (∇ ·vi = 0) leads to

[v] ·ν = 0 on Γt ,

where [v] := v2−v1 and ν is the normal of Γt . This implies that the motion of the interface,
which can be characterized by its normal velocity vn = vnν , satifies

vn = v1 ·ν = v2 ·ν .

For force balance on the interface, we have

[p]ν = σ ·ν

where σ is the stress on the surface. If the surface is infinitesimal thin, then σ = σHν ⊗ν .
Here, H is the mean curvature of the surface.

Given vn, we can solve (vi, pi) on domains Ωi with boundary conditions: vi · ν = vn
on the boundary ∂Ωi. On the interface Γt , we need two conditions to move the interface.
The interface normal velocity vn in turn, is determined by the other interface condition:
[p] = σH.

273
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18.1.2 Viscous flows
Now we consider two viscous flows occupy two domains Ωi and is connected by an inter-
face Γt . The governed equations in each region Ωi are the Navier-Stokes equation:{

∇ ·vi = 0
ρi(∂tvi +vi ·∇vi)+∇pi = ∇ ·µi∇vi.

in Ωi

On the boundary Γt , due to viscosity, we should impose the condition

[v] = 0.

This leads to
v1 = v2 = v,

where v is the surface velocity. From momentum equation, the surface force due to an
elastic material on Γt is σHν (assume the elastic material is inviscid), σ is the surface
tension and H is the mean curvature of the surface. Let τ i := µi∇vi − piI be the stress
tensor of the fluid i in region Ωi. Then the force balance law on the interface is

[τ] ·ν = σHν .

If v is given, then the condition vi = v and N-S equation can determine the flow in Ωi.
On the other hand, there are three conditions in [τ] ·ν = σHν to determine the interfacial
velocity v.

18.2 Phase field models based on labeled order parameter
– Allan-Cahn Model

18.2.1 Order parameter and free energy
In fluid system, we may encounter two different kinds of fluids in a fluid system. For
example, oil and water, water and gas, or even have more compositions. We may use a
label function to indicate which material it is at a position x. Such a label function is
called order parameter in physics literature. For instance, in a water-oil system, we may
use φ(t,x) = 1 for water and φ(t,x) =−1 for oil at (t,x).

Types of order parameters There are two types of order parameters.

• labeled order parameter: φ is a phase label of the fluids. In this case, φ convects
with the fluid flow. That is

∂tφ +v ·∇φ = 0.
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This is equivalent to
φ(t,x(t,X)) = φ0(X).

• Concentration order parameter: φ dx is a conservative measure. For instance, φ is
mass, concentration, etc. In this case, φ satisfies

∂tφ +∇ · (vφ) = 0,

which yields
φ(t,x(t,X))J(t,X) = φ0(X).

Free energy One can associate φ with a free energy F defined by

F [φ ] =
∫

Ω

f (φ ,∇φ)dx =
∫

Ω

1
2ε

|∇φ |2 + 1
ε

W (φ)dx

The energy density W is called a bulk energy density. A natural choice of W is a double
well potential with minima at −1 and 1. For example, W (φ) = 1

4(φ
2 − 1)2. The energy

|∇φ |2 is the surface energy. It means that same phase material likes to group together. It
costs some energy by putting materials with different phase together. When φ tends to an
equilibrium with 1 and −1 on the two sides of an interface, ∇φ becomes the delta function
on the interface and F [φ ] measures surface energy.

Chemical potential The variation of free energy F w.r.t. φ is called the chemical poten-
tial

µ :=
δF

δφ
=−∇ · ∂ f

∂∇φ
+

∂ f
∂φ

. (18.1)

18.2.2 Variation of free energy w.r.t. flow motion
Dynamically accessible variations Given a flow map x(t,X) and an arbitrarily vector
field w(x):

w : M → T M

We define a perturbation of x in the direction w as the following flow maps

∂

∂ s
xs(t,X) = w(xs(t,X)), x0(t,X) = x(t,X). (18.2)

The quantity

δx(t,X) :=
∂xs(t,X)

∂ s
|s=0 = w(x(t,X))

is called a variation of x, or a pseudo-velocity.
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The Eulerian variable φ has a constraint

∂tφ +v ·∇φ = 0.

That is,
φ(t,x(t,X)) = φ0(X).

Given an arbitrarily vector field w, we consider the perturbation of x(t, ·) in the direction
w. We define a one-parameter family of function φ s by

φ
s(t,xs(t,X)) := φ0(X).

Then the variation

δφ :=
∂

∂ s
|t,X φ

s(t,xs(t,X)) at s = 0,

is called a dynamically accessible variation of φ . It satisfies

∂sφ +w ·∇φ = 0.

Variation of free energy F w.r.t. flow motion The variation of F at a flow map x along
the tangent direction w is a Frechet derivative of F along xs:

δF ·w =
δF

δφ s
∂φ s

∂ s
= µ(−w ·∇φ)

= −µ∇φ ·w

Equation of Motion The action is defined to be

S[x] =
∫ T

0

∫
Ω0

1
2

ρ0(X)|ẋ(t,X)|2 − f (φ ,∇φ)(t,x(t,X))J(t,X)dX dt.

The potential energy is indeed the functional

F (φ) =
∫

Ωt

f (φ(t,x),∇φ(t,x))dx.

The variation of action w.r.t. flow motion gives

ρ
Dv
Dt

= µ∇φ , µ :=
δF

δφ
=−∇ · ∂ f

∂∇φ
+

∂ f
∂φ

.

This together with
∂tφ +v ·∇φ = 0,

∂tρ +∇ · (ρv) = 0,

give the set of equations for (ρ,φ ,v).
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Conservation of energy We multiply momentum equation by v then integrate in X and
in t to get

d
dt

∫ 1
2

ρ|v|2 dx =
∫

µv ·∇φ dx =−
∫

µ∂tφ dx =−
∫

δF

δφ
·∂tφ dx =−dF

dt

That is
d
dt

E =
d
dt

(∫ 1
2

ρ|v|2 dx+
∫

f (φ ,∇φ)dx
)
= 0.

This is the conservation of total energy. It also shows that the force µ∇φ is the opposite
force of the convection of φ .

Dissipation of the velocity One can add dissipation term in the momentum equation:

ρ
Dv
Dt

= µ∇φ +∇ · τ

where

τ = ν

(
∇v+(∇v)T − 2

3
∇ ·vI

)
+λ∇ ·vI,

is the viscous stress. It will dissipate the kinetic energy.

Dissipation of order parameter The order parameter has a tendency to move from high
potential energy to low potential energy. For Allan-Cahn model, it is simply defined by

∂tφ +v ·∇φ =−δF

δφ
=−µ.

The dissipation of energy can be obtained by multiplying momentum equation by v, multi-
plying advection equation by µ , then adding them together:

(ρ
Dv
Dt

·v−µ∇φ ·v)+(µ∂tφ +µv∇φ) = v ·∇ ·σ −µ
2.

This gives
dE

dt
=−σ ·∇v−µ

2.

The viscous dissipation becomes

−σ ·∇v =−ν |∇v+(∇v)T |2 −λ |∇ ·v|2.
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18.3 Phase field models based on conservative order pa-
rameter – Cahn-Hilliard model

18.3.1 Variation of free energy w.r.t. predomain

For φ being a concentration such that φ dx is invariant along the fluid flow, we design
one-parameter flow maps xs(t,X) such that

φ
s(t,xs(t,X))Js(t,X) = φ0(X).

where Js(t,X) = det
(

∂xs(t,X)
∂X

)
. As in the previous perturbation, we define w(t,x(t,X)) =

δx(t,X). Then by differentiate the above conservation formula φ(t,xs(t,X))Js = φ0(X) in
s, we get

∂sφ
s +∇ · (wφ

s) = 0.

The variation of F w.r.t. xs is

δF ·w =
δF

δφ s
∂φ s

∂ s

=
∫

µ(−∇ · (φw))dx

=
∫

φ∇µ ·wdx

Conserved order parameter In the case

∂tφ +∇ · (φv) = 0,

The force from the convection becomes

ρ
Dv
Dt

=−φ∇µ.

This together with
∂tφ +∇ · (φv) = 0,

∂tρ +∇ · (ρv) = 0

give a set of equations for (ρ,φ ,v).
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Conservation of energy For the energy equation, we multiply the above equation by v,
take integration by part:

d
dt

∫ 1
2

ρ|v|2 dx =−
∫

φ∇µ ·vdx =
∫

µ∇ · (φv)dx

=−
∫

µ∂tφ dx =−
∫

δF

δφ
·∂tφ dx =−dF

dt

We also get same result of conservation of energy:

d
dt

∫ 1
2

ρ|v|2 + f (φ ,∇φ)dx = 0.

Dissipation

1. Cahn-Hilliard defines the dissipation flux to be

−m∇µ,

where m is called the mobility. The evolution equation for φ is

∂tφ +∇ · (vφ) = ∇ · (m∇µ).

This is the Cahn-Hilliard equation. The total order parameter is conserved.

2. For Cahn-Hilliard equation, the energy dissipation is

dE

dt
=−τ ·∇v−m|∇µ|2.

18.4 Interface structure

18.4.1 Limiting behaviors of the interfacial layers
Interface energy In this section, we shall study the limit of various free energy. We are
particularly interested in the kinetic energy part, which is related to the geometry of the
interface.

F [φ ] =
∫

f (∇φ ,φ)dx

1. Let
f (∇φ ,φ) =

ε

2
|∇φ |2 + 1

ε
W (φ)dx

where W is a double well potential. As ε → 0, φ →±1. The interface energy tends
to

F [φ ]→ σ0|Γ(t)|.
where σ0 is a constant.
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2. Mean curvature: ∫
Ω(t)

η

2

(
△φ − 1

η2W ′(φ)

)2

dx ≈
∫

Γ(t)
H2 dS.

3. Gaussian curvature:∫
Ω(t)

(
η △φ − 1

η
W ′(φ)

)
W ′(φ)dx ≈

∫
Γ(t)

K dS.

Bulk energy The bulk energy also has many choices.

1. Binary system: Consider a binary system with two components A and B with con-
centration uA and uB, where uA +uB = 1. The bulk energy is

W (uB) = µAuA +µBuB +RT (uA lnuA +uB lnuB)+αuAuB.

Here, µA,µB are the chemical potential of components A and B, R the molar gas
constant, T the temperature, α the repulsion parameter between A and B.

2. Nernst-Plank-Poisson model: Consider binary charge system. Let p and n are re-
spectively the concentration of positive and negative charges. The bulk energy is

W (p,n) =
∫

Ω

p log p+n logn+
1
2
(n− p)V [n− p]dx

where V [n− p] is the potential induced by n− p, i.e. ε △V = n− p.

18.4.2 Structure of one dimensional interface
Allen-Cahn interface The order parameter satisfies

φt =−δF

δφ
=△φ −W ′(φ)

where
F =

∫ 1
2
|∇φ |2 +W (φ)dx

W (φ) =
1
4
(φ 2 −1)2.

The interface is assumed to be steady, so φt = 0. Thus, we want to solve

△φ −W ′(φ) = 0.
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Multiplying φ on both sides, we get

d
dx

(
1
2

φ
′2 −W (φ)

)
= 0.

We look for φ which connecting the two equilibria ±1 at x = ±∞ and with φ ′(±∞) = 0.
Thus, the interface we look for satisfies

1
2

φ
′2 −W (φ) = 0.

We can solve this ODE:
φ
′ =

√
2W (18.3)

By separation of variable
dφ√

2W (φ)
= dx

When W (φ) = 1
4(φ

2 −1)2, we get

2dφ

1−φ 2 =±dx

Integrate this, we get

x+C =
∫ 1

1−φ
+

1
1+φ

dφ

= ln
∣∣∣∣1+φ

1−φ

∣∣∣∣
Thus, let ξ = ex+C We have

1+φ

1−φ
=±ξ .

Or

φ =
ξ −1
ξ +1

, or φ =− ξ +1
−ξ +1

.

For the first solution, we have φ(±∞)=±1, whereas the second solution satisfies φ(±∞)=
∓1. In general, φ can be expressed as A+B tanh(x+C).

Let us put the scale back. We consider the energy to be

F ε [φ ε ] =
∫

ε

2
|∇φ

ε |2 + 1
ε

W (φ ε)dx



282 CHAPTER 18. TWO PHASE FLOWS

This gives the traveling wave equation

ε △φ
ε − 1

ε
W ′(φ ε) = 0.

Taking φ ε(x) = φ(x/ε), we get the rescaled equation. Notice that in F , the energy for the
traveling wave solution φ ε is

F ε [φ ε ] = F [φ ] = σ0.

This is the interface energy in the normal direction of an interface. In multi-dimension, the
interface energy is the integration of this value over the whole surface.
Remark. Let us consider a general double well potential W which has two stable equilibria
φa and φb. Suppose W (φa) ̸= W (φb). In this case, we don’t have a standing interface.
Instead, we have a traveling wave φ((x−ct)/ε), where c is the speed of the traveling wave.
Plug this ansatz into equation δF/δφ = 0, we get

−cφ
′−△φ +W ′(φ) = 0.

Cahn-Hilliard interface The Cahn-Hilliard equation is

φt =−∇ · (m∇µ), µ =−δF

δφ
.

Again, we look for steady interface. This leads to

m(φ)∇µ =C,

or
∇µ =

C
m(φ)

We assume for the moment that the mobility is independent of φ . Then we get

µ = µ0 for all x.

Or
−φ

′′+W ′(φ) = µ0.

We look for solution with φ(±∞) =±1 and φ ′(±∞) = 0. Multiplying this equation by φ ′,
we get

d
dx

(
−1

2
φ
′2 +W (φ)−µ0φ

)
= 0.

Using the far field condition, we get

−1
2

φ
′2 +W (φ)−µ0φ =W (1)−µ0.
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Or
φ
′2 = 2(W (φ)−W (1)−µ0(φ −1)) = F(φ)

Thus,
φ
′ =±(W (φ)−W (1)−µ0(φ −1))1/2 .

In order to have φ ′(±∞) = 0, we see that F(1) = 0, we also need to require F(−1) = 0.
This leads to

W (−1)−W (1)−µ0(−1−1) = 0,

which implies

µ0 = (W (1)−W (−1))/2 =
W (φa)−W (φb)

φa −φb
.

Here, φa and φb are the two equilibra of the double well potential W . Thus, the only
addimisible chemical potential connecting two equilibra is the relative energy difference
between them. With this choice of chemical potential, we see the interface equation is the
same as the Allen-Cahn interface equation. Thus, the structure is the same.

Cahn-Hilliard Traveling wave with nonzero speed Suppose the speed is c, then we
look for traveling wave solution φ(x− ct). In this case, the

Combustion front In reaction-diffusion equation

ut =△u+ f (u)

where f (u) has two equilibra ua and ub.
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Appendix A

Notations

Coordinates and flow map

• X Lagrange coordinate

• x Eulerian coordinate

• ϕt(X) = x(t,X) the flow map

• u = x−X displacement

• v = ẋ(t,X) = u̇ velocity

Strain

• F = ∂x
∂X : Deformation gradient (for the use in Lagrangian coordinate)

• C = FT F : Left Cauchy-Green strain

• (F−1) = ∂X
∂x : inverse deformation gradient (for the use in Eulerian coordinate)

• B = FFT : Right Cauchy-Green strain

• E = 1
2

(
F +FT)− I: Green-St. Venant strain.

• ε = 1
2

(
∂ui

∂x j +
∂u j

∂xi

)
: strain

• (ekl) =
1
2

(
∂uk

∂X l +
∂ul

∂Xk

)
: Infinitesimal strain

285
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Strain-rate

• D = 1
2

(
∇v+(∇v)T): rate-of-strain, strain-rate tensor

• γ̇ = 2D = ε̇ : rate-of-strain

• S = 1
2

(
∇v− (∇v)T): Spin tensor

• ω = 2S = ∇v− (∇v)T : vorticity tensor.

Stress

• P: First Piola stress

• Σ: Second Piola stress

• σ : Cauchy stress

• τ: deviatoric stress



Appendix B

Surface Theory

B.1 Metric, area and first fundamental form
Deformation and parametrization Let X 7→ x be a mapping from Σ0 ⊂ R2 to a surface
Σ⊂R3. Let F i

α = ∂xi/∂Xα be its differential. For a vector field in T Σ0 with v= vα∂/∂Xα ,
the differential F maps it to w = wi ∂

∂xi with

wi = F i
αvα .

We denote this by w = Fv.

First fundamental form. The image of Σ0 by the map ϕt is in R3, which is called the
ambient space. The space R3 has a Euclidean inner product structure (·, ·). We also call it a
metric structure. The mapping x(·) and the metric (·, ·) in the ambient space induce an inner
product on the tangent space of Σ0 (denoted by T Σ0). Namely, given any v1,v2 ∈ T Σ0, we
define the inner product of v1 and v2 by

⟨v1,v2⟩ := (Fv1,Fv2) = (FT Fv1,v2).

Here, (·, ·) is the inner product in the ambient Euclidean space. When we use the basis ∂

∂Xα

in T Σ0, the metric has the following representation:

⟨v1,v2⟩= gαβ vα
1 vβ

2

where

gαβ =

(
∂x

∂Xα
,

∂x
∂Xβ

)
= (FT F)αβ ,

vα
i = vα

i
∂

∂Xα
, i = 1,2.

287
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In the language of differential geometry, we express the metric (·, ·) in the ambient Eu-
clidean space by

gE = δi jdxi ⊗dx j.

The metric g in Σ0 is
g = gαβ dXα ⊗dXβ .

This metric g is called the first fundamental form for the X-coordinate system on Σ. It
is used to measure distance, angle and area on the surface Σ. The length of a vector v is
measured by ⟨v,v⟩, the angle between two unit vectors v1 and v2 is ⟨v1,v2⟩. Thus, a curve
{X(t)|0 ≤ t ≤ 1} on Σ0 has length∫ 1

0

√
gαβ (X(t))Ẋα(t)Ẋβ (t)dt.

This is indeed the arc length of the curve x(X(t)) in R3.
The area spaned by two vectors v1 and v2 is√

⟨v1,v1⟩ · ⟨v2,v2⟩−⟨v1,v2⟩2 = J|v1||v2|.

Here, J =
√

detg is the Jacobian of the map x(·). Thus, the area element on Σ under the
metric g is

dA = JdX1dX2.

B.2 Second fundamental form and intrinsic properties
The normal of Σ is

N =
∂x

∂X1 × ∂x
∂X2

∥ ∂x
∂X1 × ∂x

∂X2∥

This normal N maps Σ0 to S2. Its differential dN maps T Σ0 to the tangent of S2, which can
be identified to be T Σ. This is because

0 = d(N,N)(v) = 2(dN(v),N),

that is, for v ∈ T Σ0, we have dN(v)⊥ N. Hence, we can identify dN(v)∈ T Σ. In particular,

dN(∂/∂Xα) :=
∂N

∂Xα
∈ T Σ.

We define the second fundamental form II = (Lαβ ) of Σ to be

Lαβ =−
(

∂N
∂Xα

,
∂x

∂Xβ

)
.
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One can immediately see that

Lαβ =

(
N,

∂ 2x
∂Xα∂Xβ

)
.

Given a curve C : x(X(t)),−ε < t < ε on Σ0, we parametrize C by its arc length s. We have
(N(s),x′(s)) = 0. Hence, (N(s),x′′(s)) =−(N′(s),x′(s)). Therefore,

II(X ′(0)) := −Lαβ X ′α(0)X ′β (0)

= −
(

∂N
∂Xα

X ′α(0),
∂x

∂Xβ
X ′β (0)

)
= −(N′(0),x′(0)) = (N(0),x′′(0)) = (N,kn) = kn.

Here, k is the curvature of the curve C and n is its normal. Thus, the second fundamental
measures the curvature of curves on the surface passing through at the same point. The
eigenvalue of II w.r.t. the first fundamental form g is called the principal curvature of the
surface. If we define

W := g−1II,

called Weingarten matrix, then the eigenvalues of W are the principal curvatures, its trace
is called the mean curvature H and its determinant is called the Gaussian curvature K.

B.2.1 Surface energy

• Membrane

• Plate

• Shell

Bending, twist, Willmott energy.

Reference

1. Elasticity of cell membranes

2.

https://en.wikipedia.org/wiki/Elasticity_of_cell_membranes
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B.3 Vector, co-vector and tensor fields
Vector A vector on T Σ0 has the form v= vα∂/∂Xα . Its image under x(·) is w=wi∂/∂xi

with
wi = F i

αvα .

That is, w = Fv.
For any w ∈ T Σ, we can find a unique v ∈ T Σ0 such that Fv = w. To find v in terms of

w, we use
F i

β
wi = F i

β
F i

α

In matrix form, it is
(FT F)v = FT w

Thus,
v = (FT F)−1FT w.

We denote F† = (FT F)−1FT , the pseudo-inverse of F . The mapping FF† is the projection
from R3 to the tangent plane of T Σ.

Co-vector On T ∗Σ0, we define dXα such that dXα(∂/∂Xβ ) = δ α

β
. A co-vector v∗ =

v∗αdXα is defined on T ∗Σ. From Riesz representation theorem, there exists a unique v ∈
T Σ0 such that

v∗(∂/∂Xα) = ⟨v,∂/∂Xα⟩.

That is, v∗α = gαβ vβ . This leads to

vα = gαβ v∗
β
,

where
gαβ := (g−1)αβ .

A one-form ω = ωidxi in T ∗Σ can be pull back by

ωi
∂xi

∂Xα
dXα = ωiF i

αdXα

or in matrix form, FT ω .
Given a one-form ωidxi, the vector ω = (ωi) is a co-vector. In the two form νidx jdxk,

the vecor (νi) is also treated as a covector. Therefore, we can pull back them by FT ν .
If ν is a unit covector in Σ and n be the normalized pull back of ν under F , then

n = J−1FT
ν .
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Tensor A tensor P on Σ0 maps a co-vector n ∈ T ∗Σ0 to a vector in R3. P can be rep-
resented as Piα and Pn = Piαnα∂/∂xi If n is the pullback (with normalization) of a unit
co-vector ν ∈ T∗Σ, then n = J−1FT ν . Let T be the tensor which maps a co-vector ν to a
vector in T Σ. T ν can be represented as T i jn j∂/∂xi. If

T ν = Pn,

then we have the relation
T = J−1PFT .

For hyper-elastic material, P =W ′(F).
Alternatively, we can define the tensor P̂ on Σ0 which maps n ∈ T ∗Σ0 to T Σ and the

tensor P = FP̂. In this formulation,

FP̂FT = JT

In the case of hyper-elastic material, P̂ =W ′(FT F).

B.4 Gradient and Divergence
Scalar field A scalar field φ0 defined on Σ0 can be push forward to a scalar field defined
on Σ by

φ(x) = φ0(X) if x = x(X).

Alternatively, we can use delta function to express φ :

φ(x) =
∫

Σ0

φ0(X)δ (x−x(X))dX

Physical quantities such as density is treated as a scalar field on Σ. The gradient of a scalar
field is defined by the differential of φ0:

dφ0 = ∇X φ0(X) ·dX .

Thus, ∇X φ0 is a co-vector. It is defined to be the co-vector such that it represents the
direction derivative:

dφ0(v) = (∇X φ0,v).

Here, the meaning of (·, ·) is the bilinear functional between vector and co-vector, which is
defined so that (dXα ,∂/∂Xβ ) = δ α

β
. We can also define the gradient ∇xφ to be

dφ(w) = (∇xφ ,w)
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for any vector w ∈ T Σ. Since v = F†w, we obtain

(∇xφ ,w) = (∇X φ0,F†w) = (F†T
∇X φ0,w)

Hence,
∇xφ = (F†)T

∇X φ0.

This is the definition of ∇xφ on Σ. Since FT (F†)T = I, we then get

∇X φ0 = FT
∇xφ .

Thus, the co-vector ∇X φ0 is the pullback of ∇xφ .
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Tensor Calculus

C.1 Some tensor notations
We shall use matrix to represent rank 2 tensors and matrix algebra for tensor algebra.

• A rank 1 tensor is a vector, such as the velocity field v, the outer normals ν ,n.

• A rank 2 tensor is a matrix, for example, the stress tensor σ , I.

• Tensor product vw := viw j.

• Scalar product v ·w = viwi, σ ·ν = σ i
jν

j, A ·B = Ai
jB

j
k.

• Scalar product of rank 2 tensors A :B = Ai jBi j.

• Nabla operator ∇:

(∇v)i
j :=

∂vi

∂x j

∇ ·v :=
∂v j

∂x j ,

For an m×3 matrix-valued function F = (F1,F2,F3),

∇ ·F :=
∂F j

∂x j

which is an m-vector.

∇×FT :=
(

∂F3

∂x2 − ∂F2

∂x3 ,
∂F1

∂x3 − ∂F3

∂x1 ,
∂F2

∂x1 − ∂F1

∂x2

)
,

which is again an m×3 matrix-valued function.

293



294 APPENDIX C. TENSOR CALCULUS

• Note that for v being a 3×1 vector, f a scalar function, we have

(v ·∇) f = (∇ f ) ·v = vi
∂i f

For w being an m×1 vector, we have

(v ·∇)w = (∇w) ·v = v j∂ jwi.

• In the tensor community, ∇ is treated as a column vetor and ∇v is defined to be ∂xiv j,
which is different from us. Some people uses v⊗∇ to stand for ∂x jvi. (e.g. Vlado A.
Lubarda). We will only use ∇v to stand for ∂x jvi and ∇ ·F = ∂x jF j.

Theorem 3.17 (Divergence theorem). Let F : Ω(⊂R3)→Rm×R3 be a vector field. Then

∫
∂Ω

F ·ν dS =
∫

Ω

∇ ·Fdx.

Here, ∂Ω denotes for the boundary of Ω, dS is the surface element, and ν is the outer
normal of ∂Ω.

C.2 Tensors in Euler and Lagrange coordinates

C.2.1 Eulerian and Lagrangian coordinates

Let M̂ be the initial configuration and M be the current configuration at time t. X be the co-
ordinate on M̂ and x be the coordinate on M ⊂Rn. We first make a table of correspondence
of notations between vector calculus and differential geometry. The notation of vector
calculus we use is from the book: Aleksey Drozdov, Finite Elasticity and Viscoelasticity
(1996) and Mechanics of Viscoelastic Solids (1998).

Let x(t,X) be the flow map. We also denote it by ϕt : M̂ → M. We will neglect t later in
the correspondence table when we have a fixed time t. The reference configuration space
M̂ is indeed identical to M except they use different coordinate system. Thus, ∂/∂X i is a
tangent vector on M̂, which is realized as ∂x/∂X i in the Euclidean space. The metric of M̂
is induced by the imbedded metric in Rn.
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Euler
Name Vector Calculus Differential Geometry
basis in tangent space (vectors) ei = ∂x/∂xi ∂/∂xi

metric in tangent space (ei · e j) = I gi j := ⟨∂/∂xi,∂/∂x j⟩= δi j
basis in cotangent space (co-vectors) ei, ei · e j = δ i

j dxi, (dxi,∂/∂x j) = δ i
j

metric in cotangent space gi j = ei · e j = δ i j gi j = ⟨dxi,dx j⟩= δ i j

contravariant component (vector) v = viei v = vi∂/∂xi

covariant component (co-vector) η = ηiei η = ηidxi

Music notation vi = gi jvi v = v♭ = v♯
Tensor product v1v2 v1 ⊗v2

Lagrange
Name Vector Calculus Differential Geometry
tangent basis ḡα = ∂x/∂Xα ∂/∂Xα

cotangent basis ḡα = ∂Xα/∂x dXα

duality ḡα · ḡβ = δ α

β
(dXα ,∂/∂Xβ ) = δ α

β

deformation gradient [ḡ1, ḡ2, ḡ3] = F dϕ

metric in tangent space (ḡα · ḡβ ) = FT F gαβ := ⟨∂/∂Xα ,∂/∂Xβ ⟩
metric in cotangent space gαβ = ḡα · ḡβ gαβ = ⟨dXα ,dXβ ⟩
contravariant component q̄ = qα ḡα q̄ = qα∂/∂Xα

covariant component q̄ = qα ḡα q̄ = qαdXα

Music notation qα = gαβ qα q̄ = q̄♭ = q̄♯

Tensor product q̄1q̄2 q̄1 ⊗ q̄2

C.2.2 Coordinate systems and bases

• The configuration space M is in the Euclidean space. We use natural basis {ei} for
TM. We also treat T ∗M = TM and use {ei} as the basis in T ∗M. In the language of
differential geometry,

ei =
∂

∂xi , ei = dxi.

• In TM, we can have another frame, the Lagrangian frame:

ḡα :=
∂xi

∂Xα
ei = F i

αei.

In DG,

ḡα =
∂

∂Xα
.
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The inner product of ḡα and ḡβ is induced by the Euclidean space TM. Thus

ḡα · ḡβ := ∑
k

Fk
αFℓ

β
ek · eℓ = ∑

k
Fk

αFk
β

:= gαβ .

• Similarly, in T ∗M, the corresponding Lagrangian frame is

ḡβ = (F−1)
β

ℓ eℓ.

Since F i
β
= ∂xi

∂Xβ
, we get

(F−1)
β

ℓ =
∂Xβ

∂xℓ
.

We have
ḡα · ḡβ = δ

β

α

and

ḡα · ḡβ = (F−T F−1)αβ = ∑
k

∂Xα

∂xk
∂Xβ

∂xk .

In Differential Geometry,
ḡα = dXα .

• Deformation gradient:

(F)i
α = F i

α = ∂xi

∂Xα (F−1)α
i = ∂Xα

∂xi

(FT )α
i = F i

α = ∂xi

∂Xα (F−T )i
α = (F−1)α

i

(FT F)αβ = (FT )α
k Fk

β
= Fk

αFk
β
= ḡα · ḡβ .

(FFT )i j = F i
α(F

T )α
j = F i

αF j
α

C.2.3 Representation of vectors
• Euler coordinate For a vector in v ∈ T M = T ∗M, we can represent it as

v = viei = viei.

• Lagrange coordinate We can also represent v in Lagrange coordinate system, we
call it the pull-back of v and denote it by p̄. It is still the same vector, but in different
coordinate system. Thus,

v = vidxi = vi
∂xi

∂Xk dXk = viF i
kdXk.
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or its pull-back (same vector, but represented in Lagrange coordinate system)

p̄ = pkḡk

Thus,
pk = viF i

k .

A vector p̄ can be represented as

p̄ = pkḡk = pkḡk.

From
ḡi = gi jḡ j, ḡi = gi jḡ j,

we get
pi = gi j pi, pi = gi j p j.

• Inner product: Suppose the pull-back of v and w are p̄ and q̄, respectively. The inner
product of v and w is a scalar

v ·w := viwi = viwi = piqi = piqi.

We have
ei · e j = ei · e j = ei · e j = δ

j
i

ḡi · ḡ j = gi j, ḡi · ḡ j = gi j, ḡi · ḡ j = δ
j

i .

C.2.4 Tensor
• The tensor product of p̄ and q̄ has the representation

p̄q̄ = piq jḡiḡ j.

Note that p̄q̄ ̸= q̄p̄.

• In Eulerian coordinate, a tensor T can be represented as

T = T i jeie j = Ti jeie j = T i
j eie j = T j

i eie j, Ti j = T i j = T i
j = T j

i .

Its pullback Q in the Lagrange coordinate system can be represented as

Q = Qi jḡiḡ j = Qi jḡiḡ j = Qi
jḡiḡ j = Q j

i ḡiḡ j.

The transformation of the coefficients is, for example,

T kℓ = Qi jFk
i Fℓ

j
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obtained by using ḡi = Fk
i ek.

One can also check that

Qi j = Qkℓgikg jℓ = Qk
jgik = Qk

i gk j.

The transpose of Q the above tensor Q is defined as

QT = Q jiḡiḡ j = Q jiḡiḡ j = Q j
i ḡiḡ j = Qi

jḡ
iḡ j

= Qi jḡ jḡi = Qi jḡiḡ j == Qi
jḡ jḡi = Q j

i ḡ jḡi.

• The inner product of tensor and vector is

Q · q̄ = Qi jḡiḡ j ·qkḡk = Qikqkḡi.

It can also be represented as

Q · q̄ = Q j
i ḡiḡ j ·qkḡk = Qk

i qkḡi.

One can check that

Q · q̄ = q̄ ·QT and (P ·Q)T = QT ·PT .

For the first one, we have

Q · q̄ = Qi jḡiḡ j ·qkḡk = Qikqkḡi,

q̄ ·QT = qkḡk ·Qi jḡ jḡi = qkQikḡi = Q · q̄.

For the second one,

P ·Q = Pi jḡiḡ j ·Qk
ℓḡkḡℓ = PikQk

ℓḡ
iḡℓ.

QT PT = Qk
ℓḡ

ℓḡkPi jḡ jḡi = Qk
ℓPikḡℓḡi = (P ·Q)T .

One can also define

Q2 := Q ·Q, Q3 := Q ·Q2 = Q2 ·Q,etc.

• Convolution
P : Q = Pi jḡiḡ jQkℓḡl ḡℓ := Pi jQi j.
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• The unit tensor

I = eie j = eie j = eie j = eie j

= gi jḡiḡ j = ḡiḡ j = ḡiḡ j = gi jḡiḡ j

One can show that for any tensor Q,

Q · I = I ·Q = Q.

• A tensor Q = Qi jeie j is called isotropic if for every rotation R,

Q = Qi j(Rei)(Re j)

It can be shown that an isotropic 2-tensor has the form Q = αI. Similarly, a rank n
tensor Qi1,...,inei1 · · ·ein is called isotropic if

Q = Qi1,...,in(Rei1) · · ·(Rein)

for any rotation R.
Homework: Show that an isotropic rank n tensor depends only n parameters.

Connections ∇ operator (Connection)

• We define the nabla operator as

∇ := ei ∂

∂xi = ḡi ∂

∂X i .

We can think ∇ is a vector. Its pullback is ḡi ∂

∂X i .

• For a function f , its differential

d f =
∂ f
∂xi dxi = ∇ f ·dx

=
∂ f
∂X i dX i =

∂ f
∂X i

∂X i

∂x j dx j =
∂ f
∂X i ḡ

i ·dx

Here, we treat dx as a vector: dx = dxiei. The term ∇ f is a vector

∇ f =
∂ f
∂xi e

i =
∂ f
∂X i ḡ

i.

We can change the type of ∇ f as

∇ f =
∂ f
∂xi e

i =
∂ f
∂xi δ

i je j =
∂ f
∂xi ei.

∇ f =
∂ f
∂X i ḡ

i =

(
∂ f
∂X i g

i j
)

ḡ j.
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• For a vector w = wiei with pull-back q̄ = qiḡi,

∇w =
∂

∂xi e
iw je j =

∂w j

∂xi eie j

dw = dxi ∂w j

∂xi e j = dxkek ·
∂w j

∂xi eie j = dx ·∇w = (∇w)T ·dx.

• For the pull-back q̄ of the vector w, we have

∇q̄ = ḡi ∂

∂X i (q jḡ j) = ḡi
(

∂q j

∂X i ḡ
j +qk

∂ ḡk

∂X i

)
,

The term ∂ ḡk

∂X i is a vector, it can be represented as

∂ ḡk

∂X i =−Γ
k
i jḡ

j.

Here, the coefficients Γk
i j are called the Christoffel symbol of second kind. We denote

∇X i q̄ :=
∂

∂X i q̄ :=
(

∂q j

∂X i −qkΓ
k
i j

)
ḡ j.

Thus,

∇q̄ = ḡi ∂ q̄
∂X i =

(
∂q j

∂X i −qkΓ
k
i j

)
ḡiḡ j.

dx = dxiei = dX j ∂xi

∂X j ei = dX jḡ j.

Hence

dx ·∇q̄ = dXkḡk · (ḡi
∂ q̄
∂X i ) = dXk ∂ q̄

∂Xk = dq̄

We also have
dq̄ = dx ·∇q̄ = (∇q̄)T ·dx.

Similarly, we have

∇q̄ = ḡi ∂

∂X i (q
jḡ j) = ḡi

(
∂q j

∂X i ḡ j +qk ∂ ḡk

∂X i

)
,

Differentiate ḡk · ḡℓ = δ ℓ
k , we get

∂ ḡk

∂X i = Γ
j
kiḡ j,

Thus,

∇q̄ =

(
∂q j

∂X i +qk
Γ

j
ki

)
ḡiḡ j.
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• Divergence: for a vector w and its pull-back q̄, the divergence

∇ ·w = ei ∂

∂xi ·w
je j =

∂wi

∂xi .

∇ · q̄ = ḡi ∂

∂X i ·
(
q jḡ j

)
=

∂qi

∂X i +qℓΓi
ℓi.

For a tensor Q,

∇ ·Q =
∂Qi j

∂xi e j.

• Properties of ∇:
∇( f1 f2) = (∇ f1) f2 + f1(∇ f2).

∇(q̄1 · q̄2) = (∇q̄1) · q̄2 + q̄1 · (∇q̄2).

∇ · (Q · q̄) = (∇ ·Q) · q̄+Q : (∇q)T .

For a symmetric tensor Q, we have

∇ · (Q · q̄) = (∇ ·Q) · q̄+Q : ε(q̄), ε(q̄) :=
1
2
(
∇q̄+(∇q̄)T) .

For any tensor P and Q,

∇ · (P ·Q) = QT · (∇ ·P)+PT : ∇Q.

C.2.5 Frame invariant Derivatives
Let us consider two observers in our Eulerian space. The first one is fixed. The correspond-
ing coordinate system is denoted by x. The second one moves with translation and rotation.
The latter one’s coordinate system is denoted by x′. We have

x′ = x′0(t)+x ·O(t),

where x′0 is the translation and O(t) is the rotation.
The orthonormal bases in these two frames are related by

e′i = ei ·O(t) = OT (t) · ei.

In Lagrange coordinate system,

ḡ′i(t) =
∂x′

∂X i =
∂x
∂X i ·O(t) = ḡi ·O(t)

and
ḡi′(t) = ḡi ·O(t).

We are looking for those vectors and tensors that are invariant under this frame change.
Objective (Frame-invariant) tensors
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• Objective vector: A vector v in the old frame becomes a new vector v′ from the
observer’s point of view. A vector v is called objective if v′ = OT ·v. Let us present
v and v′ in coordinate system:

v = viei, v′ = vi′e′i

Then objectivity of v is equivalent to vi = vi′.
In the Lagrange coordinate system, let q̄ be the pull-back of v and q̄′ be the pull-back
of v′. The Lagrange frame from the new observer is

ḡ′i = ḡi ·O = OT · ḡi.

The objectivity of q̄ is

qi′ = qi

which is equivalent to

q̄′ = OT · q̄.

• Objective tensor: A tensor T is transformed to T ′ by the new observer. We want

T ′ ·v′ = (T ·v)′

This means

T ′ ·v ·O = OT · (T ·v).

Thus,

T ′ ·v = OT ·T ·v ·OT = OT ·T ·O ·v

This leads to

T ′ = OT ·T ·O.

One can show that this is equivalent to T i j′ = T i j. For Lagrange frame, we have
similar result. Suppose Q is the pull-back of T . Then Q is objective if

Q′ = OT ·Q ·O

Or equivalently,

Qi j′ = Qi j.
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C.2.6 Frame-invariant derivatives
• Characterization of rotation O(t). Since O(t) ·OT (t) = I, this leads to

dO
dt

·OT +O · dOT

dt
= 0.

Let us call O · dOT

dt by Ω(t). The above formulae are

dOT

dt
= Ω ·OT ,

dO
dt

=−O ·Ω, Ω
T =−Ω.

• Let v := ∂x
∂ t and v′ := ∂x′

∂ t be the velocities in the two frames, respectively. We have

∇
′v′ = OT ·∇v ·O−Ω, (∇′v′)T = OT ·∇vT ·O+Ω.

Proof. We give proof in Eulerian coordinate system. You can try to prove it in La-
grangian coordinate system.

v′ =
∂x′

∂ t
= ẋ0 +v ·O−x ·O ·Ω = ẋ0 +v ·O−x′ ·Ω.

We use this to get

∇
′v′ = ei′ ∂

∂xi v
′ = ei′ ∂v

∂xi ·O−Ω

= OT · ei ∂v
∂xi ·O−Ω = OT ·∇v ·O−Ω.

• Define upper-convected derivative of a vector q̄ as

q̄∇ :=
∂

∂ t
− q̄ ·∇v.

Then q̄∇ is frame invariant, i.e.

q̄
′∇ = OT · q̄∇

Proof. From q̄′ = OT q̄, we get

˙̄q′ = OT · ˙̄q+ ȮT · q̄ = OT · ˙̄q+Ω ·OT · q̄.
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q̄′ ·∇′v′ = q̄ ·O · (OT ·∇v ·O−Ω)

= q̄ ·∇v ·O− q̄ ·O ·Ω
= OT · q̄ ·∇v−Ω

T ·OT · q̄

We get

q̄
′∇ = ˙̄q′− q̄′ ·∇′v′

= OT · ( ˙̄q− q̄ ·∇v)

In the last step, we have used Ω+ΩT = 0.

• Upper convected derivative of a tensor. Let Q be an objective tensor. Define

Q∇ := Q̇−Q ·∇v−∇vT ·Q

Then Q∇ is also objective. That is

Q′∇ = OT ·Q∇ ·O.

Proof. Differentiate Q′ = OT ·Q ·O in t with fixed X , we get

Q̇′ = ȮT ·Q ·O+OT · Q̇ ·O+OT ·Q · Ȯ
= Ω ·OT ·Q ·O+OT · Q̇ ·O−OT ·Q ·O ·Ω

The term Q′ ·∇′v′ is

Q′ ·∇′v′ = OT ·Q ·
(
OT ·∇v ·O−Ω

)
∇
′v′T ·Q′ =

(
OT ·∇vT ·O+Ω

)
Here, we have used ΩT =−Ω. Putting the above calculations together, we get

Q
′∇ = Q̇′−Q′ ·∇′v′−∇

′v′T ·Q′

= OT ·
(
Q̇−Q ·∇v−∇vT ·Q

)
·O

= OT ·Q∇ ·O.

• In a similar way, we define lower-convected time derivative as

Q∆ := Q̇+Q ·∇v+∇vT ·Q.

It is also objective if Q is objective.
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• The upper-convected time derivative for contravariant component. Let Q = Qi jeie j.
Then

Q∇ =

(
Q̇i j −Qk j ∂vi

∂xk −Qik ∂v j

∂xk

)
eie j

• If I is the identity tensor, then I∇ =−γ̇ .

I∇ =−
(

δ
k j ∂vi

∂xk +δ
ik ∂v j

∂xk

)
eie j

=−
(

∂vi

∂x j +
∂v j

∂xi

)
eie j

=−γ̇
i jeie j

• Let B = F ·FT be the right Cauchy-Green strain tensor. Then B∇ = 0.

Proof. We have
∂tF = (∇v) ·F = 0.

Taking transpose, we get
∂tFT = FT · (∇v)T .

Thus,

∂t(F ·FT ) = (∂tF) ·FT +F · (∂tFT ) = (∇v) · (F ·FT )+(F ·FT ) · (∇v)T .
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Appendix D

Lie Derivatives

This subsection is mainly from
Albert Chern, Fluid Dynamics with Incompressible Schrödinger Flow, Doctoral Disserta-
tion, California Institute of Technology, 2017.

D.1 Basic notations

Manifolds, tangent space, and cotangent space

• Let Mt be the region occupied by the fluid at time t. We shall call it the configuration
space or configuration manifold. The initial manifold M0 will also be denoted by
M̂. The coordinate in M̂, denoted by X , is called Lagrangian coordinate, or the
material coordinate, while the coordinate in Mt , denoted by x, is called the Eulerian
coordinate. Below, we shall use M for Mt for some unspecified t and M̂ for the initial
manifold.

• The tangent vector space of M at a point x ∈ M is denoted by TxM. Its dual space
is called cotangent space, and is denoted by T ∗

x M. The sets T M := ∪x∈MTxM and
T ∗M := ∪x∈MT ∗

x M are called the tangent and cotangent bundles of M, respectively.

• The tangent space has a basis {ei|i = 1, ...,n}. We shall also denote ei by ∂xi or ∂

∂xi for
reason explained later. Similarly, we shall use ∂X i for the basis in the initial tangent
space T M̂.

• A vector field is a map v : M → T M such that v(x) ∈ TxM. A time-dependent vector
field vt is a vector field in T Mt , which is also denoted as v(t,x).

307
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• Given a vector field v(t,x), its trajectories from an initial position X is x(t,X) which
satisfies

ẋ = v(t,x), x(0,X) = X .

A flow map ϕt : M̂ → Mt is a diffeomorphism with ϕt(X) := x(t,X). The flow map
ϕt satisfies

(i) It is 1-1 and onto;

(ii) It is Lipschitz continuous, so is its inverse. This means that ∂x/∂X is well-
defined and bounded except on a low dimensional sub manifold.

Conversely, given such a flow map ϕt , we can define

v(t,x) = ∂tϕt(X), for x = ϕt(X).

• A tangent vector vt := v(t, ·) := vi
t∂xi ∈ T Mt . In many situations, we will just write

vi instead vi
t if the parameter t can be read from the text. That is,

vt = vi
∂xi.

Since we will fix t, we will abbreviate vt by v in most of cases.

D.2 Pull-back and Push-forward Operators
Flow maps Let M̂ be the initial configuration space (also called the reference space or the
material space) and Mt be the configuration space at time t (also called the world space).
Both have volume forms, which are µ̂ and µ , respectively. Let v(t,x) be a velocity field, or
a time-dependent vector field on a manifold M. Let x(t,X) be the solution of the ODE:

ẋ = v(t,x), x(0,X) = X

We call ϕt(X) := x(t,X) be the flow map generated by v. X is called the Lagrange coor-
dinate, while x the Eulerian coordinate. The flow map is a mapping from the Lagrangian
coordinate to the Eulerian coordinate.

Pullback Functions or differential forms in Eulerian coordinate can be transformed back
to the Lagrangian coordinate through the flow map. This is the pull-back operator. This is
to pullback a differential form from Mt to M̂. Suppose we have an integral, say

∫
C ηidxi

on the manifold Mt at time t., we want to pull it back to an integral at t = 0 on M̂ by the
change-of-variable x 7→ X through the flow map ϕt . The answer is∫

C
ηi(t,x)dxi =

∫
C0

η(t,x(t,X))
∂xi

∂Xα
dXα .



D.2. PULL-BACK AND PUSH-FORWARD OPERATORS 309

Here, C0 = ϕ
−1
t (C). We call

η(t,x(t,X))
∂xi

∂Xα
dXα

the pullback of ηi(t,x)dxi. Note that the time here is fixed. We merely discuss the pullback
the differential forms via the map ϕt with fixed t.

• f (t,x) is pulled back to ϕ∗
t ( f )(t,X) := f (t,x(t,X)).

• η = ηi dxi is pulled back to

ϕ
∗
t (η)(t,X) := ηi(t,x(t,X))

∂xi(t,X)

∂Xα
dXα .

• The volume form µ = dx1 ∧·· ·∧dxn. Its pull back ϕ∗
t µ = Jµ̂ , where J = det(dϕt).

• We want to compute the pullback of ⋆dx j. Suppose ϕ∗
t (⋆dx j) is expressed by a j

α(⋆dXα),
we want to find the coefficient a j

α . Note that the two stars are different. One is in the
space of M the other is in M̂. Since dx j ∧⋆dx j = µ = Jµ̂ and dXβ ∧⋆dXβ = µ̂ , we
get

Jµ̂δ
i
j = ϕ

∗
t µδ

i
j

= ϕ
∗
t (dxi ∧ (⋆dx j))

= ϕ
∗
t (dxi)∧ϕ

∗
t (⋆dx j)

= F j
αdXα ∧a j

β
(⋆dXβ )

= F i
αa j

α µ̂.

Thus,
F i

αa j
α = Jδ

i
j.

This leads to

a = JF−T , ai
α = J(F−T )i

α = J
∂Xα

∂xi .

We obtain

ϕ
∗
t (⋆dx j) = (JF−T )

j
α(⋆dXα) = J

∂Xα

∂x j (⋆dXα).

The general definition of pullback of a differential k-form α by a map ϕ is

ϕ
∗(α)(v1, ...,vk) := α(dϕ(v1), ...,dϕ(vk)). (4.1)

It is the following properties.
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• ϕ∗( f ) = f ◦ϕ for f ∈ Ω0(M)

• ϕ∗(α ∧β ) = (ϕ∗α)∧ (ϕ∗β ).

• ϕ∗(dα) = dϕ∗(α).

• ϕ∗( f α) = (ϕ∗ f )ϕ∗α .

Push forward Push forward is to push vector fields in M̂ to vector fields in Mt by dφt . It
is the dual operator of ϕ∗

t .

• The tangent
(

∂

∂Xα

)
on T M̂ can be pushed forward to T M by

ϕt∗

(
∂

∂Xα

)
:=

∂xk

∂Xα

∂

∂xk .

Note that

⟨ϕt∗
∂

∂Xα
,dxℓ⟩= ⟨ ∂xk

∂Xα

∂

∂xk ,dxℓ⟩= ∂xℓ

∂Xα

On the other hand,

⟨ ∂

∂Xα
,ϕ∗

t dxℓ⟩= ⟨ ∂

∂Xα
,

∂xℓ

∂Xβ
dXβ ⟩= ∂xℓ

∂Xα

We get that

⟨ϕt∗
∂

∂Xα
,dxℓ⟩= ⟨ ∂

∂Xα
,ϕ∗

t dxℓ⟩

for bases in T M̂ and T ∗M. Thus, ϕt∗ is the dual operator of ϕ∗
t .

• We can also pull forward a tangent from M to M̂ by ϕ
−1
t(

ϕ
−1
t
)
∗

(
∂

∂xi

)
=

∂Xα

∂xi
∂

∂Xα
= (F−T )i

α

∂

∂Xα
.

D.3 Lie Derivative for Differential Forms
Let us use the notations

d
dt

:= dt :=
(

∂

∂ t

)
X
, ∂t :=

(
∂

∂ t

)
x
.
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The Lie derivative is nothing but material derivative for differential forms. Let us consider
the following example. Let ϕt be the flow map from M̂ to Mt . Let us consider the integral∫

C(t)
ηi dxi

where C(t) is a closed curve defined by C(t) = ϕt(C(0)). By changing variable from x to
X , the above integral is ∫

C(0)
ηi(t,x(t,X))

∂xi

∂Xα
dXα .

Let us investigate the change of this integral with fixed X :

d
dt

∫
C(0)

ηi(t,x(t,X))
∂xi

∂Xα
dXα =

∫
C(0)

d
dt

(
ηi(t,x(t,X))

∂xi(t,X)

∂Xα

)
dXα

=
∫

C(0)

[
(∂t +v ·∇)ηi

∂xi

∂Xα
+ηi

∂vi

∂Xα

]
dXα =

∫
C(t)

(∂t +v ·∇)ηidxi +ηi
∂vi

∂xk dxk

=:
∫

C(t)
(∂t +Lvt )η

The notation vt simply stands for a vector field in Mt with t fixed. The Lie derivative for a
general differential form α in Mt w.r.t. a vector field vt is defined to be the derivative of α

with fixed X . That is,
dtϕ

∗
t (α) = ϕ

∗
t (∂t +Lvt )α. (4.2)

If both α and v are independent of t, then the Lie derivative Lvα is defined as

ϕ
∗
t (Lvα) := dtϕ

∗
t (α).

We remark that in the time-dependent case, the Lie derivative Lvt only involves v(t,x) with
t fixed, although we use the flow map ϕt in its definition. Thus, Lvt is the Lie derivative of
vt with t fixed.

List of Lie derivatives for differential forms

• Lie derivative for scalar function:

dt(ϕ
∗
t f )(t,X) =

d
dt

f (t,x(t,X)) = ∂t f +
∂ f
∂xi ẋ

i

= (∂t +v ·∇) f = (∂t +Lvt ) f .

Therefore, Lvt f = v ·∇ f .
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• Lie derivative for dxi

Lv(dxi) := dt(ϕ
∗
t (dxi))(t,X)

=
d
dt

∂xi(t,X)

∂Xα
dXα =

∂vi

∂Xα
dXα

=
∂vi

∂Xα

∂Xα

∂xk dxk =
∂vi

∂xk dxk.

• For 1-form η = ηidxi, we have

dtϕ
∗
t (η) = [dtϕ

∗
t (ηi)]dxi +ηi

[
dtϕ

∗
t (dxi)

]
=
(
∂tηk + v j

∂x jηk
)

dxk +η j
∂v j

∂xk dxk

=
(
∂tη +v ·∇η +η · (∇v)T) ·dx

= ϕ
∗(∂t +Lvt )η .

• For volume form dx1 ∧·· ·∧dxn, we have

dtϕ
∗
t (dx1 ∧·· ·∧dxn) = ∑

i
dx1 ∧·· ·(dtϕ

∗
t (dxi)) · · ·∧dxn

= ∑
i

dx1 ∧·· ·(∂vi

∂xi dxi) · · ·∧dxn

= (∇ ·v)(dx1 ∧·· ·∧dxn)

• For n-form ρdx1 ∧·· ·∧dxn:

dtϕ
∗
t
(
ρdx1 ∧·· ·∧dxn)=(∂tρ +(∇ ·v)ρ)dx1∧·· ·∧dxn =(∂t +Lvt )

(
ρdx1 ∧·· ·∧dxn)

• For 2-form

dtϕ
∗
t (dxi ∧dx j) = (dtϕ

∗
t dxi)∧dx j +dxi ∧ (dtϕ

∗
t dx j)

=
∂vi

∂xk dxk ∧dx j +dxi ∧
(

∂v j

∂xℓ
dxℓ
)
.

• Let
ω = ω

1dx2 ∧dx3 +ω
2dx3 ∧dx1 +ω

3dx1 ∧dx2.
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We have

dtϕ
∗
t ω = (dtϕ

∗
t ω

1)dx2 ∧dx3 +(dtϕ
∗
t ω

2)dx3 ∧dx1 +(dtϕ
∗
t ω

3)dx1 ∧dx2

+ω
1dtϕ

∗
t (dx2 ∧dx3)+ω

2dtϕ
∗
t (dx3 ∧dx1)+ω

3dtϕ
∗
t (dx1 ∧dx2)

=

[
(∂t +v ·∇)ω1 +ω

1(
∂v2

∂x2 +
∂v3

∂x3 )−ω
2 ∂v1

∂x2 −ω
3 ∂v1

∂x3

]
dx2 ∧dx3

+

[
(∂t +v ·∇)ω2 +ω

2(
∂v1

∂x1 +
∂v3

∂x3 )−ω
3 ∂v2

∂x3 −ω
1 ∂v2

∂x1

]
dx3 ∧dx1

+

[
(∂t +v ·∇)ω3 +ω

3(
∂v1

∂x1 +
∂v2

∂x2 )−ω
3 ∂v3

∂x1 −ω
1 ∂v3

∂x2

]
dx1 ∧dx2

= (∂t +Lvt )ω.

For each component, we have

dtω
i = ∂tω

i + vk ∂ω i

∂xk +ω
i ∂vk

∂xk −
∂vi

∂xk ω
k

In vector calculus, we define ω = (ω1,ω2,ω3)T . In vector form, it is

dtω = ∂tω +v ·∇ω +ω∇ ·v− (∇v)ω

Alternative, the vorticity ω has another representation

ω = ω
i(⋆dxi).

One can use the Lie derivative for (⋆dxi) to get the same formula.

• Let

σ := σ
i
j(⋆dxi)⊗dx j

Then

dtϕ
∗
t σ = (∂t +Lv)

(
σ

i
j(⋆dxi)⊗dx j)

where

Lvσ =

(
vk

∂xkσ
i
j +σ

i
j
∂vk

∂xk −
∂vi

∂xk σ
k
j +σ

i
ℓ

∂vℓ

∂x j

)
(⋆dxi ⊗dx j)
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D.4 Lie derivatives for vectors and tensors
• Lie derivative for ∂

∂xi

Lv
∂

∂xi := dt(ϕ
∗
t (

∂

∂xi ))(t,X)

= dt

(
∂Xα

∂xi
∂

∂Xα

)
= dt(F−T )i

α

∂

∂Xα
)

=−(F−T ḞT F−T )i
α

∂

∂Xα

=−(F−T )i
β
(ḞT )

β

ℓ (F
−T )ℓα

∂

∂Xα

=−∂Xβ

∂xi
∂vℓ

∂Xβ

∂Xα

∂xℓ
∂

∂Xα

=−∂vℓ

∂xi
∂

∂xℓ

Alternatively, we can use

Lv⟨dxi,
∂

∂x j ⟩= ⟨Lv(dxi),
∂

∂x j ⟩+ ⟨dxi,Lv
∂

∂x j ⟩

to obtain

⟨Lv
∂

∂x j ,dxi⟩=−⟨ ∂

∂x j ,Lv(dxi)⟩=−⟨ ∂

∂x j ,
∂vi

∂xk dxk⟩=− ∂vi

∂x j .

Hence,

Lv
∂

∂x j =− ∂vi

∂x j
∂

∂xi .

• Lie derivative for vector field A = Ai ∂

∂xi .

LvA = (LvAi)
∂

∂xi +AkLv

(
∂

∂xk

)
=

(
∂tAi + vk

∂xkAi −Ak ∂vi

∂xk

)
∂

∂xi

• The deformation gradient

F := F i
αdXα ⊗ ∂

∂xi
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is a 2-point tensor. Its Lie derivative w.r.t. for the second argument ∂

∂xi is

LvF =

(
∂tF i

α + vk
∂xkF i

α −Fk
α

∂vi

∂xk

)
dXα ⊗ ∂

∂xi

• The inverse deformation gradient

(F−1) = (F−1)α
i

∂

∂Xα
⊗dxi.

is a two-point tensor. Its Lie derivative w.r.t. the second argument is

Lv(F−1) =

(
∂t(F−1)α

i + vk
∂xk(F−1)α

i +(F−1)α
k

∂vi

∂xk

)
∂

∂Xα
⊗dxi

• Lie derivative for tensor of type (2,0). Let

A = Ai j ∂

∂xi ⊗
∂

∂x j .

Then the Lie derivative of A is

LvA = (LvAi j)
∂

∂xi ⊗
∂

∂x j +Ak jLv

(
∂

∂xk

)
⊗ ∂

∂x j +Aiℓ ∂

∂xi ⊗Lv

(
∂

∂xℓ

)
=

(
∂tAi j + vk

∂xkAi j −Ak j ∂vi

∂xk −Aiℓ∂v j

∂xℓ

)
∂

∂xi ⊗
∂

∂x j

This is also known as the upper-convected derivative of the tensor A.

• Lie derivative for tensor of type (1,1). Let

B = Bi
j∂xi ⊗dx j.

Then

LvB = (LvBi
j)∂xi ⊗dx j +Bk

jLv (∂xk)⊗dx j +Bi
ℓ∂xi ⊗Lv

(
dxℓ
)

=
(

∂tBi
j + vk

∂xkBi
j −Bk

j∂xkvi +Bi
k∂x jvk

)
∂xi ⊗dx j.
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D.5 Interior Product and Cartan magic formula
• Extrusion of a set: Let Σ0 be a k-dimensional submanifold. Define Σ(t) by

Σ(t) := ϕt(Σ0)

and Extrusion of Σ(t) by

Σv(t1, t2) := ∪t1≤t≤t2ϕt(Σ0)

The orientation of Σv(t1, t2) is defined by

∂Σv(t1, t2) = Σ(t2)−Σ(t1)− (∂Σ)v(t1, t2).

• Interior product: For a k-form α , define∫ t2

t1
⟨ivα,S⟩ := ⟨α,Sv(t1, t2)⟩

• When Σ0 is an n-dimensional submanifold:

d
dt

∫
Σ(t)

f (t,x)dnx =
∫

Σ(t)

∂

∂ t
f (t,x)dnx+

∫
∂Σ(t)

f (t,x)v ·ndx (4.3)

This result is called the Reynolds transportation theorem.

• When Σ0 is a k-dimensional submanifold, α is a k-form.

d
dt

∫
Σ(t)

α =
∫

Σ(t)

∂

∂ t
α +Lvα

=
∫

Σ(t)

∂

∂ t
α + ivdα +

∫
∂Σ(t)

ivα

=
∫

Σ(t)

∂

∂ t
α + ivdα +d ivα.

This shows Cartan’s magic formula

Lv = iv ◦d +d ◦ iv.
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