We have deduced that $a_{n+1}>a_{n}$ is true for $n=k+1$. Therefore the inequality is true for all $n$ by induction.

Next we verify that $\left\{a_{n}\right\}$ is bounded by showing that $a_{n}<6$ for all $n$. (Since the sequence is increasing, we already know that it has a lower bound: $a_{n} \geqslant a_{1}=2$ for all $n$.) We know that $a_{1}<6$, so the assertion is true for $n=1$. Suppose it is true for $n=k$. Then
so

$$
\begin{aligned}
a_{k} & <6 \\
a_{k}+6 & <12 \\
\frac{1}{2}\left(a_{k}+6\right) & <\frac{1}{2}(12)=6 \\
a_{k+1} & <6
\end{aligned}
$$

Thus
This shows, by mathematical induction, that $a_{n}<6$ for all $n$.
Since the sequence $\left\{a_{n}\right\}$ is increasing and bounded, Theorem 12 guarantees that it has a limit. The theorem doesn't tell us what the value of the limit is. But now that we know $L=\lim _{n \rightarrow \infty} a_{n}$ exists, we can use the recurrence relation to write

$$
\lim _{n \rightarrow \infty} a_{n+1}=\lim _{n \rightarrow \infty} \frac{1}{2}\left(a_{n}+6\right)=\frac{1}{2}\left(\lim _{n \rightarrow \infty} a_{n}+6\right)=\frac{1}{2}(L+6)
$$

A proof of this fact is requested in Exercise 58.
Since $a_{n} \rightarrow L$, it follows that $a_{n+1} \rightarrow L$, too (as $n \rightarrow \infty, n+1 \rightarrow \infty$ too). So we have

$$
L=\frac{1}{2}(L+6)
$$

Solving this equation for $L$, we get $L=6$, as predicted.
I. (a) What is a sequence?
(b) What does it mean to say that $\lim _{n \rightarrow \infty} a_{n}=8$ ?
(c) What does it mean to say that $\lim _{n \rightarrow \infty} a_{n}=\infty$ ?
2. (a) What is a convergent sequence? Give two examples.
(b) What is a divergent sequence? Give two examples.

3-8 List the first five terms of the sequence.
3. $a_{n}=1-(0.2)^{n}$
4. $a_{n}=\frac{n+1}{3 n-1}$
5. $a_{n}=\frac{3(-1)^{n}}{n!}$
6. $\{2 \cdot 4 \cdot 6 \cdot \cdots \cdot(2 n)\}$
7. $a_{1}=3, \quad a_{n+1}=2 a_{n}-1$
8. $a_{1}=1, \quad a_{n+1}=\frac{1}{1+a_{n}}$

9-14 Find a formula for the general term $a_{n}$ of the sequence, assuming that the pattern of the first few terms continues.
9. $\left\{\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \ldots\right\}$
10. $\left\{\frac{1}{2}, \frac{1}{4}, \frac{1}{6}, \frac{1}{8}, \ldots\right\}$
II. $\{2,7,12,17, \ldots\}$
12. $\left\{-\frac{1}{4}, \frac{2}{9},-\frac{3}{16}, \frac{4}{25}, \ldots\right\}$
13. $\left\{1,-\frac{2}{3}, \frac{4}{9},-\frac{8}{27}, \ldots\right\}$
14. $\{5,1,5,1,5,1, \ldots\}$
15. List the first six terms of the sequence defined by

$$
a_{n}=\frac{n}{2 n+1}
$$

Does the sequence appear to have a limit? If so, find it.
16. List the first nine terms of the sequence $\{\cos (n \pi / 3)\}$. Does this sequence appear to have a limit? If so, find it. If not, explain why.

17-46 Determine whether the sequence converges or diverges. If it converges, find the limit.
17. $a_{n}=1-(0.2)^{n}$
18. $a_{n}=\frac{n^{3}}{n^{3}+1}$
19. $a_{n}=\frac{3+5 n^{2}}{n+n^{2}}$
20. $a_{n}=\frac{n}{1+\sqrt{n}}$
21. $a_{n}=e^{1 / n}$
22. $a_{n}=\frac{3^{n+2}}{5^{n}}$
23. $a_{n}=\tan \left(\frac{2 n \pi}{1+8 n}\right)$
24. $a_{n}=\sqrt{\frac{n+1}{9 n+1}}$
25. $a_{n}=\frac{(-1)^{n-1} n}{n^{2}+1}$
26. $a_{n}=\frac{(-1)^{n} n^{3}}{n^{3}+2 n^{2}+1}$
27. $a_{n}=\cos (n / 2)$
28. $a_{n}=\cos (2 / n)$
29. $\left\{\frac{(2 n-1)!}{(2 n+1)!}\right\}$
30. $\{\arctan 2 n\}$
31. $\left\{\frac{e^{n}+e^{-n}}{e^{2 n}-1}\right\}$
32. $\left\{\frac{\ln n}{\ln 2 n}\right\}$
33. $\left\{n^{2} e^{-n}\right\}$
34. $\{n \cos n \pi\}$
35. $a_{n}=\frac{\cos ^{2} n}{2^{n}}$
36. $a_{n}=\ln (n+1)-\ln n$
37. $a_{n}=n \sin (1 / n)$
38. $a_{n}=\sqrt[n]{2^{1+3 n}}$
39. $a_{n}=\left(1+\frac{2}{n}\right)^{n}$
40. $a_{n}=\frac{\sin 2 n}{1+\sqrt{n}}$
4I. $a_{n}=\ln \left(2 n^{2}+1\right)-\ln \left(n^{2}+1\right)$
42. $a_{n}=\frac{(\ln n)^{2}}{n}$
43. $\{0,1,0,0,1,0,0,0,1, \ldots\}$
45. $a_{n}=\frac{n!}{2^{n}}$
44. $\left\{\frac{1}{1}, \frac{1}{3}, \frac{1}{2}, \frac{1}{4}, \frac{1}{3}, \frac{1}{5}, \frac{1}{4}, \frac{1}{6}, \ldots\right\}$

47-53 Use a graph of the sequence to decide whether the sequence is convergent or divergent. If the sequence is convergent, guess the value of the limit from the graph and then prove your guess. (See the margin note on page 716 for advice on graphing sequences.)
47. $a_{n}=1+(-2 / e)^{n}$
48. $a_{n}=\sqrt{n} \sin (\pi / \sqrt{n})$
49. $a_{n}=\sqrt{\frac{3+2 n^{2}}{8 n^{2}+n}}$
50. $a_{n}=\sqrt[n]{3^{n}+5^{n}}$
51. $a_{n}=\frac{n^{2} \cos n}{1+n^{2}}$
52. $a_{n}=\frac{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}{n!}$
53. $a_{n}=\frac{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}{(2 n)^{n}}$
54.
(a) Determine whether the sequence defined as follows is convergent or divergent:

$$
a_{1}=1 \quad a_{n+1}=4-a_{n} \quad \text { for } n \geqslant 1
$$

(b) What happens if the first term is $a_{1}=2$ ?
55. If $\$ 1000$ is invested at $6 \%$ interest, compounded annually, then after $n$ years the investment is worth $a_{n}=1000(1.06)^{n}$ dollars.
(a) Find the first five terms of the sequence $\left\{a_{n}\right\}$.
(b) Is the sequence convergent or divergent? Explain.
56. Find the first 40 terms of the sequence defined by

$$
a_{n+1}= \begin{cases}\frac{1}{2} a_{n} & \text { if } a_{n} \text { is an even number } \\ 3 a_{n}+1 & \text { if } a_{n} \text { is an odd number }\end{cases}
$$

and $a_{1}=11$. Do the same if $a_{1}=25$. Make a conjecture about this type of sequence.
57. For what values of $r$ is the sequence $\left\{n r^{n}\right\}$ convergent?
58. (a) If $\left\{a_{n}\right\}$ is convergent, show that

$$
\lim _{n \rightarrow \infty} a_{n+1}=\lim _{n \rightarrow \infty} a_{n}
$$

(b) A sequence $\left\{a_{n}\right\}$ is defined by $a_{1}=1$ and $a_{n+1}=1 /\left(1+a_{n}\right)$ for $n \geqslant 1$. Assuming that $\left\{a_{n}\right\}$ is convergent, find its limit.
59. Suppose you know that $\left\{a_{n}\right\}$ is a decreasing sequence and all its terms lie between the numbers 5 and 8 . Explain why the sequence has a limit. What can you say about the value of the limit?

60-66 Determine whether the sequence is increasing, decreasing, or not monotonic. Is the sequence bounded?
60. $a_{n}=(-2)^{n+1}$
61. $a_{n}=\frac{1}{2 n+3}$
62. $a_{n}=\frac{2 n-3}{3 n+4}$
63. $a_{n}=n(-1)^{n}$
64. $a_{n}=n e^{-n}$
65. $a_{n}=\frac{n}{n^{2}+1}$
66. $a_{n}=n+\frac{1}{n}$
67. Find the limit of the sequence

$$
\{\sqrt{2}, \sqrt{2 \sqrt{2}}, \sqrt{2 \sqrt{2 \sqrt{2}}}, \ldots\}
$$

68. A sequence $\left\{a_{n}\right\}$ is given by $a_{1}=\sqrt{2}, a_{n+1}=\sqrt{2+a_{n}}$.
(a) By induction or otherwise, show that $\left\{a_{n}\right\}$ is increasing and bounded above by 3. Apply the Monotonic Sequence Theorem to show that $\lim _{n \rightarrow \infty} a_{n}$ exists.
(b) Find $\lim _{n \rightarrow \infty} a_{n}$.
69. Show that the sequence defined by

$$
a_{1}=1 \quad a_{n+1}=3-\frac{1}{a_{n}}
$$

is increasing and $a_{n}<3$ for all $n$. Deduce that $\left\{a_{n}\right\}$ is convergent and find its limit.
70. Show that the sequence defined by

$$
a_{1}=2 \quad a_{n+1}=\frac{1}{3-a_{n}}
$$

satisfies $0<a_{n} \leqslant 2$ and is decreasing. Deduce that the sequence is convergent and find its limit.
71. (a) Fibonacci posed the following problem: Suppose that rabbits live forever and that every month each pair produces a new pair which becomes productive at age 2 months. If we start with one newborn pair, how many pairs of rabbits will we have in the $n$th month? Show that the answer is $f_{n}$, where $\left\{f_{n}\right\}$ is the Fibonacci sequence defined in Example 3(c).
(b) Let $a_{n}=f_{n+1} / f_{n}$ and show that $a_{n-1}=1+1 / a_{n-2}$. Assuming that $\left\{a_{n}\right\}$ is convergent, find its limit.
72. (a) Let $a_{1}=a, a_{2}=f(a), a_{3}=f\left(a_{2}\right)=f(f(a)), \ldots$, $a_{n+1}=f\left(a_{n}\right)$, where $f$ is a continuous function. If $\lim _{n \rightarrow \infty} a_{n}=L$, show that $f(L)=L$.
(b) Illustrate part (a) by taking $f(x)=\cos x, a=1$, and estimating the value of $L$ to five decimal places.
73. (a) Use a graph to guess the value of the limit

$$
\lim _{n \rightarrow \infty} \frac{n^{5}}{n!}
$$

(b) Use a graph of the sequence in part (a) to find the smallest values of $N$ that correspond to $\varepsilon=0.1$ and $\varepsilon=0.001$ in Definition 2.
74. Use Definition 2 directly to prove that $\lim _{n \rightarrow \infty} r^{n}=0$ when $|r|<1$.
75. Prove Theorem 6. [Hint: Use either Definition 2 or the Squeeze Theorem.]
76. Prove Theorem 7.
77. Prove that if $\lim _{n \rightarrow \infty} a_{n}=0$ and $\left\{b_{n}\right\}$ is bounded, then $\lim _{n \rightarrow \infty}\left(a_{n} b_{n}\right)=0$.
78. Let $a_{n}=\left(1+\frac{1}{n}\right)^{n}$.
(a) Show that if $0 \leqslant a<b$, then

$$
\frac{b^{n+1}-a^{n+1}}{b-a}<(n+1) b^{n}
$$

(b) Deduce that $b^{n}[(n+1) a-n b]<a^{n+1}$.
(c) Use $a=1+1 /(n+1)$ and $b=1+1 / n$ in part (b) to show that $\left\{a_{n}\right\}$ is increasing.
(d) Use $a=1$ and $b=1+1 /(2 n)$ in part (b) to show that $a_{2 n}<4$.
(e) Use parts (c) and (d) to show that $a_{n}<4$ for all $n$.
(f) Use Theorem 12 to show that $\lim _{n \rightarrow \infty}(1+1 / n)^{n}$ exists. (The limit is $e$. See Equation 7.4 .9 or $7.4^{*} .9$.)
79. Let $a$ and $b$ be positive numbers with $a>b$. Let $a_{1}$ be their arithmetic mean and $b_{1}$ their geometric mean:

$$
a_{1}=\frac{a+b}{2} \quad b_{1}=\sqrt{a b}
$$

Repeat this process so that, in general,

$$
a_{n+1}=\frac{a_{n}+b_{n}}{2} \quad b_{n+1}=\sqrt{a_{n} b_{n}}
$$

(a) Use mathematical induction to show that

$$
a_{n}>a_{n+1}>b_{n+1}>b_{n}
$$

(b) Deduce that both $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are convergent.
(c) Show that $\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} b_{n}$. Gauss called the common value of these limits the arithmetic-geometric mean of the numbers $a$ and $b$.
80. (a) Show that if $\lim _{n \rightarrow \infty} a_{2 n}=L$ and $\lim _{n \rightarrow \infty} a_{2 n+1}=L$, then $\left\{a_{n}\right\}$ is convergent and $\lim _{n \rightarrow \infty} a_{n}=L$.
(b) If $a_{1}=1$ and

$$
a_{n+1}=1+\frac{1}{1+a_{n}}
$$

find the first eight terms of the sequence $\left\{a_{n}\right\}$. Then use part (a) to show that $\lim _{n \rightarrow \infty} a_{n}=\sqrt{2}$. This gives the continued fraction expansion

$$
\sqrt{2}=1+\frac{1}{2+\frac{1}{2+\cdots}}
$$

81. The size of an undisturbed fish population has been modeled by the formula

$$
p_{n+1}=\frac{b p_{n}}{a+p_{n}}
$$

where $p_{n}$ is the fish population after $n$ years and $a$ and $b$ are positive constants that depend on the species and its environment. Suppose that the population in year 0 is $p_{0}>0$.
(a) Show that if $\left\{p_{n}\right\}$ is convergent, then the only possible values for its limit are 0 and $b-a$.
(b) Show that $p_{n+1}<(b / a) p_{n}$.
(c) Use part (b) to show that if $a>b$, then $\lim _{n \rightarrow \infty} p_{n}=0$; in other words, the population dies out.
(d) Now assume that $a<b$. Show that if $p_{0}<b-a$, then $\left\{p_{n}\right\}$ is increasing and $0<p_{n}<b-a$. Show also that if $p_{0}>b-a$, then $\left\{p_{n}\right\}$ is decreasing and $p_{n}>b-a$. Deduce that if $a<b$, then $\lim _{n \rightarrow \infty} p_{n}=b-a$.
is convergent. Since

$$
\sum_{n=1}^{\infty} \frac{n}{n^{3}+1}=\frac{1}{2}+\frac{2}{9}+\frac{3}{28}+\sum_{n=4}^{\infty} \frac{n}{n^{3}+1}
$$

it follows that the entire series $\sum_{n=1}^{\infty} n /\left(n^{3}+1\right)$ is convergent. Similarly, if it is known that the series $\sum_{n=N+1}^{\infty} a_{n}$ converges, then the full series

$$
\sum_{n=1}^{\infty} a_{n}=\sum_{n=1}^{N} a_{n}+\sum_{n=N+1}^{\infty} a_{n}
$$

is also convergent.
I. (a) What is the difference between a sequence and a series?
(b) What is a convergent series? What is a divergent series?
2. Explain what it means to say that $\sum_{n=1}^{\infty} a_{n}=5$.

F3-8 Find at least 10 partial sums of the series. Graph both the sequence of terms and the sequence of partial sums on the same screen. Does it appear that the series is convergent or divergent? If it is convergent, find the sum. If it is divergent, explain why.
3. $\sum_{n=1}^{\infty} \frac{12}{(-5)^{n}}$
4. $\sum_{n=1}^{\infty} \frac{2 n^{2}-1}{n^{2}+1}$
5. $\sum_{n=1}^{\infty} \tan n$
6. $\sum_{n=1}^{\infty}(0.6)^{n-1}$
7. $\sum_{n=1}^{\infty}\left(\frac{1}{\sqrt{n}}-\frac{1}{\sqrt{n+1}}\right)$
8. $\sum_{n=2}^{\infty} \frac{1}{n(n+2)}$
9. Let $a_{n}=\frac{2 n}{3 n+1}$.
(a) Determine whether $\left\{a_{n}\right\}$ is convergent.
(b) Determine whether $\sum_{n=1}^{\infty} a_{n}$ is convergent.
10. (a) Explain the difference between

$$
\sum_{i=1}^{n} a_{i} \quad \text { and } \quad \sum_{j=1}^{n} a_{j}
$$

(b) Explain the difference between

$$
\sum_{i=1}^{n} a_{i} \quad \text { and } \quad \sum_{i=1}^{n} a_{j}
$$

11-20 Determine whether the geometric series is convergent or divergent. If it is convergent, find its sum.
II. $3+2+\frac{4}{3}+\frac{8}{9}+\cdots$
12. $\frac{1}{8}-\frac{1}{4}+\frac{1}{2}-1+\cdots$
13. $3-4+\frac{16}{3}-\frac{64}{9}+\cdots$
14. $1+0.4+0.16+0.064+\cdots$
15. $\sum_{n=1}^{\infty} 6(0.9)^{n-1} \quad$ 16. $\sum_{n=1}^{\infty} \frac{10^{n}}{(-9)^{n-1}}$
(17. $\sum_{n=1}^{\infty} \frac{(-3)^{n-1}}{4^{n}}$
18. $\sum_{n=0}^{\infty} \frac{1}{(\sqrt{2})^{n}}$
19. $\sum_{n=0}^{\infty} \frac{\pi^{n}}{3^{n+1}}$
20. $\sum_{n=1}^{\infty} \frac{e^{n}}{3^{n-1}}$

21-34 Determine whether the series is convergent or divergent. If it is convergent, find its sum.
21. $\sum_{n=1}^{\infty} \frac{1}{2 n}$
22. $\sum_{n=1}^{\infty} \frac{n+1}{2 n-3}$
23. $\sum_{n=1}^{\infty} \frac{n}{n+5}$
24. $\sum_{k=1}^{\infty} \frac{k(k+2)}{(k+3)^{2}}$
25. $\sum_{n=1}^{\infty} \frac{3^{n}+2^{n}}{6^{n}}$
26. $\sum_{n=1}^{\infty} \frac{1+3^{n}}{2^{n}}$
27. $\sum_{n=1}^{\infty} \sqrt[n]{2}$
28. $\sum_{n=1}^{\infty}\left[2(0.1)^{n}+(0.2)^{n}\right]$
29. $\sum_{n=1}^{\infty} \ln \left(\frac{n^{2}+1}{2 n^{2}+1}\right)$
30. $\sum_{k=1}^{\infty}(\cos 1)^{k}$
31. $\sum_{n=1}^{\infty} \arctan n$
32. $\sum_{n=1}^{\infty}\left(\frac{3}{5^{n}}+\frac{2}{n}\right)$
33. $\sum_{n=1}^{\infty}\left(\frac{1}{e^{n}}+\frac{1}{n(n+1)}\right)$
34. $\sum_{n=1}^{\infty} \frac{e^{n}}{n^{2}}$

35-40 Determine whether the series is convergent or divergent by expressing $s_{n}$ as a telescoping sum (as in Example 6). If it is convergent, find its sum.
35. $\sum_{n=2}^{\infty} \frac{2}{n^{2}-1}$
36. $\sum_{n=1}^{\infty} \frac{2}{n^{2}+4 n+3}$
37. $\sum_{n=1}^{\infty} \frac{3}{n(n+3)}$
38. $\sum_{n=1}^{\infty} \ln \frac{n}{n+1}$
39. $\sum_{n=1}^{\infty}\left(e^{1 / n}-e^{1 /(n+1)}\right)$
40. $\sum_{n=1}^{\infty}\left(\cos \frac{1}{n^{2}}-\cos \frac{1}{(n+1)^{2}}\right)$

41-46 Express the number as a ratio of integers.
41. $0 . \overline{2}=0.2222 \ldots$
42. $0 . \overline{73}=0.73737373 \ldots$
43. $3 . \overline{417}=3.417417417 \ldots$
44. $6.2 \overline{254}=6.2545454 \ldots$
45. 1.23456
46. $7 . \overline{12345}$

47-51 Find the values of $x$ for which the series converges. Find the sum of the series for those values of $x$.
47. $\sum_{n=1}^{\infty} \frac{x^{n}}{3^{n}}$
48. $\sum_{n=1}^{\infty}(x-4)^{n}$
49. $\sum_{n=0}^{\infty} 4^{n} x^{n}$
50. $\sum_{n=0}^{\infty} \frac{(x+3)^{n}}{2^{n}}$
51. $\sum_{n=0}^{\infty} \frac{\cos ^{n} x}{2^{n}}$
52. We have seen that the harmonic series is a divergent series whose terms approach 0 . Show that

$$
\sum_{n=1}^{\infty} \ln \left(1+\frac{1}{n}\right)
$$

is another series with this property.
[CAS 53-54 Use the partial fraction command on your CAS to find a convenient expression for the partial sum, and then use this expression to find the sum of the series. Check your answer by using the CAS to sum the series directly.
53. $\sum_{n=1}^{\infty} \frac{3 n^{2}+3 n+1}{\left(n^{2}+n\right)^{3}}$
54. $\sum_{n=2}^{\infty} \frac{1}{n^{3}-n}$
55. If the $n$th partial sum of a series $\sum_{n=1}^{\infty} a_{n}$ is

$$
s_{n}=\frac{n-1}{n+1}
$$

find $a_{n}$ and $\sum_{n=1}^{\infty} a_{n}$.
56. If the $n$th partial sum of a series $\sum_{n=1}^{\infty} a_{n}$ is $s_{n}=3-n 2^{-n}$, find $a_{n}$ and $\sum_{n=1}^{x} a_{n}$.
57. When money is spent on goods and services, those who receive the money also spend some of it. The people receiving some of the twice-spent money will spend some of that, and so on. Economists call this chain reaction the multiplier effect. In a hypothetical isolated community, the local government begins the process by spending $D$ dollars. Suppose that each recipient of spent money spends $100 c \%$ and saves $100 s \%$ of the money that he or she receives. The values $c$ and $s$ are called the marginal propensity to consume and the marginal propensity to save and, of course, $c+s=1$.
(a) Let $S_{n}$ be the total spending that has been generated after $n$ transactions. Find an equation for $S_{n}$.
(b) Show that $\lim _{n \rightarrow \infty} S_{n}=k D$, where $k=1 / s$. The number $k$ is called the multiplier. What is the multiplier if the marginal propensity to consume is $80 \%$ ?
Note: The federal government uses this principle to justify deficit spending. Banks use this principle to justify lending a large percentage of the money that they receive in deposits.
58. A certain ball has the property that each time it falls from a height $h$ onto a hard, level surface, it rebounds to a height $r h$, where $0<r<1$. Suppose that the ball is dropped from an initial height of $H$ meters.
(a) Assuming that the ball continues to bounce indefinitely, find the total distance that it travels. (Use the fact that the ball falls $\frac{1}{2} g t^{2}$ meters in $t$ seconds.)
(b) Calculate the total time that the ball travels.
(c) Suppose that each time the ball strikes the surface with velocity $v$ it rebounds with velocity $-k v$, where $0<k<1$. How long will it take for the ball to come to rest?
59. Find the value of $c$ if

$$
\sum_{n-2}^{\infty}(1+c)^{-n}=2
$$

60. Find the value of $c$ such that

$$
\sum_{n=0}^{\infty} e^{n c}=10
$$

61. In Example 7 we showed that the harmonic series is divergent. Here we outline another method, making use of the fact that $e^{x}>1+x$ for any $x>0$. (See Exercise 7.2.93.)

If $s_{n}$ is the $n$th partial sum of the harmonic series, show that $e^{s_{n}}>n+1$. Why does this imply that the harmonic series is divergent?
62. Graph the curves $y=x^{n}, 0 \leqslant x \leqslant 1$, for $n=0,1,2,3,4, \ldots$ on a common screen. By finding the areas between successive curves, give a geometric demonstration of the fact, shown in Example 6, that

$$
\sum_{n=1}^{\infty} \frac{1}{n(n+1)}=1
$$

63. The figure shows two circles $C$ and $D$ of radius 1 that touch at $P . T$ is a common tangent line; $C_{1}$ is the circle that touches $C, D$, and $T ; C_{2}$ is the circle that touches $C, D$, and $C_{1} ; C_{3}$ is the circle that touches $C, D$, and $C_{2}$. This procedure can be continued indefinitely and produces an infinite sequence of circles $\left\{C_{n}\right\}$. Find an expression for the diameter of $C_{n}$ and thus provide another geometric demonstration of Example 6.

64. A right triangle $A B C$ is given with $\angle A=\theta$ and $|A C|=b$. $C D$ is drawn perpendicular to $A B, D E$ is drawn perpendicular to $B C, E F \perp A B$, and this process is continued indefinitely, as shown in the figure. Find the total length of all the perpendiculars

$$
|C D|+|D E|+|E F|+|F G|+\cdots
$$

in terms of $b$ and $\theta$.

65. What is wrong with the following calculation?

$$
\begin{aligned}
0 & =0+0+0+\cdots \\
& =(1-1)+(1-1)+(1-1)+\cdots \\
& =1-1+1-1+1-1+\cdots \\
& =1+(-1+1)+(-1+1)+(-1+1)+\cdots \\
& =1+0+0+0+\cdots=1
\end{aligned}
$$

(Guido Ubaldus thought that this proved the existence of God because "something has been created out of nothing.")
66. Suppose that $\sum_{n=1}^{\infty} a_{n}\left(a_{n} \neq 0\right)$ is known to be a convergent series. Prove that $\sum_{n=1}^{\infty} 1 / a_{n}$ is a divergent series.
67. Prove part (i) of Theorem 8 .
68. If $\sum a_{n}$ is divergent and $c \neq 0$, show that $\sum c a_{n}$ is divergent.
69. If $\Sigma a_{n}$ is convergent and $\sum b_{n}$ is divergent, show that the series $\sum\left(a_{n}+b_{n}\right)$ is divergent. [Hint: Argue by contradiction.]
70. If $\Sigma a_{n}$ and $\Sigma b_{n}$ are both divergent, is $\Sigma\left(a_{n}+b_{n}\right)$ necessarily divergent?
71. Suppose that a series $\sum a_{n}$ has positive terms and its partial sums $s_{n}$ satisfy the inequality $s_{n} \leqslant 1000$ for all $n$. Explain why $\sum a_{n}$ must be convergent.
72. The Fibonacci sequence was defined in Section 12.1 by the equations

$$
f_{1}=1, \quad f_{2}=1, \quad f_{n}=f_{n-1}+f_{n-2} \quad n \geqslant 3
$$

Show that each of the following statements is true.
(a) $\frac{1}{f_{n-1} f_{n+1}}=\frac{1}{f_{n-1} f_{n}}-\frac{1}{f_{n} f_{n+1}}$
(b) $\sum_{n=2}^{\infty} \frac{1}{f_{n-1} f_{n+1}}=1$
(c) $\sum_{n=2}^{\infty} \frac{f_{n}}{f_{n-1} f_{n+1}}=2$
73. The Cantor set, named after the German mathematician Georg Cantor (1845-1918), is constructed as follows. We start with the closed interval $[0,1]$ and remove the open interval $\left(\frac{1}{3}, \frac{2}{3}\right)$. That leaves the two intervals $\left[0, \frac{1}{3}\right]$ and $\left[\frac{2}{3}, 1\right]$ and we remove the open middle third of each. Four intervals remain and again we remove the open middle third of each of them. We continue this procedure indefinitely, at each step removing the open middle third of every interval that remains from the preceding step. The Cantor set consists of the numbers that remain in $[0,1]$ after all those intervals have been removed.
(a) Show that the total length of all the intervals that are removed is 1 . Despite that, the Cantor set contains infinitely many numbers. Give examples of some numbers in the Cantor set.
(b) The Sierpinski carpet is a two-dimensional counterpart of the Cantor set. It is constructed by removing the center one-ninth of a square of side 1 , then removing the centers of the eight smaller remaining squares, and so on. (The figure shows the first three steps of the construction.) Show that the sum of the areas of the removed squares is 1 . This implies that the Sierpinski carpet has area 0 .

74. (a) A sequence $\left\{a_{n}\right\}$ is defined recursively by the equation $a_{n}=\frac{1}{2}\left(a_{n-1}+a_{n-2}\right)$ for $n \geqslant 3$, where $a_{1}$ and $a_{2}$ can be any real numbers. Experiment with various values of $a_{1}$ and $a_{2}$ and use your calculator to guess the limit of the sequence.
(b) Find $\lim _{n \rightarrow \infty} a_{n}$ in terms of $a_{1}$ and $a_{2}$ by expressing $a_{n+1}-a_{n}$ in terms of $a_{2}-a_{1}$ and summing a series.
75. Consider the series

$$
\sum_{n=1}^{\infty} \frac{n}{(n+1)!}
$$

(a) Find the partial sums $s_{1}, s_{2}, s_{3}$, and $s_{4}$. Do you recognize the denominators? Use the pattern to guess a formula for $s_{n}$.
(b) Use mathematical induction to prove your guess.
(c) Show that the given infinite series is convergent, and find its sum.
76. In the figure there are infinitely many circles approaching the vertices of an equilateral triangle, each circle touching other
circles and sides of the triangle. If the triangle has sides of length 1 , find the total area occupied by the circles.


## I2.3 THE INTEGRAL TEST AND ESTIMATES OF SUMS

| $n$ | $s_{n}=\sum_{i=1}^{n} \frac{1}{i^{2}}$ |
| ---: | :---: |
| 5 | 1.4636 |
| 10 | 1.5498 |
| 50 | 1.6251 |
| 100 | 1.6350 |
| 500 | 1.6429 |
| 1000 | 1.6439 |
| 5000 | 1.6447 |

In general, it is difficult to find the exact sum of a series. We were able to accomplish this for geometric series and the series $\Sigma 1 /[n(n+1)]$ because in each of those cases we could find a simple formula for the $n$th partial sum $s_{n}$. But usually it isn't easy to compute $\lim _{n \rightarrow \infty} s_{n}$. Therefore, in the next few sections, we develop several tests that enable us to determine whether a series is convergent or divergent without explicitly finding its sum. (In some cases, however, our methods will enable us to find good estimates of the sum.) Our first test involves improper integrals.

We begin by investigating the series whose terms are the reciprocals of the squares of the positive integers:

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{1}{1^{2}}+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\frac{1}{5^{2}}+\cdots
$$

There's no simple formula for the sum $s_{n}$ of the first $n$ terms, but the computer-generated table of values given in the margin suggests that the partial sums are approaching a number near 1.64 as $n \rightarrow \infty$ and so it looks as if the series is convergent.

We can confirm this impression with a geometric argument. Figure 1 shows the curve $y=1 / x^{2}$ and rectangles that lie below the curve. The base of each rectangle is an interval of length 1 ; the height is equal to the value of the function $y=1 / x^{2}$ at the right endpoint of the interval. So the sum of the areas of the rectangles is

$$
\frac{1}{1^{2}}+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\frac{1}{5^{2}}+\cdots=\sum_{n=1}^{\infty} \frac{1}{n^{2}}
$$



FIGURE I

$$
\text { area }=\frac{1}{2^{2}} \quad \text { area }=\frac{1}{3^{2}} \quad \text { area }=\frac{1}{4^{2}} \quad \text { area }=\frac{1}{5^{2}}
$$



FIGURE 5


FIGURE 6
that is, $f(2)=a_{2}$. So, comparing the areas of the shaded rectangles with the area under $y=f(x)$ from 1 to $n$, we see that

$$
\begin{equation*}
a_{2}+a_{3}+\cdots+a_{n} \leqslant \int_{1}^{n} f(x) d x \tag{4}
\end{equation*}
$$

(Notice that this inequality depends on the fact that $f$ is decreasing.) Likewise, Figure 6 shows that

$$
\begin{equation*}
\int_{1}^{n} f(x) d x \leqslant a_{1}+a_{2}+\cdots+a_{n-1} \tag{5}
\end{equation*}
$$

(i) If $\int_{1}^{\infty} f(x) d x$ is convergent, then (4) gives

$$
\sum_{i=2}^{n} a_{i} \leqslant \int_{1}^{n} f(x) d x \leqslant \int_{1}^{\infty} f(x) d x
$$

since $f(x) \geqslant 0$. Therefore

$$
s_{n}=a_{1}+\sum_{i=2}^{n} a_{i} \leqslant a_{1}+\int_{1}^{\infty} f(x) d x=M, \text { say }
$$

Since $s_{n} \leqslant M$ for all $n$, the sequence $\left\{s_{n}\right\}$ is bounded above. Also

$$
s_{n+1}=s_{n}+a_{n+1} \geqslant s_{n}
$$

since $a_{n+1}=f(n+1) \geqslant 0$. Thus $\left\{s_{n}\right\}$ is an increasing bounded sequence and so it is convergent by the Monotonic Sequence Theorem (12.1.12). This means that $\sum a_{n}$ is convergent.
(ii) If $\int_{1}^{\infty} f(x) d x$ is divergent, then $\int_{1}^{n} f(x) d x \rightarrow \infty$ as $n \rightarrow \infty$ because $f(x) \geqslant 0$. But (5) gives

$$
\int_{1}^{n} f(x) d x \leqslant \sum_{i=1}^{n-1} a_{i}=s_{n-1}
$$

and so ' $s_{n-1} \rightarrow \infty$. This implies that $s_{n} \rightarrow \infty$ and so $\sum a_{n}$ diverges.

### 12.3 EXERCISES

I. Draw a picture to show that

$$
\sum_{n=2}^{\infty} \frac{1}{n^{1.3}}<\int_{1}^{\infty} \frac{1}{x^{1.3}} d x
$$

What can you conclude about the series?
2. Suppose $f$ is a continuous positive decreasing function for $x \geqslant 1$ and $a_{n}=f(n)$. By drawing a picture, rank the following three quantities in increasing order:

$$
\int_{1}^{6} f(x) d x \quad \sum_{i=1}^{5} a_{i} \quad \sum_{i=2}^{6} a_{i}
$$

3-8 Use the Integral Test to determine whether the series is convergent or divergent.
3. $\sum_{n=1}^{\infty} \frac{1}{n^{4}}$
4. $\sum_{n=1}^{\infty} \frac{1}{\sqrt[4]{n}}$
5. $\sum_{n=1}^{\infty} \frac{1}{(2 n+1)^{3}}$
6. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n+4}}$
7. $\sum_{n=1}^{\infty} n e^{-n}$
8. $\sum_{n=1}^{\infty} \frac{n+2}{n+1}$

9-26 Determine whether the series is convergent or divergent.
9. $\sum_{n=1}^{\infty} \frac{2}{n^{0.85}}$
10. $\sum_{n=1}^{\infty}\left(n^{-1.4}+3 n^{-1.2}\right)$
[1]. $1+\frac{1}{8}+\frac{1}{27}+\frac{1}{64}+\frac{1}{125}+\cdots$
12. $1+\frac{1}{2 \sqrt{2}}+\frac{1}{3 \sqrt{3}}+\frac{1}{4 \sqrt{4}}+\frac{1}{5 \sqrt{5}}+\cdots$
13. $1+\frac{1}{3}+\frac{1}{5}+\frac{1}{7}+\frac{1}{9}+\cdots$
14. $\frac{1}{5}+\frac{1}{8}+\frac{1}{11}+\frac{1}{14}+\frac{1}{17}+\cdots$.
15. $\sum_{n=1}^{\infty} \frac{5-2 \sqrt{n}}{n^{3}}$
16. $\sum_{n=1}^{\infty} \frac{n^{2}}{n^{3}+1}$
(17. $\sum_{n=1}^{\infty} \frac{1}{n^{2}+4}$
18. $\sum_{n=1}^{\infty} \frac{3 n+2}{n(n+1)}$
19. $\sum_{n=1}^{\infty} \frac{\ln n}{n^{3}}$
20. $\sum_{n=1}^{\infty} \frac{1}{n^{2}-4 n+5}$
21. $\sum_{n=2}^{\infty} \frac{1}{n \ln n}$
22. $\sum_{n=2}^{\infty} \frac{1}{n(\ln n)^{2}}$
23. $\sum_{n=1}^{\infty} \frac{e^{1 / n}}{n^{2}}$
24. $\sum_{n=3}^{\infty} \frac{n^{2}}{e^{n}}$
25. $\sum_{n=1}^{\infty} \frac{1}{n^{3}+n}$
26. $\sum_{n=1}^{\infty} \frac{n}{n^{4}+1}$

27-30 Find the values of $p$ for which the series is convergent.
27. $\sum_{n=2}^{\infty} \frac{1}{n(\ln n)^{p}}$
28. $\sum_{n=3}^{\infty} \frac{1}{n \ln n[\ln (\ln n)]^{p}}$
29. $\sum_{n=1}^{\infty} n\left(1+n^{2}\right)^{p}$
30. $\sum_{n=1}^{\infty} \frac{\ln n}{n^{p}}$
31. The Riemann zeta-function $\zeta$ is defined by

$$
\zeta(x)=\sum_{n=1}^{\infty} \frac{1}{n^{x}}
$$

and is used in number theory to study the distribution of prime numbers. What is the domain of $\zeta$ ?
32. (a) Find the partial sum $s_{10}$ of the series $\sum_{n=1}^{\infty} 1 / n^{4}$. Estimate the error in using $s_{10}$ as an approximation to the sum of the series.
(b) Use (3) with $n=10$ to give an improved estimate of the sum.
(c) Find a value of $n$ so that $s_{n}$ is within 0.00001 of the sum.
33. (a) Use the sum of the first 10 terms to estimate the sum of the series $\sum_{n=1}^{\infty} 1 / n^{2}$. How good is this estimate?
(b) Improve this estimate using (3) with $n=10$.
(c) Find a value of $n$ that will ensure that the error in the approximation $s \approx s_{n}$ is less than 0.001 .
34. Find the sum of the series $\sum_{n=1}^{\infty} 1 / n^{5}$ correct to three decimal places.
35. Estimate $\sum_{n=1}^{\infty}(2 n+1)^{-6}$ correct to five decimal places.
36. How many terms of the series $\sum_{n=2}^{\infty} 1 /\left[n(\ln n)^{2}\right]$ would you need to add to find its sum to within 0.01 ?
37. Show that if we want to approximate the sum of the series $\sum_{n=1}^{\infty} n^{-1.001}$ so that the error is less than 5 in the ninth decimal place, then we need to add more than $10^{11,301}$ terms!
(CAS 38. (a) Show that the series $\sum_{n=1}^{\infty}(\ln n)^{2} / n^{2}$ is convergent.
(b) Find an upper bound for the error in the approximation $s \approx s_{n}$.
(c) What is the smallest value of $n$ such that this upper bound is less than 0.05 ?
(d) Find $s_{n}$ for this value of $n$.
39. (a) Use (4) to show that if $s_{n}$ is the $n$th partial sum of the harmonic series, then

$$
s_{n} \leqslant 1+\ln n
$$

(b) The harmonic series diverges, but very slowly. Use part (a) to show that the sum of the first million terms is less than 15 and the sum of the first $10^{9}$ terms is less than 22.
40. Use the following steps to show that the sequence

$$
t_{n}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}-\ln n
$$

has a limit. (The value of the limit is denoted by $\gamma$ and is called Euler's constant.)
(a) Draw a picture like Figure 6 with $f(x)=1 / x$ and interpret $t_{n}$ as an area [or use (5)] to show that $t_{n}>0$ for all $n$.
(b) Interpret

$$
t_{n}-t_{n+1}=[\ln (n+1)-\ln n]-\frac{1}{n+1}
$$

as a difference of areas to show that $t_{n}-t_{n+1}>0$. Therefore, $\left\{t_{n}\right\}$ is a decreasing sequence.
(c) Use the Monotonic Sequence Theorem to show that $\left\{t_{n}\right\}$ is convergent.
41. Find all positive values of $b$ for which the series $\sum_{n=1}^{\infty} b^{\ln n}$ converges.
42. Find all values of $c$ for which the following series converges.

$$
\sum_{n=1}^{\infty}\left(\frac{c}{n}-\frac{1}{n+1}\right)
$$

1. Suppose $\sum a_{n}$ and $\sum b_{n}$ are series with positive terms and $\sum b_{n}$ is known to be convergent.
(a) If $a_{n}>b_{n}$ for all $n$, what can you say about $\sum a_{n}$ ? Why?
(b) If $a_{n}<b_{n}$ for all $n$, what can you say about $\sum a_{n}$ ? Why?
2. Suppose $\sum a_{n}$ and $\Sigma b_{n}$ are series with positive terms and $\sum b_{n}$ is known to be divergent.
(a) If $a_{n}>b_{n}$ for all $n$, what can you say about $\sum a_{n}$ ? Why?
(b) If $a_{n}<b_{n}$ for all $n$, what can you say about $\sum a_{n}$ ? Why?

3-32 Determine whether the series converges or diverges.
3. $\sum_{n=1}^{\infty} \frac{1}{n^{2}+n+1}$
4. $\sum_{n=2}^{\infty} \frac{n^{3}}{n^{4}-1}$
5. $\sum_{n=1}^{\infty} \frac{n+1}{n \sqrt{n}}$
6. $\sum_{n=1}^{\infty} \frac{n-1}{n^{2} \sqrt{n}}$
7. $\sum_{n=1}^{\infty} \frac{9^{n}}{3+10^{n}}$
8. $\sum_{n=1}^{\infty} \frac{4+3^{n}}{2^{n}}$
9. $\sum_{n=1}^{\infty} \frac{\cos ^{2} n}{n^{2}+1}$
10. $\sum_{n=1}^{\infty} \frac{n^{2}-1}{3 n^{4}+1}$
II. $\sum_{n=1}^{\infty} \frac{n-1}{n 4^{n}}$
12. $\sum_{n=1}^{\infty} \frac{\sin ^{2} n}{n \sqrt{n}}$
13. $\sum_{n=1}^{\infty} \frac{\arctan n}{n^{1.2}}$
14. $\sum_{n=2}^{\infty} \frac{\sqrt{n}}{n-1}$
15. $\sum_{n=1}^{\infty} \frac{2+(-1)^{n}}{n \sqrt{n}}$
16. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n^{3}+1}}$
17. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n^{2}+1}}$
18. $\sum_{n=1}^{\infty} \frac{1}{2 n+3}$
19. $\sum_{n=1}^{\infty} \frac{1+4^{n}}{1+3^{n}}$
20. $\sum_{n=1}^{\infty} \frac{n+4^{n}}{n+6^{n}}$
21. $\sum_{n=1}^{\infty} \frac{\sqrt{n+2}}{2 n^{2}+n+1}$
22. $\sum_{n=3}^{\infty} \frac{n+2}{(n+1)^{3}}$
23. $\sum_{n=1}^{\infty} \frac{5+2 n}{\left(1+n^{2}\right)^{2}}$
24. $\sum_{n=1}^{\infty} \frac{n^{2}-5 n}{n^{3}+n+1}$
25. $\sum_{n=1}^{\infty} \frac{1+n+n^{2}}{\sqrt{1+n^{2}+n^{6}}}$
26. $\sum_{n=1}^{\infty} \frac{n+5}{\sqrt[3]{n^{7}+n^{2}}}$
27. $\sum_{n=1}^{\infty}\left(1+\frac{1}{n}\right)^{2} e^{-n}$
28. $\sum_{n=1}^{\infty} \frac{e^{1 / n}}{n}$
29. $\sum_{n=1}^{\infty} \frac{1}{n!}$
30. $\sum_{n=1}^{\infty} \frac{n!}{n^{n}}$
31. $\sum_{n=1}^{\infty} \sin \left(\frac{1}{n}\right)$

33-36 Use the sum of the first 10 terms to approximate the sum of the series. Estimate the error.
33. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n^{4}+1}}$
34. $\sum_{n=1}^{\infty} \frac{\sin ^{2} n}{n^{3}}$
35. $\sum_{n=1}^{\infty} \frac{1}{1+2^{n}}$
36. $\sum_{n=1}^{\infty} \frac{n}{(n+1) 3^{n}}$
37. The meaning of the decimal representation of a number $0 . d_{1} d_{2} d_{3} \ldots$ (where the digit $d_{i}$ is one of the numbers 0,1 , $2, \ldots, 9$ ) is that

$$
0 . d_{1} d_{2} d_{3} d_{4} \ldots=\frac{d_{1}}{10}+\frac{d_{2}}{10^{2}}+\frac{d_{3}}{10^{3}}+\frac{d_{4}}{10^{4}}+\cdots
$$

Show that this series always converges.
38. For what values of $p$ does the series $\sum_{n=2}^{\infty} 1 /\left(n^{p} \ln n\right)$ converge?
39. Prove that if $a_{n} \geqslant 0$ and $\sum a_{n}$ converges, then $\sum a_{n}^{2}$ also converges.
40. (a) Suppose that $\sum a_{n}$ and $\sum b_{n}$ are series with positive terms and $\Sigma b_{n}$ is convergent. Prove that if

$$
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=0
$$

then $\sum a_{n}$ is also convergent.
(b) Use part (a) to show that the series converges.
(i) $\sum_{n=1}^{\infty} \frac{\ln n}{n^{3}}$
(ii) $\sum_{n=1}^{\infty} \frac{\ln n}{\sqrt{n} e^{n}}$
41. (a) Suppose that $\sum a_{n}$ and $\Sigma b_{n}$ are series with positive terms and $\sum b_{n}$ is divergent. Prove that if

$$
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=\infty
$$

then $\sum a_{n}$ is also divergent.
(b) Use part (a) to show that the series diverges.
(i) $\sum_{n=2}^{\infty} \frac{1}{\ln n}$
(ii) $\sum_{n=1}^{\infty} \frac{\ln n}{n}$
42. Give an example of a pair of series $\Sigma a_{n}$ and $\Sigma b_{n}$ with positive terms where $\lim _{n \rightarrow \infty}\left(a_{n} / b_{n}\right)=0$ and $\sum b_{n}$ diverges, but $\sum a_{n}$ converges. (Compare with Exercise 40.)
43. Show that if $a_{n}>0$ and $\lim _{n \rightarrow \infty} n a_{n} \neq 0$, then $\sum a_{n}$ is divergent.
44. Show that if $a_{n}>0$ and $\sum a_{n}$ is convergent, then $\Sigma \ln \left(1+a_{n}\right)$ is convergent.
45. If $\sum a_{n}$ is a convergent series with positive terms, is it true that $\Sigma \sin \left(a_{n}\right)$ is also convergent?
46. If $\sum a_{n}$ and $\Sigma b_{n}$ are both convergent series with positive terms, is it true that $\sum a_{n} b_{n}$ is also convergent?
. In Section 12.10 we will prove that $e^{x}=\sum_{n=0}^{x} x^{n} / n!$ for all $x$, so what we have obtained in Example 4 is actually an approximation to the number $e^{-1}$.

V EXAMPLE 4 Find the sum of the series $\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}$ correct to three decimal places. (By definition, $0!=1$.)
SOLUTION We first observe that the series is convergent by the Alternating Series Test because
(i) $\frac{1}{(n+1)!}=\frac{1}{n!(n+1)}<\frac{1}{n!}$
(ii) $0<\frac{1}{n!}<\frac{1}{n} \rightarrow 0 \quad$ so $\frac{1}{n!} \rightarrow 0$ as $n \rightarrow \infty$

To get a feel for how many terms we need to use in our approximation, let's write out the first few terms of the series:

$$
\begin{aligned}
s & =\frac{1}{0!}-\frac{1}{1!}+\frac{1}{2!}-\frac{1}{3!}+\frac{1}{4!}-\frac{1}{5!}+\frac{1}{6!}-\frac{1}{7!}+\cdots \\
& =1-1+\frac{1}{2}-\frac{1}{6}+\frac{1}{24}-\frac{1}{120}+\frac{1}{720}-\frac{1}{5040}+\cdots
\end{aligned}
$$

Notice that

$$
b_{7}=\frac{1}{5040}<\frac{1}{5000}=0.0002
$$

and

$$
s_{6}=1-1+\frac{1}{2}-\frac{1}{6}+\frac{1}{24}-\frac{1}{120}+\frac{1}{720} \approx 0.368056
$$

By the Alternating Series Estimation Theorem we know that

$$
\left|s-s_{6}\right| \leqslant b_{7}<0.0002
$$

This error of less than 0.0002 does not affect the third decimal place, so we have $s \approx 0.368$ correct to three decimal places.
(0) NOTE The rule that the error (in using $s_{n}$ to approximate $s$ ) is smaller than the first neglected term is, in general, valid only for alternating series that satisfy the conditions of the Alternating Series Estimation Theorem. The rule does not apply to other types of series.

### 12.5 EXERCISES

I. (a) What is an alternating series?
(b) Under what conditions does an alternating series converge?
(c) If these conditions are satisfied, what can you say about the remainder after $n$ terms?

2-20 Test the series for convergence or divergence.
2. $-\frac{1}{3}+\frac{2}{4}-\frac{3}{5}+\frac{4}{6}-\frac{5}{7}+\cdots$
3. $\frac{4}{7}-\frac{4}{8}+\frac{4}{9}-\frac{4}{10}+\frac{4}{11}-\cdots$
4. $\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{3}}+\frac{1}{\sqrt{4}}-\frac{1}{\sqrt{5}}+\frac{1}{\sqrt{6}}-\cdots$
5. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{\sqrt{n}}$
6. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{\ln (n+4)}$
7. $\sum_{n=1}^{\infty}(-1)^{n} \frac{3 n-1}{2 n+1}$
8. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{\sqrt{n^{3}+2}}$
9. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{10^{n}}$
10. $\sum_{n=1}^{\infty}(-1)^{n} \frac{\sqrt{n}}{1+2 \sqrt{n}}$
11. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n^{2}}{n^{3}+4}$
12. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n}{2^{n}}$
13. $\sum_{n=2}^{\infty}(-1)^{n} \frac{n}{\ln n}$
14. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{\ln n}{n}$
15. $\sum_{n=1}^{\infty} \frac{\cos n \pi}{n^{3 / 4}}$
16. $\sum_{n=1}^{\infty} \frac{\sin (n \pi / 2)}{n!}$
17. $\sum_{n=1}^{\infty}(-1)^{n} \sin \left(\frac{\pi}{n}\right)$
18. $\sum_{n=1}^{\infty}(-1)^{n} \cos \left(\frac{\pi}{n}\right)$
19. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n^{n}}{n!}$
20. $\sum_{n=1}^{\infty}\left(-\frac{n}{5}\right)^{n}$

21-22 Calculate the first 10 partial sums of the series and graph both the sequence of terms and the sequence of partial sums on the same screen. Estimate the error in using the 10th partial sum to approximate the total sum.
21. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{3 / 2}}$
22. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{3}}$

23-26 Show that the series is convergent. How many terms of the series do we need to add in order to find the sum to the indicated accuracy?
23. $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{6}} \quad(\mid$ error $\mid<0.00005)$
24. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n 5^{n}} \quad(\mid$ error $\mid<0.0001)$
25. $\sum_{n=0}^{\infty} \frac{(-1)^{n}}{10^{n} n!} \quad(\mid$ error $\mid<0.000005)$
26. $\sum_{n=1}^{\infty}(-1)^{n-1} n e^{-n} \quad(\mid$ error $\mid<0.01)$

27-30 Approximate the sum of the series correct to four decimal places.
27. $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{5}}$
28. $\sum_{n=1}^{\infty} \frac{(-1)^{n} n}{8^{n}}$
29. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1} n^{2}}{10^{n}}$
30. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{3^{n} n!}$
31. Is the 50 th partial sum $s_{50}$ of the alternating series $\sum_{n-1}^{\infty}(-1)^{n-1} / n$ an overestimate or an underestimate of the total sum? Explain.

32-34 For what values of $p$ is each series convergent?
32. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{p}}$
33. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n+p}$
34. $\sum_{n-2}^{\infty}(-1)^{n-1} \frac{(\ln n)^{p}}{n}$
35. Show that the series $\Sigma(-1)^{n-1} b_{n}$, where $b_{n}=1 / n$ if $n$ is odd and $b_{n}=1 / n^{2}$ if $n$ is even, is divergent. Why does the Alternating Series Test not apply?
36. Use the following steps to show that

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n}=\ln 2
$$

Let $h_{n}$ and $s_{n}$ be the partial sums of the harmonic and alternating harmonic series.
(a) Show that $s_{2 n}=h_{2 n}-h_{n}$.
(b) From Exercise 40 in Section 12.3 we have

$$
h_{n}-\ln n \rightarrow \gamma \quad \text { as } n \rightarrow \infty
$$

and therefore

$$
h_{2 n}-\ln (2 n) \rightarrow \gamma \quad \text { as } n \rightarrow \infty
$$

Use these facts together with part (a) to show that $s_{2 n} \rightarrow \ln 2$ as $n \rightarrow \infty$.

## I2.6 ABSOLUTE CONVERGENCE AND THE RATIO AND ROOT TESTS

We have convergence tests for series with positive terms and for alternating series. But what if the signs of the terms switch back and forth irregularly? We will see in Example 3 that the idea of absolute convergence sometimes helps in such cases.

Given any series $\sum a_{n}$, we can consider the corresponding series

$$
\sum_{n=1}^{\infty}\left|a_{n}\right|=\left|a_{1}\right|+\left|a_{2}\right|+\left|a_{3}\right|+\cdots
$$

whose terms are the absolute values of the terms of the original series.

1 DEFINITION A series $\Sigma a_{n}$ is called absolutely convergent if the series of absolute values $\Sigma\left|a_{n}\right|$ is convergent.

Notice that if $\sum a_{n}$ is a series with positive terms, then $\left|a_{n}\right|=a_{n}$ and so absolute convergence is the same as convergence in this case.

EXAMPLE I The series

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{2}}=1-\frac{1}{2^{2}}+\frac{1}{3^{2}}-\frac{1}{4^{2}}+\cdots
$$

Adding these zeros does not affect the sum of the series; each term in the sequence of partial sums is repeated, but the limit is the same.

## REARRANGEMENTS

The question of whether a given convergent series is absolutely convergent or conditionally convergent has a bearing on the question of whether infinite sums behave like finite sums.

If we rearrange the order of the terms in a finite sum, then of course the value of the sum remains unchanged. But this is not always the case for an infinite series. By a rearrangement of an infinite series $\sum a_{n}$ we mean a series obtained by simply changing the order of the terms. For instance, a rearrangement of $\sum a_{n}$ could start as follows:

$$
a_{1}+a_{2}+a_{5}+a_{3}+a_{4}+a_{15}+a_{6}+a_{7}+a_{20}+\cdots
$$

It turns out that
if $\sum a_{n}$ is an absolutely convergent series with sum $s$, then any rearrangement of $\Sigma a_{n}$ has the same sum $s$.
However, any conditionally convergent series can be rearranged to give a different sum. To illustrate this fact let's consider the alternating harmonic series

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5}-\frac{1}{6}+\frac{1}{7}-\frac{1}{8}+\cdots=\ln 2
$$

(See Exercise 36 in Section 12.5.) If we multiply this series by $\frac{1}{2}$, we get

$$
\frac{1}{2}-\frac{1}{4}+\frac{1}{6}-\frac{1}{8}+\cdots=\frac{1}{2} \ln 2
$$

Inserting zeros between the terms of this series, we have

$$
\begin{equation*}
0+\frac{1}{2}+0-\frac{1}{4}+0+\frac{1}{6}+0-\frac{1}{8}+\cdots=\frac{1}{2} \ln 2 \tag{77}
\end{equation*}
$$

Now we add the series in Equations 6 and 7 using Theorem 12.2.8:

$$
\begin{equation*}
1+\frac{1}{3}-\frac{1}{2}+\frac{1}{5}+\frac{1}{7}-\frac{1}{4}+\cdots=\frac{3}{2} \ln 2 \tag{8}
\end{equation*}
$$

Notice that the series in (8) contains the same terms as in (6), but rearranged so that one negative term occurs after each pair of positive terms. The sums of these series, however, are different. In fact, Riemann proved that
if $\Sigma a_{n}$ is a conditionally convergent series and $r$ is any real number whatsoever, then there is a rearrangement of $\sum a_{n}$ that has a sum equal to $r$.
A proof of this fact is outlined in Exercise 40.
I. What can you say about the series $\sum a_{n}$ in each of the following cases?
(a) $\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=8$
(b) $\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=0.8$
(c) $\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=1$

2-28 Determine whether the series is absolutely convergent, conditionally convergent, or divergent.
2. $\sum_{n=1}^{\infty} \frac{n^{2}}{2^{n}}$
3. $\sum_{n=0}^{\infty} \frac{(-10)^{n}}{n!} \quad$ 4. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{2^{n}}{n^{4}}$
5. $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt[4]{n}}$
6. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{4}}$
7. $\sum_{k=1}^{\infty} k\left(\frac{2}{3}\right)^{k}$
8. $\sum_{n=1}^{\infty} e^{-n} n$ !
9. $\sum_{n=1}^{\infty}(-1)^{n} \frac{(1.1)^{n}}{n^{4}}$
10. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{n}{n^{2}+1}$
II. $\sum_{n=1}^{\infty} \frac{(-1)^{n} e^{1 / n}}{n^{3}}$
12. $\sum_{n=1}^{\infty} \frac{\sin 4 n}{4^{n}}$
13. $\sum_{n=1}^{\infty} \frac{10^{n}}{(n+1) 4^{2 n+1}}$
14. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n^{2} 2^{n}}{n!}$
15. $\sum_{n=1}^{\infty} \frac{(-1)^{n} \arctan n}{n^{2}}$
16. $\sum_{n=1}^{\infty} \frac{3-\cos n}{n^{2 / 3}-2}$
17. $\sum_{n=2}^{\infty} \frac{(-1)^{n}}{\ln n}$
18. $\sum_{n=1}^{\infty} \frac{n!}{n^{n}}$
19. $\sum_{n=1}^{\infty} \frac{\cos (n \pi / 3)}{n!}$
20. $\sum_{n=1}^{\infty} \frac{(-2)^{n}}{n^{n}}$
21. $\sum_{n=1}^{\infty}\left(\frac{n^{2}+1}{2 n^{2}+1}\right)^{n}$
22. $\sum_{n=2}^{\infty}\left(\frac{-2 n}{n+1}\right)^{5 n}$
23. $\sum_{n=1}^{\infty}\left(1+\frac{1}{n}\right)^{n^{2}}$
24. $\sum_{n=2}^{\infty} \frac{n}{(\ln n)^{n}}$
25. $1-\frac{1 \cdot 3}{3!}+\frac{1 \cdot 3 \cdot 5}{5!}-\frac{1 \cdot 3 \cdot 5 \cdot 7}{7!}+\cdots$

$$
+(-1)^{n-1} \frac{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}{(2 n-1)!}+\cdots
$$

26. $\frac{2}{5}+\frac{2 \cdot 6}{5 \cdot 8}+\frac{2 \cdot 6 \cdot 10}{5 \cdot 8 \cdot 11}+\frac{2 \cdot 6 \cdot 10 \cdot 14}{5 \cdot 8 \cdot 11 \cdot 14}+\cdots$
27. $\sum_{n=1}^{\infty} \frac{2 \cdot 4 \cdot 6 \cdot \cdots \cdot(2 n)}{n!}$
28. $\sum_{n=1}^{\infty}(-1)^{n} \frac{2^{n} n!}{5 \cdot 8 \cdot 11 \cdot \cdots \cdot(3 n+2)}$
29. The terms of a series are defined recursively by the equations

$$
a_{1}=2 \quad a_{n+1}=\frac{5 n+1}{4 n+3} a_{n}
$$

Determine whether $\sum a_{n}$ converges or diverges.
30. A series $\sum a_{n}$ is defined by the equations

$$
a_{1}=1 \quad a_{n+1}=\frac{2+\cos n}{\sqrt{n}} a_{n}
$$

Determine whether $\sum a_{n}$ converges or diverges.
31. For which of the following series is the Ratio Test inconclusive (that is, it fails to give a definite answer)?
(a) $\sum_{n=1}^{\infty} \frac{1}{n^{3}}$
(b) $\sum_{n=1}^{\infty} \frac{n}{2^{n}}$
(c) $\sum_{n=1}^{\infty} \frac{(-3)^{n-1}}{\sqrt{n}}$
(d) $\sum_{n=1}^{\infty} \frac{\sqrt{n}}{1+n^{2}}$
32. For which positive integers $k$ is the following series convergent?

$$
\sum_{n=1}^{\infty} \frac{(n!)^{2}}{(k n)!}
$$

33. (a) Show that $\sum_{n=0}^{\infty} x^{n} / n$ ! converges for all $x$.
(b) Deduce that $\lim _{n \rightarrow \infty} x^{n} / n!=0$ for all $x$.
34. Let $\sum a_{n}$ be a series with positive terms and let $r_{n}=a_{n+1} / a_{n}$. Suppose that $\lim _{n \rightarrow \infty} r_{n}=L<1$, so $\sum a_{n}$ converges by the

Ratio Test. As usual, we let $R_{n}$ be the remainder after $n$ terms, that is,

$$
R_{n}=a_{n+1}+a_{n+2}+a_{n+3}+\cdots
$$

(a) If $\left\{r_{n}\right\}$ is a decreasing sequence and $r_{n+1}<1$, show, by summing a geometric series, that

$$
R_{n} \leqslant \frac{a_{n+1}}{1-r_{n+1}}
$$

(b) If $\left\{r_{n}\right\}$ is an increasing sequence, show that

$$
R_{n} \leqslant \frac{a_{n+1}}{1-L}
$$

35. (a) Find the partial sum $s_{5}$ of the series $\sum_{n=1}^{\infty} 1 / n 2^{n}$. Use Exercise 34 to estimate the error in using $s_{5}$ as an approximation to the sum of the series.
(b) Find a value of $n$ so that $s_{n}$ is within 0.00005 of the sum. Use this value of $n$ to approximate the sum of the series.
36. Use the sum of the first 10 terms to approximate the sum of the series

$$
\sum_{n=1}^{\infty} \frac{n}{2^{n}}
$$

Use Exercise 34 to estimate the error.
37. Prove the Root Test. [Hint for part (i): Take any number $r$ such that $L<r<1$ and use the fact that there is an integer $N$ such that $\sqrt[n]{\left|a_{n}\right|}<r$ whenever $n \geqslant N$.]
38. Around 1910, the Indian mathematician Srinivasa Ramanujan discovered the formula

$$
\frac{1}{\pi}=\frac{2 \sqrt{2}}{9801} \sum_{n=0}^{\infty} \frac{(4 n)!(1103+26390 n)}{(n!)^{4} 396^{4 n}}
$$

William Gosper used this series in 1985 to compute the first 17 million digits of $\pi$.
(a) Verify that the series is convergent.
(b) How many correct decimal places of $\pi$ do you get if you use just the first term of the series? What if you use two terms?
39. Given any series $\Sigma a_{n}$, we define a series $\Sigma a_{n}^{+}$whose terms are all the positive terms of $\Sigma a_{n}$ and a series $\Sigma a_{n}^{-}$whose terms are all the negative terms of $\Sigma a_{n}$. To be specific, we let

$$
a_{n}^{+}=\frac{a_{n}+\left|a_{n}\right|}{2} \quad a_{n}^{-}=\frac{a_{n}-\left|a_{n}\right|}{2}
$$

Notice that if $a_{n}>0$, then $a_{n}^{+}=a_{n}$ and $a_{n}^{-}=0$, whereas if $a_{n}<0$, then $a_{n}^{-}=a_{n}$ and $a_{n}^{+}=0$.
(a) If $\sum a_{n}$ is absolutely convergent, show that both of the series $\sum a_{n}^{+}$and $\sum a_{n}^{-}$are convergent.
(b) If $\Sigma a_{n}$ is conditionally convergent, show that both of the series $\Sigma a_{n}^{+}$and $\Sigma a_{n}^{-}$are divergent.
40. Prove that if $\Sigma a_{n}$ is a conditionally convergent series and $r$ is any real number, then there is a rearrangement of $\sum a_{n}$ whose sum is $r$. [Hints: Use the notation of Exercise 39. Take just enough positive terms $a_{n}^{+}$so that their sum is greater than $r$. Then add just enough negative terms $a_{n}^{-}$so that the cumulative sum is less than $r$. Continue in this manner and use Theorem 12.2.6.]
comparison series for the Limit Comparison Test is $\Sigma b_{n}$, where

$$
b_{n}=\frac{\sqrt{n^{3}}}{3 n^{3}}=\frac{n^{3 / 2}}{3 n^{3}}=\frac{1}{3 n^{3 / 2}}
$$

V EXAMPLE $3 \sum_{n=1}^{\infty} n e^{-n^{2}}$
Since the integral $\int_{1}^{\infty} x e^{-x^{2}} d x$ is easily evaluated, we use the Integral Test. The Ratio Test also works.

EXAMPLE $4 \sum_{n=1}^{\infty}(-1)^{n} \frac{n^{3}}{n^{4}+1}$
Since the series is alternating, we use the Alternating Series Test.
V EXAMPLE $5 \sum_{k=1}^{\infty} \frac{2^{k}}{k!}$
Since the series involves $k$ !, we use the Ratio Test.
EXAMPLE $6 \sum_{n=1}^{\infty} \frac{1}{2+3^{n}}$
Since the series is closely related to the geometric series $\sum 1 / 3^{n}$, we use the Comparison Test.

### 12.7 EXERCISES

I-38 Test the series for convergence or divergence.
I. $\sum_{n=1}^{\infty} \frac{1}{n+3^{n}}$
2. $\sum_{n=1}^{\infty} \frac{(2 n+1)^{n}}{n^{2 n}}$
21. $\sum_{n=1}^{\infty} \frac{(-2)^{2 n}}{n^{n}}$
22. $\sum_{n=1}^{\infty} \frac{\sqrt{n^{2}-1}}{n^{3}+2 n^{2}+5}$
3. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{n+2}$
4. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{n^{2}+2}$
23. $\sum_{n=1}^{\infty} \tan (1 / n)$
24. $\sum_{n=1}^{\infty} n \sin (1 / n)$
5. $\sum_{n=1}^{\infty} \frac{n^{2} 2^{n-1}}{(-5)^{n}}$
6. $\sum_{n=1}^{\infty} \frac{1}{2 n+1}$
25. $\sum_{n=1}^{\infty} \frac{n!}{e^{n^{2}}}$
26. $\sum_{n=1}^{\infty} \frac{n^{2}+1}{5^{n}}$
7. $\sum_{n=2}^{\infty} \frac{1}{n \sqrt{\ln n}}$
8. $\sum_{k=1}^{\infty} \frac{2^{k} k!}{(k+2)!}$
27. $\sum_{k=1}^{\infty} \frac{k \ln k}{(k+1)^{3}}$
28. $\sum_{n=1}^{\infty} \frac{e^{1 / n}}{n^{2}}$
9. $\sum_{k=1}^{\infty} k^{2} e^{-k}$
10. $\sum_{n=1}^{\infty} n^{2} e^{-n^{3}}$
II. $\sum_{n=2}^{\infty} \frac{(-1)^{n+1}}{n \ln n}$
12. $\sum_{n=1}^{\infty} \sin n$
13. $\sum_{n=1}^{\infty} \frac{3^{n} n^{2}}{n!}$
14. $\sum_{n=1}^{\infty} \frac{\sin 2 n}{1+2^{n}}$
29. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{\cosh n}$
30. $\sum_{j=1}^{\infty}(-1)^{j} \frac{\sqrt{j}}{j+5}$
31. $\sum_{k=1}^{\infty} \frac{5^{k}}{3^{k}+4^{k}}$
32. $\sum_{n=1}^{\infty} \frac{(n!)^{n}}{n^{4 n}}$
33. $\sum_{n=1}^{\infty} \frac{\sin (1 / n)}{\sqrt{n}}$
34. $\sum_{n=1}^{\infty} \frac{1}{n+n \cos ^{2} n}$
15. $\sum_{n=0}^{\infty} \frac{n!}{2 \cdot 5 \cdot 8 \cdot \cdots \cdot(3 n+2)}$
16. $\sum_{n=1}^{\infty} \frac{n^{2}+1}{n^{3}+1}$
35. $\sum_{n=1}^{\infty}\left(\frac{n}{n+1}\right)^{n^{2}}$
36. $\sum_{n=2}^{\infty} \frac{1}{(\ln n)^{\ln n}}$
19. $\sum_{n=1}^{\infty}(-1)^{n} \frac{\ln n}{\sqrt{n}}$
18. $\sum_{n=2}^{\infty} \frac{(-1)^{n-1}}{\sqrt{n}-1}$
37. $\sum_{n=1}^{\infty}(\sqrt[n]{2}-1)^{n}$
38. $\sum_{n=1}^{\infty}(\sqrt[n]{2}-1)$

The inequality $|x+2|<3$ can be written as $-5<x<1$, so we test the series at the endpoints -5 and 1 . When $x=-5$, the series is

$$
\sum_{n=0}^{\infty} \frac{n(-3)^{n}}{3^{n+1}}=\frac{1}{3} \sum_{n=0}^{\infty}(-1)^{n} n
$$

which diverges by the Test for Divergence $\left[(-1)^{n} n\right.$ doesn't converge to 0$]$. When $x=1$, the series is

$$
\sum_{n=0}^{\infty} \frac{n(3)^{n}}{3^{n+1}}=\frac{1}{3} \sum_{n=0}^{\infty} n
$$

which also diverges by the Test for Divergence. Thus the series converges only when $-5<x<1$, so the interval of convergence is $(-5,1)$.

### 12.8 EXERCISES

I. What is a power series?
2. (a) What is the radius of convergence of a power series?

How do you find it?
(b) What is the interval of convergence of a power series? How do you find it?

3-28 Find the radius of convergence and interval of convergence of the series.
3. $\sum_{n=1}^{\infty} \frac{x^{n}}{\sqrt{n}}$
4. $\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{n}}{n+1}$
5. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1} x^{n}}{n^{3}}$
6. $\sum_{n=1}^{\infty} \sqrt{n} x^{n}$
7. $\sum_{n=0}^{\infty} \frac{x^{n}}{n!}$
8. $\sum_{n=1}^{\infty} n^{n} x^{n}$
9. $\sum_{n=1}^{\infty}(-1)^{n} n 4^{n} x^{n}$
10. $\sum_{n=1}^{\infty} \frac{x^{n}}{n 3^{n}}$
II. $\sum_{n=1}^{\infty} \frac{(-2)^{n} x^{n}}{\sqrt[4]{n}}$
12. $\sum_{n=1}^{\infty} \frac{x^{n}}{5^{n} n^{5}}$
13. $\sum_{n=2}^{\infty}(-1)^{n} \frac{x^{n}}{4^{n} \ln n}$
14. $\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n}}{(2 n)!}$
15. $\sum_{n=0}^{\infty} \frac{(x-2)^{n}}{n^{2}+1}$
16. $\sum_{n=0}^{\infty}(-1)^{n} \frac{(x-3)^{n}}{2 n+1}$
17. $\sum_{n=1}^{\infty} \frac{3^{n}(x+4)^{n}}{\sqrt{n}}$
18. $\sum_{n=1}^{\infty} \frac{n}{4^{n}}(x+1)^{n}$
19. $\sum_{n=1}^{\infty} \frac{(x-2)^{n}}{n^{n}}$
20. $\sum_{n=1}^{\infty} \frac{(3 x-2)^{n}}{n 3^{n}}$
21. $\sum_{n=1}^{\infty} \frac{n}{b^{n}}(x-a)^{n}, \quad b>0$
22. $\sum_{n=1}^{\infty} \frac{n(x-4)^{n}}{n^{3}+1}$
23. $\sum_{n=1}^{\infty} n!(2 x-1)^{n}$
24. $\sum_{n=1}^{\infty} \frac{n^{2} x^{n}}{2 \cdot 4 \cdot 6 \cdot \cdots \cdot(2 n)}$
25. $\sum_{n=1}^{\infty} \frac{(4 x+1)^{n}}{n^{2}}$
26. $\sum_{n=2}^{\infty} \frac{x^{2 n}}{n(\ln n)^{2}}$
27. $\sum_{n=1}^{\infty} \frac{x^{n}}{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}$
28. $\sum_{n=1}^{\infty} \frac{n!x^{n}}{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}$
29. If $\sum_{n=0}^{\infty} c_{n} 4^{n}$ is convergent, does it follow that the following series are convergent?
(a) $\sum_{n=0}^{\infty} c_{n}(-2)^{n}$
(b) $\sum_{n=0}^{\infty} c_{n}(-4)^{n}$
30. Suppose that $\sum_{n=0}^{\infty} c_{n} x^{n}$ converges when $x=-4$ and diverges when $x=6$. What can be said about the convergence or divergence of the following series?
(a) $\sum_{n=0}^{\infty} c_{n}$
(b) $\sum_{n=0}^{\infty} c_{n} 8^{n}$
(c) $\sum_{n=0}^{\infty} c_{n}(-3)^{n}$
(d) $\sum_{n=0}^{\infty}(-1)^{n} c_{n} 9^{n}$
31. If $k$ is a positive integer, find the radius of convergence of the series

$$
\sum_{n=0}^{\infty} \frac{(n!)^{k}}{(k n)!} x^{n}
$$

32. Let $p$ and $q$ be real numbers with $p<q$. Find a power series whose interval of convergence is
(a) $(p, q)$
(b) $(p, q]$
(c) $[p, q)$
(d) $[p, q]$
33. Is it possible to find a power series whose interval of convergence is $[0, \infty)$ ? Explain.34. Graph the first several partial sums $s_{n}(x)$ of the series $\sum_{n=0}^{\infty} x^{n}$, together with the sum function $f(x)=1 /(1-x)$, on a common screen. On what interval do these partial sums appear to be converging to $f(x)$ ?
34. The function $J_{1}$ defined by

$$
J_{1}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n+1}}{n!(n+1)!2^{2 n+1}}
$$

is called the Bessel function of order 1 .
(a) Find its domain.
$\#$ (b) Graph the first several partial sums on a common screen.
(CAS (c) If your CAS has built-in Bessel functions, graph $J_{1}$ on the same screen as the partial sums in part (b) and observe how the partial sums approximate $J_{1}$.
36. The function $A$ defined by

$$
A(x)=1+\frac{x^{3}}{2 \cdot 3}+\frac{x^{6}}{2 \cdot 3 \cdot 5 \cdot 6}+\frac{x^{9}}{2 \cdot 3 \cdot 5 \cdot 6 \cdot 8 \cdot 9}+\cdots
$$

is called the Airy function after the English mathematician and astronomer Sir George Airy (1801-1892).
(a) Find the domain of the Airy function.
$\#$
(b) Graph the first several partial sums on a common screen.
(c) If your CAS has built-in Airy functions, graph $A$ on the same screen as the partial sums in part (b) and observe how the partial sums approximate $A$.
37. A function $f$ is defined by

$$
f(x)=1+2 x+x^{2}+2 x^{3}+x^{4}+\cdots
$$

that is, its coefficients are $c_{2 n}=1$ and $c_{2 n+1}=2$ for all $n \geqslant 0$. Find the interval of convergence of the series and find an explicit formula for $f(x)$.
38. If $f(x)=\sum_{n=0}^{\infty} c_{n} x^{n}$, where $c_{n+4}=c_{n}$ for all $n \geqslant 0$, find the interval of convergence of the series and a formula for $f(x)$.
39. Show that if $\lim _{n \rightarrow \infty} \sqrt[n]{\left|c_{n}\right|}=c$, where $c \neq 0$, then the radius of convergence of the power series $\sum c_{n} x^{n}$ is $R=1 / c$.
40. Suppose that the power series $\sum c_{n}(x-a)^{n}$ satisfies $c_{n} \neq 0$ for all $n$. Show that if $\lim _{n \rightarrow \infty}\left|c_{n} / c_{n+1}\right|$ exists, then it is equal to the radius of convergence of the power series.
41. Suppose the series $\sum c_{n} x^{n}$ has radius of convergence 2 and the series $\sum d_{n} x^{n}$ has radius of convergence 3 . What is the radius of convergence of the series $\sum\left(c_{n}+d_{n}\right) x^{n}$ ?
42. Suppose that the radius of convergence of the power series $\sum c_{n} x^{n}$ is $R$. What is the radius of convergence of the power series $\Sigma c_{n} x^{2 n}$ ?

## 12.9

- A geometric illustration of Equation 1 is shown in Figure 1. Because the sum of a series is the limit of the sequence of partial sums, we have

$$
\frac{1}{1-x}=\lim _{n \rightarrow \infty} s_{n}(x)
$$

where

$$
s_{n}(x)=1+x+x^{2}+\cdots+x^{n}
$$

is the $n$th partial sum. Notice that as $n$ increases, $s_{n}(x)$ becomes a better approximation to $f(x)$ for $-1<x<1$.

FIGURE
$f(x)=\frac{1}{1-x}$ and some partial sums

## REPRESENTATIONS OF FUNCTIONS AS POWER SERIES

In this section we learn how to represent certain types of functions as sums of power series by manipulating geometric series or by differentiating or integrating such a series. You might wonder why we would ever want to express a known function as a sum of infinitely many terms. We will see later that this strategy is useful for integrating functions that don't have elementary antiderivatives, for solving differential equations, and for approximating functions by polynomials. (Scientists do this to simplify the expressions they deal with; computer scientists do this to represent functions on calculators and computers.)

We start with an equation that we have seen before:

$$
\frac{1}{1-x}=1+x+x^{2}+x^{3}+\cdots=\sum_{n=0}^{\infty} x^{n} \quad|x|<1
$$

We first encountered this equation in Example 5 in Section 12.2, where we obtained it by observing that it is a geometric series with $a=1$ and $r=x$. But here our point of view is different. We now regard Equation 1 as expressing the function $f(x)=1 /(1-x)$ as a sum of a power series.

I. If the radius of convergence of the power series $\sum_{n=0}^{\infty} c_{n} x^{n}$ is 10 , what is the radius of convergence of the series $\sum_{n=1}^{\infty} n c_{n} x^{n-1}$ ? Why?
2. Suppose you know that the series $\sum_{n=0}^{\infty} b_{n} x^{n}$ converges for $|x|<2$. What can you say about the following series? Why?

$$
\sum_{n=0}^{\infty} \frac{b_{n}}{n+1} x^{n+1}
$$

3-10 Find a power series representation for the function and determine the interval of convergence.
3. $f(x)=\frac{1}{1+x}$
4. $f(x)=\frac{3}{1-x^{4}}$
5. $f(x)=\frac{2}{3-x}$
6. $f(x)=\frac{1}{x+10}$
7. $f(x)=\frac{x}{9+x^{2}}$
8. $f(x)=\frac{x}{2 x^{2}+1}$
9. $f(x)=\frac{1+x}{1-x}$
10. $f(x)=\frac{x^{2}}{a^{3}-x^{3}}$

11-12 Express the function as the sum of a power series by first using partial fractions. Find the interval of convergence.
II. $f(x)=\frac{3}{x^{2}-x-2}$
12. $f(x)=\frac{x+2}{2 x^{2}-x-1}$
13. (a) Use differentiation to find a power series representation for

$$
f(x)=\frac{1}{(1+x)^{2}}
$$

What is the radius of convergence?
(b) Use part (a) to find a power series for

$$
f(x)=\frac{1}{(1+x)^{3}}
$$

(c) Use part (b) to find a power series for

$$
f(x)=\frac{x^{2}}{(1+x)^{3}}
$$

14. (a) Find a power series representation for $f(x)=\ln (1+x)$.

What is the radius of convergence?
(b) Use part (a) to find a power series for $f(x)=x \ln (1+x)$.
(c) Use part (a) to find a power series for $f(x)=\ln \left(x^{2}+1\right)$.

15-18 Find a power series representation for the function and determine the radius of convergence.
15. $f(x)=\ln (5-x)$
16. $f(x)=\frac{x^{2}}{(1-2 x)^{2}}$
17. $f(x)=\frac{x^{3}}{(x-2)^{2}}$
18. $f(x)=\arctan (x / 3)$

19-22 Find a power series representation for $f$, and graph $f$ and several partial sums $s_{n}(x)$ on the same screen. What happens as $n$ increases?
19. $f(x)=\frac{x}{x^{2}+16}$
20. $f(x)=\ln \left(x^{2}+4\right)$
21. $f(x)=\ln \left(\frac{1+x}{1-x}\right)$
22. $f(x)=\tan ^{-1}(2 x)$

23-26 Evaluate the indefinite integral as a power series. What is the radius of convergence?
23. $\int \frac{t}{1-t^{8}} d t$
24. $\int \frac{\ln (1-t)}{t} d t$
25. $\int \frac{x-\tan ^{-1} x}{x^{3}} d x$
26. $\int \tan ^{-1}\left(x^{2}\right) d x$

27-30 Use a power series to approximate the definite integral to six decimal places.
27. $\int_{0}^{0.2} \frac{1}{1+x^{5}} d x$
28. $\int_{0}^{0.4} \ln \left(1+x^{4}\right) d x$
29. $\int_{0}^{1 / 3} x^{2} \tan ^{-1}\left(x^{4}\right) d x$
30. $\int_{0}^{0.5} \frac{d x}{1+x^{6}}$
31. Use the result of Example 6 to compute $\ln 1.1$ correct to five decimal places.
32. Show that the function

$$
f(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n}}{(2 n)!}
$$

is a solution of the differential equation

$$
f^{\prime \prime}(x)+f(x)=0
$$

33. (a) Show that $J_{0}$ (the Bessel function of order 0 given in Example 4) satisfies the differential equation

$$
x^{2} J_{0}^{\prime \prime}(x)+x J_{0}^{\prime}(x)+x^{2} J_{0}(x)=0
$$

(b) Evaluate $\int_{0}^{1} J_{0}(x) d x$ correct to three decimal places.
34. The Bessel function of order 1 is defined by

$$
J_{1}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n+1}}{n!(n+1)!2^{2 n+1}}
$$

(a) Show that $J_{1}$ satisfies the differential equation

$$
x^{2} J_{1}^{\prime \prime}(x)+x J_{1}^{\prime}(x)+\left(x^{2}-1\right) J_{1}(x)=0
$$

(b) Show that $J_{0}^{\prime}(x)=-J_{1}(x)$.
35. (a) Show that the function

$$
f(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}
$$

is a solution of the differential equation

$$
f^{\prime}(x)=f(x)
$$

(b) Show that $f(x)=e^{x}$.
36. Let $f_{n}(x)=(\sin n x) / n^{2}$. Show that the series $\Sigma f_{n}(x)$ converges for all values of $x$ but the series of derivatives $\Sigma f_{n}^{\prime}(x)$ diverges when $x=2 n \pi, n$ an integer. For what values of $x$ does the series $\Sigma f_{n}^{\prime \prime}(x)$ converge?
37. Let

$$
f(x)=\sum_{n=1}^{\infty} \frac{x^{n}}{n^{2}}
$$

Find the intervals of convergence for $f, f^{\prime}$, and $f^{\prime \prime}$.
38. (a) Starting with the geometric series $\sum_{n=0}^{\infty} x^{n}$, find the sum of the series

$$
\sum_{n=1}^{\infty} n x^{n-1} \quad|x|<1
$$

(b) Find the sum of each of the following series.
(i) $\sum_{n=1}^{\infty} n x^{n}, \quad|x|<1$
(ii) $\sum_{n=1}^{\infty} \frac{n}{2^{n}}$
(c) Find the sum of each of the following series.
(i) $\sum_{n=2}^{\infty} n(n-1) x^{n}, \quad|x|<1$
(ii) $\sum_{n=2}^{\infty} \frac{n^{2}-n}{2^{n}}$
(iii) $\sum_{n=1}^{\infty} \frac{n^{2}}{2^{n}}$
39. Use the power series for $\tan ^{-1} x$ to prove the following expression for $\pi$ as the sum of an infinite series:

$$
\pi=2 \sqrt{3} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1) 3^{n}}
$$

40. (a) By completing the square, show that

$$
\int_{0}^{1 / 2} \frac{d x}{x^{2}-x+1}=\frac{\pi}{3 \sqrt{3}}
$$

(b) By factoring $x^{3}+1$ as a sum of cubes, rewrite the integral in part (a). Then express $1 /\left(x^{3}+1\right)$ as the sum of a power series and use it to prove the following formula for $\pi$ :

$$
\pi=\frac{3 \sqrt{3}}{4} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{8^{n}}\left(\frac{2}{3 n+1}+\frac{1}{3 n+2}\right)
$$

### 12.10 TAYLOR AND MACLAURIN SERIES

In the preceding section we were able to find power series representations for a certain restricted class of functions. Here we investigate more general problems: Which functions have power series representations? How can we find such representations?

We start by supposing that $f$ is any function that can be represented by a power series
1 $f(x)=c_{0}+c_{1}(x-a)+c_{2}(x-a)^{2}+c_{3}(x-a)^{3}+c_{4}(x-a)^{4}+\cdots \quad|x-a|<R$
Let's try to determine what the coefficients $c_{n}$ must be in terms of $f$. To begin, notice that if we put $x=a$ in Equation 1, then all terms after the first one are 0 and we get

$$
f(a)=c_{0}
$$

By Theorem 12.9.2, we can differentiate the series in Equation 1 term by term:
$2 f^{\prime}(x)=c_{1}+2 c_{2}(x-a)+3 c_{3}(x-a)^{2}+4 c_{4}(x-a)^{3}+\cdots \quad|x-a|<R$ and substitution of $x=a$ in Equation 2 gives

$$
f^{\prime}(a)=c_{1}
$$

I. If $f(x)=\sum_{n=0}^{\infty} b_{n}(x-5)^{n}$ for all $x$, write a formula for $b_{8}$.
2. The graph of $f$ is shown.

(a) Explain why the series

$$
1.6-0.8(x-1)+0.4(x-1)^{2}-0.1(x-1)^{3}+\cdots
$$

is not the Taylor series of $f$ centered at 1 .
(b) Explain why the series

$$
2.8+0.5(x-2)+1.5(x-2)^{2}-0.1(x-2)^{3}+\cdots
$$

is not the Taylor series of $f$ centered at 2 .
3. If $f^{(n)}(0)=(n+1)$ ! for $n=0,1,2, \ldots$, find the Maclaurin series for $f$ and its radius of convergence.
4. Find the Taylor series for $f$ centered at 4 if

$$
f^{(n)}(4)=\frac{(-1)^{n} n!}{3^{n}(n+1)}
$$

What is the radius of convergence of the Taylor series?
5-12 Find the Maclaurin series for $f(x)$ using the definition of a Maclaurin series. [Assume that $f$ has a power series expansion. Do not show that $R_{n}(x) \rightarrow 0$.] Also find the associated radius of convergence.
5. $f(x)=(1-x)^{-2}$
6. $f(x)=\ln (1+x)$
7. $f(x)=\cos x$
8. $f(x)=\sin 2 x$
9. $f(x)=e^{5 x}$
10. $f(x)=x e^{x}$
II. $f(x)=\sinh x$
12. $f(x)=\cosh x$

13-20 Find the Taylor series for $f(x)$ centered at the given value of $a$. [Assume that $f$ has a power series expansion. Do not show that $R_{n}(x) \rightarrow 0$.]
13. $f(x)=1+x+x^{2}, \quad a=2$
14. $f(x)=x^{3}, \quad a=-1$
15. $f(x)=e^{x}, \quad a=3$
16. $f(x)=1 / x, \quad a=-3$
17. $f(x)=\cos x, \quad a=\pi$
18. $f(x)=\sin x, \quad a=\pi / 2$
19. $f(x)=1 / \sqrt{x}, \quad a=9$
20. $f(x)=x^{-2}, \quad a=1$
21. Prove that the series obtained in Exercise 7 represents $\sin \pi x$ for all $x$.
22. Prove that the series obtained in Exercise 18 represents $\sin x$ for all $x$.
23. Prove that the series obtained in Exercise 11 represents $\sinh x$ for all $x$.
24. Prove that the series obtained in Exercise 12 represents $\cosh x$ for all $x$.

25-28 Use the binomial series to expand the function as a power series. State the radius of convergence.
25. $\sqrt{1+x}$
26. $\frac{1}{(1+x)^{4}}$
27. $\frac{1}{(2+x)^{3}}$
28. $(1-x)^{2 / 3}$

29-38 Use a Maclaurin series in Table 1 to obtain the Maclaurin series for the given function.
29. $f(x)=\sin \pi x$
30. $f(x)=\cos (\pi x / 2)$
31. $f(x)=e^{x}+e^{2 x}$
32. $f(x)=e^{x}+2 e^{-x}$
33. $f(x)=x \cos \left(\frac{1}{2} x^{2}\right)$
34. $f(x)=x^{2} \tan ^{-1}\left(x^{3}\right)$
35. $f(x)=\frac{x}{\sqrt{4+x^{2}}}$
36. $f(x)=\frac{x^{2}}{\sqrt{2+x}}$
37. $f(x)=\sin ^{2} x \quad\left[\right.$ Hint: Use $\sin ^{2} x=\frac{1}{2}(1-\cos 2 x)$.]
38. $f(x)= \begin{cases}\frac{x-\sin x}{x^{3}} & \text { if } x \neq 0 \\ \frac{1}{6} & \text { if } x=0\end{cases}$

39-42 Find the Maclaurin series of $f$ (by any method) and its radius of convergence. Graph $f$ and its first few Taylor polynomials on the same screen. What do you notice about the relationship between these polynomials and $f$ ?
39. $f(x)=\cos \left(x^{2}\right)$
40. $f(x)=e^{-x^{2}}+\cos x$
41. $f(x)=x e^{-x}$
42. $f(x)=\ln \left(1+x^{2}\right)$
43. Use the Maclaurin series for $e^{x}$ to calculate $e^{-0.2}$ correct to five decimal places.
44. Use the Maclaurin series for $\sin x$ to compute $\sin 3^{\circ}$ correct to five decimal places.
45. (a) Use the binomial series to expand $1 / \sqrt{1-x^{2}}$.
(b) Use part (a) to find the Maclaurin series for $\sin ^{-1} x$.
46. (a) Expand $1 / \sqrt[4]{1+x}$ as a power series.
(b) Use part (a) to estimate $1 / \sqrt[4]{1.1}$ correct to three decimal places.

47-50 Evaluate the indefinite integral as an infinite series
47. $\int x \cos \left(x^{3}\right) d x$
48. $\int \frac{e^{x}-1}{x} d x$
49. $\int \frac{\cos x-1}{x} d x$
50. $\int \arctan \left(x^{2}\right) d x$

51-54 Use series to approximate the definite integral to within the indicated accuracy.
51. $\int_{0}^{1} x \cos \left(x^{3}\right) d x \quad$ (three decimal places)
52. $\int_{0}^{0.2}\left[\tan ^{-1}\left(x^{3}\right)+\sin \left(x^{3}\right)\right] d x \quad$ (five decimal places)
53. $\int_{0}^{0.4} \sqrt{1+x^{4}} d x \quad\left(\mid\right.$ error $\left.\mid<5 \times 10^{-6}\right)$
54. $\int_{0}^{0.5} x^{2} e^{-x^{2}} d x \quad(\mid$ error $\mid<0.001)$

55-57 Use series to evaluate the limit.
55. $\lim _{x \rightarrow 0} \frac{x-\tan ^{-1} x}{x^{3}}$
56. $\lim _{x \rightarrow 0} \frac{1-\cos x}{1+x-e^{x}}$
57. $\lim _{x \rightarrow 0} \frac{\sin x-x+\frac{1}{6} x^{3}}{x^{5}}$
58. Use the series in Example 12(b) to evaluate

$$
\lim _{x \rightarrow 0} \frac{\tan x-x}{x^{3}}
$$

We found this limit in Example 4 in Section 7.8 using l'Hospital's Rule three times. Which method do you prefer?

59-62 Use multiplication or division of power series to find the first three nonzero terms in the Maclaurin series for the function.
59. $y=e^{-x^{2}} \cos x$
60. $y=\sec x$
61. $y=\frac{x}{\sin x}$
62. $y=e^{x} \ln (1-x)$

63-68 Find the sum of the series.
63. $\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{4 n}}{n!}$
64. $\sum_{n=0}^{\infty} \frac{(-1)^{n} \pi^{2 n}}{6^{2 n}(2 n)!}$
65. $\sum_{n=0}^{\infty} \frac{(-1)^{n} \pi^{2 n+1}}{4^{2 n+1}(2 n+1)!}$
66. $\sum_{n=0}^{\infty} \frac{3^{n}}{5^{n} n!}$
67. $3+\frac{9}{2!}+\frac{27}{3!}+\frac{81}{4!}+\cdots$
68. $1-\ln 2+\frac{(\ln 2)^{2}}{2!}-\frac{(\ln 2)^{3}}{3!}+\cdots$
69. Prove Taylor's Inequality for $n=2$, that is, prove that if $\left|f^{\prime \prime \prime}(x)\right| \leqslant M$ for $|x-a| \leqslant d$, then

$$
\left|R_{2}(x)\right| \leqslant \frac{M}{6}|x-a|^{3} \quad \text { for }|x-a| \leqslant d
$$

70. (a) Show that the function defined by

$$
f(x)= \begin{cases}e^{-1 / x^{2}} & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

is not equal to its Maclaurin series.
(b) Graph the function in part (a) and comment on its behavior near the origin.
71. Use the following steps to prove (17).
(a) Let $g(x)=\sum_{n=0}^{\infty}\binom{k}{n} x^{n}$. Differentiate this series to show that

$$
g^{\prime}(x)=\frac{k g(x)}{1+x} \quad-1<x<1
$$

(b) Let $h(x)=(1+x)^{-k} g(x)$ and show that $h^{\prime}(x)=0$.
(c) Deduce that $g(x)=(1+x)^{k}$.
72. In Exercise 53 in Section 11.2 it was shown that the length of the ellipse $x=a \sin \theta, y=b \cos \theta$, where $a>b>0$, is

$$
L=4 a \int_{0}^{\pi / 2} \sqrt{1-e^{2} \sin ^{2} \theta} d \theta
$$

where $e=\sqrt{a^{2}-b^{2}} / a$ is the eccentricity of the ellipse.
Expand the integrand as a binomial series and use the result of Exercise 46 in Section 8.1 to express $L$ as a series in powers of the eccentricity up to the term in $e^{6}$.
more accurate equation

$$
\begin{equation*}
\frac{n_{1}}{s_{o}}+\frac{n_{2}}{s_{i}}=\frac{n_{2}-n_{1}}{R}+h^{2}\left[\frac{n_{1}}{2 s_{o}}\left(\frac{1}{s_{o}}+\frac{1}{R}\right)^{2}+\frac{n_{2}}{2 s_{i}}\left(\frac{1}{R}-\frac{1}{s_{i}}\right)^{2}\right] \tag{4}
\end{equation*}
$$

The resulting optical theory is known as third-order optics.
Other applications of Taylor polynomials to physics and engineering are explored in Exercises 32, 33, 35, 36, and 37 and in the Applied Project on page 793.

### 12.1I EXERCISES

I. (a) Find the Taylor polynomials up to degree 6 for $f(x)=\cos x$ centered at $a=0$. Graph $f$ and these polynomials on a common screen.
(b) Evaluate $f$ and these polynomials at $x=\pi / 4, \pi / 2$, and $\pi$.
(c) Comment on how the Taylor polynomials converge to $f(x)$.
2. (a) Find the Taylor polynomials up to degree 3 for $f(x)=1 / x$ centered at $a=1$. Graph $f$ and these polynomials on a common screen.
(b) Evaluate $f$ and these polynomials at $x=0.9$ and 1.3.
(c) Comment on how the Taylor polynomials converge to $f(x)$.
\#3-10 Find the Taylor polynomial $T_{3}(x)$ for the function $f$ at the number $a$. Graph $f$ and $T_{3}$ on the same screen.
3. $f(x)=\ln x, \quad a=1$
4. $f(x)=e^{x}, \quad a=2$
5. $f(x)=\cos x, \quad a=\pi / 2$
6. $f(x)=e^{-x} \sin x, \quad a=0$
7. $f(x)=\arcsin x, \quad a=0$
8. $f(x)=\frac{\ln x}{x}, \quad a=1$
9. $f(x)=x e^{-2 x}, \quad a=0$
10. $f(x)=\tan ^{-1} x, \quad a=1$
[CAS II-12 Use a computer algebra system to find the Taylor polynomials $T_{n}$ centered at $a$ for $n=2,3,4,5$. Then graph these polynomials and $f$ on the same screen.
II. $f(x)=\cot x, \quad a=\pi / 4$
12. $f(x)=\sqrt[3]{1+x^{2}}, \quad a=0$

## 13-22

(a) Approximate $f$ by a Taylor polynomial with degree $n$ at the number $a$.
(b) Use Taylor's Inequality to estimate the accuracy of the approximation $f(x) \approx T_{n}(x)$ when $x$ lies in the given interval.
(c) Check your result in part (b) by graphing $\left|R_{n}(x)\right|$.
13. $f(x)=\sqrt{x}, \quad a=4, \quad n=2, \quad 4 \leqslant x \leqslant 4.2$
14. $f(x)=x^{-2}, \quad a=1, \quad n=2, \quad 0.9 \leqslant x \leqslant 1.1$
15. $f(x)=x^{2 / 3}, \quad a=1, \quad n=3, \quad 0.8 \leqslant x \leqslant 1.2$
16. $f(x)=\sin x, \quad a=\pi / 6, \quad n=4, \quad 0 \leqslant x \leqslant \pi / 3$
17. $f(x)=\sec x, \quad a=0, \quad n=2, \quad-0.2 \leqslant x \leqslant 0.2$
18. $f(x)=\ln (1+2 x), \quad a=1, \quad n=3, \quad 0.5 \leqslant x \leqslant 1.5$
19. $f(x)=e^{x^{2}}, \quad a=0, \quad n=3, \quad 0 \leqslant x \leqslant 0.1$
20. $f(x)=x \ln x, \quad a=1, \quad n=3, \quad 0.5 \leqslant x \leqslant 1.5$
21. $f(x)=x \sin x, \quad a=0, \quad n=4, \quad-1 \leqslant x \leqslant 1$
22. $f(x)=\sinh 2 x, \quad a=0, \quad n=5, \quad-1 \leqslant x \leqslant 1$
23. Use the information from Exercise 5 to estimate $\cos 80^{\circ}$ correct to five decimal places.
24. Use the information from Exercise 16 to estimate $\sin 38^{\circ}$ correct to five decimal places.
25. Use Taylor's Inequality to determine the number of terms of the Maclaurin series for $e^{x}$ that should be used to estimate $e^{0.1}$ to within 0.00001 .
26. How many terms of the Maclaurin series for $\ln (1+x)$ do you need to use to estimate $\ln 1.4$ to within 0.001 ?

27-29 Use the Alternating Series Estimation Theorem or Taylor's Inequality to estimate the range of values of $x$ for which the given approximation is accurate to within the stated error. Check your answer graphically.
27. $\sin x \approx x-\frac{x^{3}}{6} \quad(\mid$ error $\mid<0.01)$
28. $\cos x \approx 1-\frac{x^{2}}{2}+\frac{x^{4}}{24} \quad(\mid$ error $\mid<0.005)$
29. $\arctan x \approx x-\frac{x^{3}}{3}+\frac{x^{5}}{5} \quad(\mid$ error $\mid<0.05)$
30. Suppose you know that

$$
f^{(n)}(4)=\frac{(-1)^{n} n!}{3^{n}(n+1)}
$$

and the Taylor series of $f$ centered at 4 converges to $f(x)$ for all $x$ in the interval of convergence. Show that the fifthdegree Taylor polynomial approximates $f(5)$ with error less than 0.0002.
31. A car is moving with speed $20 \mathrm{~m} / \mathrm{s}$ and acceleration $2 \mathrm{~m} / \mathrm{s}^{2}$ at a given instant. Using a second-degree Taylor polynomial, estimate how far the car moves in the next second. Would it be reasonable to use this polynomial to estimate the distance traveled during the next minute?
32. The resistivity $\rho$ of a conducting wire is the reciprocal of the conductivity and is measured in units of ohm-meters ( $\Omega-\mathrm{m}$ ). The resistivity of a given metal depends on the temperature according to the equation

$$
\rho(t)=\rho_{20} e^{\alpha(t-20)}
$$

where $t$ is the temperature in ${ }^{\circ} \mathrm{C}$. There are tables that list the values of $\alpha$ (called the temperature coefficient) and $\rho_{20}$ (the resistivity at $20^{\circ} \mathrm{C}$ ) for various metals. Except at very low temperatures, the resistivity varies almost linearly with temperature and so it is common to approximate the expression for $\rho(t)$ by its first- or second-degree Taylor polynomial at $t=20$.
(a) Find expressions for these linear and quadratic approximations.
(b) For copper, the tables give $\alpha=0.0039 /{ }^{\circ} \mathrm{C}$ and $\rho_{20}=1.7 \times 10^{-8} \Omega-\mathrm{m}$. Graph the resistivity of copper and the linear and quadratic approximations for $-250^{\circ} \mathrm{C} \leqslant t \leqslant 1000^{\circ} \mathrm{C}$.
(c) For what values of $t$ does the linear approximation agree with the exponential expression to within one percent?
33. An electric dipole consists of two electric charges of equal magnitude and opposite sign. If the charges are $q$ and $-q$ and are located at a distance $d$ from each other, then the electric field $E$ at the point $P$ in the figure is

$$
E=\frac{q}{D^{2}}-\frac{q}{(D+d)^{2}}
$$

By expanding this expression for $E$ as a series in powers of $d / D$, show that $E$ is approximately proportional to $1 / D^{3}$ when $P$ is far away from the dipole.

34. (a) Derive Equation 3 for Gaussian optics from Equation 1 by approximating $\cos \phi$ in Equation 2 by its first-degree Taylor polynomial.
(b) Show that if $\cos \phi$ is replaced by its third-degree Taylor polynomial in Equation 2, then Equation 1 becomes

Equation 4 for third-order optics. [Hint: Use the first two terms in the binomial series for $\ell_{o}^{-1}$ and $\ell_{i}^{-1}$. Also, use $\phi \approx \sin \phi$.
35. If a water wave with length $L$ moves with velocity $v$ across a body of water with depth $d$, as in the figure, then

$$
v^{2}=\frac{g L}{2 \pi} \tanh \frac{2 \pi d}{L}
$$

(a) If the water is deep, show that $v \approx \sqrt{g L /(2 \pi)}$.
(b) If the water is shallow, use the Maclaurin series for $\tanh$ to show that $v \approx \sqrt{g d}$. (Thus in shallow water the velocity of a wave tends to be independent of the length of the wave.)
(c) Use the Alternating Series Estimation Theorem to show that if $L>10 d$, then the estimate $v^{2} \approx g d$ is accurate to within 0.014 gL .

36. The period of a pendulum with length $L$ that makes a maximum angle $\theta_{0}$ with the vertical is

$$
T=4 \sqrt{\frac{L}{g}} \int_{0}^{\pi / 2} \frac{d x}{\sqrt{1-k^{2} \sin ^{2} x}}
$$

where $k=\sin \left(\frac{1}{2} \theta_{0}\right)$ and $g$ is the acceleration due to gravity. (In Exercise 40 in Section 8.7 we approximated this integral using Simpson's Rule.)
(a) Expand the integrand as a binomial series and use the result of Exercise 46 in Section 8.1 to show that

$$
T=2 \pi \sqrt{\frac{L}{g}}\left[1+\frac{1^{2}}{2^{2}} k^{2}+\frac{1^{2} 3^{2}}{2^{2} 4^{2}} k^{4}+\frac{1^{2} 3^{2} 5^{2}}{2^{2} 4^{2} 6^{2}} k^{6}+\cdots\right]
$$

If $\theta_{0}$ is not too large, the approximation $T \approx 2 \pi \sqrt{L / g}$, obtained by using only the first term in the series, is often used. A better approximation is obtained by using two terms:

$$
T \approx 2 \pi \sqrt{\frac{L}{g}}\left(1+\frac{1}{4} k^{2}\right)
$$

(b) Notice that all the terms in the series after the first one have coefficients that are at most $\frac{1}{4}$. Use this fact to compare this series with a geometric series and show that

$$
2 \pi \sqrt{\frac{L}{g}}\left(1+\frac{1}{4} k^{2}\right) \leqslant T \leqslant 2 \pi \sqrt{\frac{L}{g}} \frac{4-3 k^{2}}{4-4 k^{2}}
$$

(c) Use the inequalities in part (b) to estimate the period of a pendulum with $L=1$ meter and $\theta_{0}=10^{\circ}$. How does it compare with the estimate $T \approx 2 \pi \sqrt{L / g}$ ? What if $\theta_{0}=42^{\circ}$ ?
37. If a surveyor measures differences in elevation when making plans for a highway across a desert, corrections must be made for the curvature of the earth.
(a) If $R$ is the radius of the earth and $L$ is the length of the highway, show that the correction is

$$
C=R \sec (L / R)-R
$$

(b) Use a Taylor polynomial to show that

$$
C \approx \frac{L^{2}}{2 R}+\frac{5 L^{4}}{24 R^{3}}
$$

(c) Compare the corrections given by the formulas in parts (a) and (b) for a highway that is 100 km long. (Take the radius of the earth to be 6370 km .)

38. Show that $T_{n}$ and $f$ have the same derivatives at $a$ up to order $n$.
39. In Section 4.8 we considered Newton's method for approximating a root $r$ of the equation $f(x)=0$, and from an initial approximation $x_{1}$ we obtained successive approximations $x_{2}, x_{3}, \ldots$, where

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
$$

Use Taylor's Inequality with $n=1, a=x_{n}$, and $x=r$ to show that if $f^{\prime \prime}(x)$ exists on an interval $I$ containing $r, x_{n}$, and $x_{n+1}$, and $\left|f^{\prime \prime}(x)\right| \leqslant M,\left|f^{\prime}(x)\right| \geqslant K$ for all $x \in I$, then

$$
\left|x_{n+1}-r\right| \leqslant \frac{M}{2 K}\left|x_{n}-r\right|^{2}
$$

[This means that if $x_{n}$ is accurate to $d$ decimal places, then $x_{n+1}$ is accurate to about $2 d$ decimal places. More precisely, if the error at stage $n$ is at most $10^{-m}$, then the error at stage $n+1$ is at $\operatorname{most}(M / 2 K) 10^{-2 m}$.]

## APPLIED PROJECT

## RADIATION FROM THE STARS

Any object emits radiation when heated. A blackbody is a system that absorbs all the radiation that falls on it. For instance, a matte black surface or a large cavity with a small hole in its wall (like a blastfurnace) is a blackbody and emits blackbody radiation. Even the radiation from the sun is close to being blackbody radiation.

Proposed in the late 19th century, the Rayleigh-Jeans Law expresses the energy density of blackbody radiation of wavelength $\lambda$ as

$$
f(\lambda)=\frac{8 \pi k T}{\lambda^{4}}
$$

where $\lambda$ is measured in meters, $T$ is the temperature in kelvins ( K ), and $k$ is Boltzmann's constant. The Rayleigh-Jeans Law agrees with experimental measurements for long wavelengths but disagrees drastically for short wavelengths. [The law predicts that $f(\lambda) \rightarrow \infty$ as $\lambda \rightarrow 0^{+}$but experiments have shown that $f(\lambda) \rightarrow 0$.] This fact is known as the ultraviolet catastrophe.

In 1900 Max Planck found a better model (known now as Planck's Law) for blackbody radiation:

$$
f(\lambda)=\frac{8 \pi h c \lambda^{-5}}{e^{h c /(\lambda k T)}-1}
$$

where $\lambda$ is measured in meters, $T$ is the temperature (in kelvins), and

$$
\begin{aligned}
& h=\text { Planck's constant }=6.6262 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s} \\
& c=\text { speed of light }=2.997925 \times 10^{8} \mathrm{~m} / \mathrm{s} \\
& k=\text { Boltzmann's constant }=1.3807 \times 10^{-23} \mathrm{~J} / \mathrm{K}
\end{aligned}
$$

I. Use l'Hospital's Rule to show that

$$
\lim _{\lambda \rightarrow 0^{+}} f(\lambda)=0 \quad \text { and } \quad \lim _{\lambda \rightarrow \infty} f(\lambda)=0
$$

for Planck's Law. So this law models blackbody radiation better than the Rayleigh-Jeans Law for short wavelengths.
2. Use a Taylor polynomial to show that, for large wavelengths, Planck's Law gives approximately the same values as the Rayleigh-Jeans Law.

## H

3. Graph $f$ as given by both laws on the same screen and comment on the similarities and differences. Use $T=5700 \mathrm{~K}$ (the temperature of the sun). (You may want to change from meters to the more convenient unit of micrometers: $1 \mu \mathrm{~m}=10^{-6} \mathrm{~m}$.)
4. Use your graph in Problem 3 to estimate the value of $\lambda$ for which $f(\lambda)$ is a maximum under Planck's Law.
5. Investigate how the graph of $f$ changes as $T$ varies. (Use Planck's Law.) In particular, graph $f$ for the stars Betelgeuse ( $T=3400 \mathrm{~K}$ ), Procyon ( $T=6400 \mathrm{~K}$ ), and Sirius ( $T=9200 \mathrm{~K}$ ) as well as the sun. How does the total radiation emitted (the area under the curve) vary with $T$ ? Use the graph to comment on why Sirius is known as a blue star and Betelgeuse as a red star.

## 12 REVIEW

## CONCEPT CHECK

I. (a) What is a convergent sequence?
(b) What is a convergent series?
(c) What does $\lim _{n \rightarrow \infty} a_{n}=3$ mean?
(d) What does $\Sigma_{n=1}^{\infty} a_{n}=3$ mean?
2. (a) What is a bounded sequence?
(b) What is a monotonic sequence?
(c) What can you say about a bounded monotonic sequence?
3. (a) What is a geometric series? Under what circumstances is it convergent? Wha is its sum?
(b) What is a $p$-series? Under what circumstances is it convergent?
4. Suppose $\sum a_{n}=3$ and $s_{n}$ is the $n$th partial sum of the series.

What is $\lim _{n \rightarrow \infty} a_{n}$ ? What is $\lim _{n \rightarrow \infty} s_{n}$ ?
5. State the following.
(a) The Test for Divergence
(b) The Integral Test
(c) The Comparison Test
(d) The Limit Comparison Test
(e) The Alternating Series Test
(f) The Ratio Test
(g) The Root Test
6. (a) What is an absolutely convergent series?
(b) What can you say about such a series?
(c) What is a conditionally convergent series?
7. (a) If a series is convergent by the Integral Test, how do you estimate its sum?
(b) If a series is convergent by the Comparison Test, how do you estimate its sum?
(c) If a series is convergent by the Alternating Series Test, how do you estimate its sum?
8. (a) Write the general form of a power series.
(b) What is the radius of convergence of a power series?
(c) What is the interval of convergence of a power series?
9. Suppose $f(x)$ is the sum of a power series with radius of convergence $R$.
(a) How do you differentiate $f$ ? What is the radius of convergence of the series for $f^{\prime}$ ?
(b) How do you integrate $f$ ? What is the radius of convergence of the series for $\int f(x) d x$ ?
10. (a) Write an expression for the $n$ th-degree Taylor polynomial of $f$ centered at $a$.
(b) Write an expression for the Taylor series of $f$ centered at $a$.
(c) Write an expression for the Maclaurin series of $f$.
(d) How do you show that $f(x)$ is equal to the sum of its Taylor series?
(e) State Taylor's Inequality.
II. Write the Maclaurin series and the interval of convergence for each of the following functions.
(a) $1 /(1-x)$
(b) $e^{x}$
(c) $\sin x$
(d) $\cos x$
(e) $\tan ^{-1} x$
12. Write the binomial series expansion of $(1+x)^{k}$. What is the radius of convergence of this series?

Determine whether the statement is true or false. If it is true, explain why. If it is false, explain why or give an example that disproves the statement.
I. If $\lim _{n \rightarrow \infty} a_{n}=0$, then $\Sigma a_{n}$ is convergent.
2. The series $\sum_{n=1}^{\infty} n^{-\sin 1}$ is convergent.
3. If $\lim _{n \rightarrow \infty} a_{n}=L$, then $\lim _{n \rightarrow \infty} a_{2 n+1}=L$.
4. If $\sum c_{n} 6^{n}$ is convergent, then $\sum c_{n}(-2)^{n}$ is convergent.
5. If $\sum c_{n} 6^{n}$ is convergent, then $\sum c_{n}(-6)^{n}$ is convergent.
6. If $\Sigma c_{n} x^{n}$ diverges when $x=6$, then it diverges when $x=10$.
7. The Ratio Test can be used to determine whether $\Sigma 1 / n^{3}$ converges.
8. The Ratio Test can be used to determine whether $\Sigma 1 / n$ ! converges.
9. If $0 \leqslant a_{n} \leqslant b_{n}$ and $\sum b_{n}$ diverges, then $\sum a_{n}$ diverges.
10. $\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}=\frac{1}{e}$
II. If $-1<\alpha<1$, then $\lim _{n \rightarrow \infty} \alpha^{n}=0$.
12. If $\sum a_{n}$ is divergent, then $\Sigma\left|a_{n}\right|$ is divergent.
13. If $f(x)=2 x-x^{2}+\frac{1}{3} x^{3}-\cdots$ converges for all $x$, then $f^{\prime \prime \prime}(0)=2$.
14. If $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are divergent, then $\left\{a_{n}+b_{n}\right\}$ is divergent.
15. If $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are divergent, then $\left\{a_{n} b_{n}\right\}$ is divergent.
16. If $\left\{a_{n}\right\}$ is decreasing and $a_{n}>0$ for all $n$, then $\left\{a_{n}\right\}$ is convergent.
17. If $a_{n}>0$ and $\Sigma a_{n}$ converges, then $\Sigma(-1)^{n} a_{n}$ converges.
18. If $a_{n}>0$ and $\lim _{n \rightarrow \infty}\left(a_{n+1} / a_{n}\right)<1$, then $\lim _{n \rightarrow \infty} a_{n}=0$.
19. $0.99999 \ldots=1$
20. If $\sum_{n=1}^{\infty} a_{n}=A$ and $\sum_{n=1}^{\infty} b_{n}=B$, then $\sum_{n=1}^{\infty} a_{n} b_{n}=A B$.

## exercises

I-8 Determine whether the sequence is convergent or divergent. If it is convergent, find its limit.
I. $a_{n}=\frac{2+n^{3}}{1+2 n^{3}}$
2. $a_{n}=\frac{9^{n+1}}{10^{n}}$
3. $a_{n}=\frac{n^{3}}{1+n^{2}}$
4. $a_{n}=\cos (n \pi / 2)$
5. $a_{n}=\frac{n \sin n}{n^{2}+1}$
6. $a_{n}=\frac{\ln n}{\sqrt{n}}$
7. $\left\{(1+3 / n)^{4 n}\right\}$
8. $\left\{(-10)^{n} / n!\right\}$
9. A sequence is defined recursively by the equations $a_{1}=1$, $a_{n+1}=\frac{1}{3}\left(a_{n}+4\right)$. Show that $\left\{a_{n}\right\}$ is increasing and $a_{n}<2$ for all $n$. Deduce that $\left\{a_{n}\right\}$ is convergent and find its limit.
10. Show that $\lim _{n \rightarrow \infty} n^{4} e^{-n}=0$ and use a graph to find the smallest value of $N$ that corresponds to $\varepsilon=0.1$ in the precise definition of a limit.

11-22 Determine whether the series is convergent or divergent.
II. $\sum_{n=1}^{\infty} \frac{n}{n^{3}+1}$
12. $\sum_{n=1}^{\infty} \frac{n^{2}+1}{n^{3}+1}$
13. $\sum_{n=1}^{\infty} \frac{n^{3}}{5^{n}}$
14. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{\sqrt{n+1}}$
15. $\sum_{n=2}^{\infty} \frac{1}{n \sqrt{\ln n}}$
16. $\sum_{n=1}^{\infty} \ln \left(\frac{n}{3 n+1}\right)$
17. $\sum_{n=1}^{\infty} \frac{\cos 3 n}{1+(1.2)^{n}}$
18. $\sum_{n=1}^{\infty} \frac{n^{2 n}}{\left(1+2 n^{2}\right)^{n}}$
19. $\sum_{n=1}^{\infty} \frac{1 \cdot 3 \cdot 5 \cdot \cdots \cdot(2 n-1)}{5^{n} n!}$
20. $\sum_{n=1}^{\infty} \frac{(-5)^{2 n}}{n^{2} 9^{n}}$
21. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{\sqrt{n}}{n+1}$
22. $\sum_{n=1}^{\infty} \frac{\sqrt{n+1}-\sqrt{n-1}}{n}$

23-26 Determine whether the series is conditionally convergent, absolutely convergent, or divergent.
23. $\sum_{n=1}^{\infty}(-1)^{n-1} n^{-1 / 3}$
24. $\sum_{n=1}^{\infty}(-1)^{n-1} n^{-3}$
25. $\sum_{n=1}^{\infty} \frac{(-1)^{n}(n+1) 3^{n}}{2^{2 n+1}}$
26. $\sum_{n=2}^{\infty} \frac{(-1)^{n} \sqrt{n}}{\ln n}$

27-31 Find the sum of the series.
27. $\sum_{n=1}^{\infty} \frac{(-3)^{n-1}}{2^{3 n}}$
28. $\sum_{n=1}^{\infty} \frac{1}{n(n+3)}$
29. $\sum_{n=1}^{\infty}\left[\tan ^{-1}(n+1)-\tan ^{-1} n\right]$
30. $\sum_{n=0}^{\infty} \frac{(-1)^{n} \pi^{n}}{3^{2 n}(2 n)!}$
31. $1-e+\frac{e^{2}}{2!}-\frac{e^{3}}{3!}+\frac{e^{4}}{4!}-\cdots$
32. Express the repeating decimal $4.17326326326 \ldots$ as a fraction.
33. Show that $\cosh x \geqslant 1+\frac{1}{2} x^{2}$ for all $x$.
34. For what values of $x$ does the series $\sum_{n=1}^{\infty}(\ln x)^{n}$ converge?
35. Find the sum of the series $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{5}}$ correct to four
decimal places.
36. (a) Find the partial sum $s_{5}$ of the series $\sum_{n=1}^{\infty} 1 / n^{6}$ and estimate the error in using it as an approximation to the sum of the series.
(b) Find the sum of this series correct to five decimal places.
37. Use the sum of the first eight terms to approximate the sum of the series $\sum_{n=1}^{\infty}\left(2+5^{n}\right)^{-1}$. Estimate the error involved in this approximation.
38. (a) Show that the series $\sum_{n=1}^{\infty} \frac{n^{n}}{(2 n)!}$ is convergent.
(b) Deduce that $\lim _{n \rightarrow \infty} \frac{n^{n}}{(2 n)!}=0$.
39. Prove that if the series $\sum_{n=1}^{\infty} a_{n}$ is absolutely convergent, then the series

$$
\sum_{n=1}^{\infty}\left(\frac{n+1}{n}\right) a_{n}
$$

is also absolutely convergent.
40-43 Find the radius of convergence and interval of convergence of the series.
40. $\sum_{n=1}^{\infty}(-1)^{n} \frac{x^{n}}{n^{2} 5^{n}}$
41. $\sum_{n=1}^{\infty} \frac{(x+2)^{n}}{n 4^{n}}$
42. $\sum_{n=1}^{\infty} \frac{2^{n}(x-2)^{n}}{(n+2)!}$
43. $\sum_{n=0}^{\infty} \frac{2^{n}(x-3)^{n}}{\sqrt{n+3}}$
44. Find the radius of convergence of the series

$$
\sum_{n=1}^{\infty} \frac{(2 n)!}{(n!)^{2}} x^{n}
$$

45. Find the Taylor series of $f(x)=\sin x$ at $a=\pi / 6$.
46. Find the Taylor series of $f(x)=\cos x$ at $a=\pi / 3$.

47-54 Find the Maclaurin series for $f$ and its radius of convergence. You may use either the direct method (definition of a Maclaurin series) or known series such as geometric series, binomial series, or the Maclaurin series for $e^{x}, \sin x$, and $\tan ^{-1} x$.
47. $f(x)=\frac{x^{2}}{1+x}$
48. $f(x)=\tan ^{-1}\left(x^{2}\right)$
49. $f(x)=\ln (1-x)$
50. $f(x)=x e^{2 x}$
51. $f(x)=\sin \left(x^{4}\right)$
52. $f(x)=10^{x}$
53. $f(x)=1 / \sqrt[4]{16-x}$
54. $f(x)=(1-3 x)^{-5}$
55. Evaluate $\int \frac{e^{x}}{x} d x$ as an infinite series.
56. Use series to approximate $\int_{0}^{1} \sqrt{1+x^{4}} d x$ correct to two decimal places.

## 57-58

(a) Approximate $f$ by a Taylor polynomial with degree $n$ at the number $a$.
(b) Graph $f$ and $T_{n}$ on a common screen.
(c) Use Taylor's Inequality to estimate the accuracy of the approximation $f(x) \approx T_{n}(x)$ when $x$ lies in the given interval.
$\Theta$ (d) Check your result in part (c) by graphing $\left|R_{n}(x)\right|$.
57. $f(x)=\sqrt{x}, \quad a=1, \quad n=3, \quad 0.9 \leqslant x \leqslant 1.1$
58. $f(x)=\sec x, \quad a=0, \quad n=2, \quad 0 \leqslant x \leqslant \pi / 6$
59. Use series to evaluate the following limit.

$$
\lim _{x \rightarrow 0} \frac{\sin x-x}{x^{3}}
$$

60. The force due to gravity on an object with mass $m$ at a height $h$ above the surface of the earth is

$$
F=\frac{m g R^{2}}{(R+h)^{2}}
$$

where $R$ is the radius of the earth and $g$ is the acceleration due to gravity.
(a) Express $F$ as a series in powers of $h / R$.
(b) Observe that if we approximate $F$ by the first term in the series, we get the expression $F \approx m g$ that is usually used when $h$ is much smaller than $R$. Use the Alternating Series Estimation Theorem to estimate the range of values of $h$ for which the approximation $F \approx m g$ is accurate to within one percent. (Use $R=6400 \mathrm{~km}$.)
61. Suppose that $f(x)=\sum_{n=0}^{\infty} c_{n} x^{n}$ for all $x$.
(a) If $f$ is an odd function, show that

$$
c_{0}=c_{2}=c_{4}=\cdots=0
$$

(b) If $f$ is an even function, show that

$$
c_{1}=c_{3}=c_{5}=\cdots=0
$$

62. If $f(x)=e^{x^{2}}$, show that $f^{(2 n)}(0)=\frac{(2 n)!}{n!}$.

## PROBLEMS PLUS



FIGURE FOR PROBLEM 4


FIGURE FOR PROBLEM 5
I. If $f(x)=\sin \left(x^{3}\right)$, find $f^{(15)}(0)$.
2. A function $f$ is defined by

$$
f(x)=\lim _{n \rightarrow \infty} \frac{x^{2 n}-1}{x^{2 n}+1}
$$

Where is $f$ continuous?
3. (a) Show that $\tan \frac{1}{2} x=\cot \frac{1}{2} x-2 \cot x$.
(b) Find the sum of the series

$$
\sum_{n=1}^{\infty} \frac{1}{2^{n}} \tan \frac{x}{2^{n}}
$$

4. Let $\left\{P_{n}\right\}$ be a sequence of points determined as in the figure. Thus $\left|A P_{1}\right|=1$, $\left|P_{n} P_{n+1}\right|=2^{n-1}$, and angle $A P_{n} P_{n+1}$ is a right angle. Find $\lim _{n \rightarrow \infty} \angle P_{n} A P_{n+1}$.
5. To construct the snowflake curve, start with an equilateral triangle with sides of length 1 . Step 1 in the construction is to divide each side into three equal parts, construct an equilateral triangle on the middle part, and then delete the middle part (see the figure). Step 2 is to repeat step 1 for each side of the resulting polygon. This process is repeated at each succeeding step. The snowflake curve is the curve that results from repeating this process indefinitely.
(a) Let $s_{n}, l_{n}$, and $p_{n}$ represent the number of sides, the length of a side, and the total length of the $n$th approximating curve (the curve obtained after step $n$ of the construction), respectively. Find formulas for $s_{n}, l_{n}$, and $p_{n}$.
(b) Show that $p_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
(c) Sum an infinite series to find the area enclosed by the snowflake curve.

Note: Parts (b) and (c) show that the snowflake curve is infinitely long but encloses only a finite area.
6. Find the sum of the series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{6}+\frac{1}{8}+\frac{1}{9}+\frac{1}{12}+\cdots
$$

where the terms are the reciprocals of the positive integers whose only prime factors are 2 s and 3 s .
7. (a) Show that for $x y \neq-1$,

$$
\arctan x-\arctan y=\arctan \frac{x-y}{1+x y}
$$

if the left side lies between $-\pi / 2$ and $\pi / 2$.
(b) Show that

$$
\arctan \frac{120}{119}-\arctan \frac{1}{239}=\frac{\pi}{4}
$$

(c) Deduce the following formula of John Machin (1680-1751):

$$
4 \arctan \frac{1}{5}-\arctan \frac{1}{239}=\frac{\pi}{4}
$$

(d) Use the Maclaurin series for arctan to show that

$$
0.197395560<\arctan \frac{1}{5}<0.197395562
$$

(e) Show that

$$
0.004184075<\arctan \frac{1}{239}<0.004184077
$$

(f) Deduce that, correct to seven decimal places,

$$
\pi \approx 3.1415927
$$

Machin used this method in 1706 to find $\pi$ correct to 100 decimal places. Recently, with the aid of computers, the value of $\pi$ has been computed to increasingly greater accuracy. Yasumada Kanada of the University of Tokyo recently computed the value of $\pi$ to a trillion decimal places!
8. (a) Prove a formula similar to the one in Problem 7(a) but involving arccot instead of arctan.
(b) Find the sum of the series

$$
\sum_{n=0}^{\infty} \operatorname{arccot}\left(n^{2}+n+1\right)
$$

9. Find the interval of convergence of $\Sigma_{n=1}^{\infty} n^{3} x^{n}$ and find its sum.
10. If $a_{0}+a_{1}+a_{2}+\cdots+a_{k}=0$, show that

$$
\lim _{n \rightarrow \infty}\left(a_{0} \sqrt{n}+a_{1} \sqrt{n+1}+a_{2} \sqrt{n+2}+\cdots+a_{k} \sqrt{n+k}\right)=0
$$

If you don't see how to prove this, try the problem-solving strategy of using analogy (see page 55 ). Try the special cases $k=1$ and $k=2$ first. If you can see how to prove the assertion for these cases, then you will probably see how to prove it in general.
II. Find the sum of the series $\sum_{n=2}^{\infty} \ln \left(1-\frac{1}{n^{2}}\right)$.
12. Suppose you have a large supply of books, all the same size, and you stack them at the edge of a table, with each book extending farther beyond the edge of the table than the one beneath it. Show that it is possible to do this so that the top book extends entirely beyond the table. In fact, show that the top book can extend any distance at all beyond the edge of the table if the stack is high enough. Use the following method of stacking: The top book extends half its length beyond the second book. The second book extends a quarter of its length beyond the third. The third extends one-sixth of its length beyond the fourth, and so on. (Try it yourself with a deck of cards.) Consider centers of mass.
13. If the curve $y=e^{-x / 10} \sin x, x \geqslant 0$, is rotated about the $x$-axis, the resulting solid looks like an infinite decreasing string of beads.
(a) Find the exact volume of the $n$th bead. (Use either a table of integrals or a computer algebra system.)
(b) Find the total volume of the beads.
14. If $p>1$, evaluate the expression

$$
\frac{1+\frac{1}{2^{p}}+\frac{1}{3^{p}}+\frac{1}{4^{p}}+\cdots}{1-\frac{1}{2^{p}}+\frac{1}{3^{p}}-\frac{1}{4^{p}}+\cdots}
$$

15. Suppose that circles of equal diameter are packed tightly in $n$ rows inside an equilateral triangle. (The figure illustrates the case $n=4$.) If $A$ is the area of the triangle and $A_{n}$ is the total area occupied by the $n$ rows of circles, show that

$$
\lim _{n \rightarrow \infty} \frac{A_{n}}{A}=\frac{\pi}{2 \sqrt{3}}
$$

## PROBLEMS PLUS

16. A sequence $\left\{a_{n}\right\}$ is defined recursively by the equations

$$
a_{0}=a_{1}=1 \quad n(n-1) a_{n}=(n-1)(n-2) a_{n-1}-(n-3) a_{n-2}
$$

Find the sum of the series $\sum_{n-0}^{\infty} a_{n}$.
17. Taking the value of $x^{x}$ at 3 to be 1 and integrating a series term by term, show that

$$
\int_{0}^{1} x^{x} d x=\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{n}}
$$

18. Starting with the vertices $P_{1}(0,1), P_{2}(1,1), P_{3}(1,0), P_{4}(0,0)$ of a square, we construct further points as shown in the figure: $P_{5}$ is the midpoint of $P_{1} P_{2}, P_{6}$ is the midpoint of $P_{2} P_{3}, P_{7}$ is the midpoint of $P_{3} P_{4}$, and so on. The polygonal spiral path $P_{1} P_{2} P_{3} P_{4} P_{5} P_{6} P_{7} \ldots$ approaches a point $P$ inside the square.
(a) If the coordinates of $P_{n}$ are $\left(x_{n}, y_{n}\right)$, show that $\frac{1}{2} x_{n}+x_{n+1}+x_{n+2}+x_{n+3}=2$ and find a similar equation for the $y$-coordinates.
(b) Find the coordinates of $P$.
19. If $f(x)=\sum_{m=0}^{\infty} c_{m} x^{m}$ has positive radius of convergence and $e^{f(x)}=\sum_{n=0}^{\infty} d_{n} x^{n}$, show that

$$
n d_{n}=\sum_{i=1}^{n} i c_{i} d_{n-i} \quad n \geqslant 1
$$

20. Right-angled triangles are constructed as in the figure. Each triangle has height 1 and its base is the hypotenuse of the preceding triangle. Show that this sequence of trangles makes indefinitely many turns around $P$ by showing that $\Sigma \theta_{n}$ is a divergent series.
21. Consider the series whose terms are the reciprocals of the positive integers that can be written in base 10 notation without using the digit 0 . Show that this series is convergent and the sum is less than 90 .
22. (a) Show that the Maclaurin series of the function

$$
f(x)=\frac{x}{1-x-x^{2}} \quad \text { is } \quad \sum_{n=1}^{\infty} f_{n} x^{n}
$$

where $f_{n}$ is the $n$th Fibonacci number, that is, $f_{1}=1, f_{2}=1$, and $f_{n}=f_{n-1}+f_{n-2}$ for $n \geqslant 3$. [Hint: Write $x /\left(1-x-x^{2}\right)=c_{0}+c_{1} x+c_{2} x^{2}+\cdots$ and multiply both sides of this equation by $1-x-x^{2}$.]
(b) By writing $f(x)$ as a sum of partial fractions and thereby obtaining the Maclaurin series in a different way, find an explicit formula for the $n$th Fibonacci number.
23. Let

$$
\begin{aligned}
& u=1+\frac{x^{3}}{3!}+\frac{x^{6}}{6!}+\frac{x^{9}}{9!}+\cdots \\
& v=x+\frac{x^{4}}{4!}+\frac{x^{7}}{7!}+\frac{x^{10}}{10!}+\cdots \\
& w=\frac{x^{2}}{2!}+\frac{x^{5}}{5!}+\frac{x^{8}}{8!}+\cdots
\end{aligned}
$$

Show that $u^{3}+v^{3}+w^{3}-3 u v w=1$.
24. Prove that if $n>1$, the $n$th partial sum of the harmonic series is not an integer.

Hint: Let $2^{k}$ be the largest power of 2 that is less than or equal to $n$ and let $M$ be the product of all odd integers that are less than or equal to $n$. Suppose that $s_{n}=m$, an integer. Then $M 2^{k} S_{n}=M 2^{k} m$. The right side of this equation is even. Prove that the left side is odd by showing that each of its terms is an even integer, except for the last one.

