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1. (7%) (8%) Let XIY = y rv Binomial(y,p), YI1\ = /\ Poisson(>.) , and 1\ rv Exponential((3).rv 

Compute the expectation and variance of X. 

2. (15%) Let Xl, ... ,Xn be a random sample from Unij orm(a - 8, a + (3) where a and ,8 are 

unknown parameters. Find the uniformly minimum variance unbiased estimator of alB . 

.3. (10%) Let Xl,' .. , X n be a random sample from Poisson(/\) ane! A have a Gamma(cy, fJ) dis­

tribution, where a and (3 are known positive constants. Find the Bayes estimator of A under the 

squared error loss function. 

4. (10%) (10%) Let Xl, ... , Xn be a random sample from j(xlfJ), where eis a real-valued par3.meter. 

For each Bo E e, consider the null hypothesis Ho : B = Bo versus the alternative hypothesis 

HA : BEe - {Bo}. Show that a non-randomized uniformly most powerful level a test exists if and 

only if a (1 - a) uniformly most accurate confidence set for B exists. 

5. (15%) Let X follow a p-variate spherical distribution, i.e. the density j(x) of X depends on x 

only through x T x. Show that the characteristic function ¢(t) = E[exp(itT X)] is a function of tT t. 

6. (10%) (15%) Let FT(t) and Fc(c) denote separately the cumulative distribution functions of the 

non-negative continuous random variables T and C. Suppose that T and C are independent and 

Cis noninformative. Based on a random sample of the form {(Xi,Oi)}f=I' where Xi = min{Ti,Cd 

and 6i = I(X i = Ii), write down the corresponding likelihood function and derive the the maximum 

likelihood estimator of FT(t). 


