Linear Regression (迴歸分析)
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Contents:

1. Simple and multiple linear regressions: least squares estimation, maximum likelihood estimation, properties of least squares and maximum likelihood estimators, hypothesis testing, confidence intervals and prediction intervals.
2. Problems and Remedies - normality, unequal variances, correlated errors, outliers and influential observations, and multicollinearity.

3. Choosing the best regression: adjusted error mean square, adjusted R-square, MSEP criterion, Mallows Cp, sequential selection procedures. 

4. More Complicated Models: analysis of variance, analysis of covariance, polynomial regression, splines, multiplicative models, logistic and Poisson regression models, principal component regression,  transformations.

5. Biased Estimation: ridge regression estimator, shrinkage estimator. 
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