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1. (25%) Suppose that, conditional on the covariates X € RP, the Y’s are independent
0 — 1 variables, with logit P(Y; = 1|X;) = X;8, i.e., the logit model holds.

(a) (8%) Show that the log likelihood function can be written as

L.(B) = (Zlog1+exp (X:0) ) (ZXY)

1=1
(b) (12%) Show that L,(8) is a concave function of 3, and strictly concave if the
design matrix formed by the X; has full rank.
(c) (5%) Discuss the existence of maximum likelihood estimate of 3 using (a) and

(b).

. (25%) Consider data {(z1.41). (z2,%2),...,(ZTn,¥n)}. Suppose that the postulated
regression model is

Vi=0o+ bz te, 1<i<n,
where N
€1, ", €n i N(0,0%).
In fact, the true model is
yi = 0(zi) +e;, 1<i<n,
where 0(-) is bounded, E(e;) = 0, Var(e;) = o, and

2 —
| pod when |2—J|:17
Cov(euej) = { 0 otherwise

Let Bo and Bl denote the least squares estimators of 3y and 5, respectively.

(a) (7%) Determine E(3;) and Var(3;).

(b) (5%) Describe the distribution of 8, if (e, --,e,) has a multivariate normal
distribution. Give reason to justify your result.

(c) (13%) When z; = i/n and n is large, does 3; converge to a constant a; in

probabiity? If it does, describe a; in terms of (-). Justify your answer.

. (25%) Let Yi; = oy + Oxij + €5, where ¢ = 1,2,...,1; j = 1,2; and the ¢; are
independently distributed as N (0, o?).

(a) (13%) Obtain the maximum likelihood estimate of J, 3, and give condition in
terms of z;; to ensure that (3 is a consistent estimate of 8. Justify your answer.

(b) (12%) Obtain a test statistic and testing procedure for testing the hypothesis

Hy:o; =0, alli.



4. (25%) Consider the multiple regression models
Yi= 0o+ 5Xa + BeXiat+e, 1<i<n,
where 331U, Xy = 2:;1 Xig = Z?:l XinXi2 = 0. It is known that lﬁli + Iﬂgi <1.

(a) (12%) Derive the least squares estimate of (8o, 51, Ba), (8o, 31, 32), satisfying the
constraint |G| + |Fa] < 1.

(b) (13%) When 8, = 0, B, = 1, -3 Xjj = XL, X} = n, and ¢’s are iid with
distribution N(0,0?), derive the joint distributions of {81, 3,).



