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I. (20 pts) Consider {(21,Y1),..., (2., Ya)}. Suppose that the postulated regression model is
Yi=0+bzi+e, 1<isn,
where -
€1, €n ~ N(0,1).
In fact, the true model is
Yi=al+e, 1<i<n,

where e, -, €n - N(0,1). Let Bn and 51 denote the least squares estimators of [y and J;,
respectively.

(a) (10 pts) Derive E(r;) and Var(r;) where r; is the ith residual ¥; — G — B2;.
(b) (10 pts) Suppose that x;; = —1 + 2i/n. Please describe what pattern you expect to see
on the scatter plot of (x;, ;).
2. (25 pts) Consider the multiple linear regression model

Yi=0Fh+bizat - +6aip+e 15150,

where 1 + p < n and
€1, "y En L}\‘:L N(O: 02}‘
Write X = (ij)nxp and x; = (2y5,...,2,;)7. Let £ denote the linear space spanned
by 1,x1,...,x, where 1,,; = (1,...,1)7. It is known that the dimension of £ is p + 1.
Let vy,...,v,, be an orthonormal basis for R" such that vq,...,v,4; span £. Let Y =
(yl: iy K,JTA Write Y = Z:L:l Vi, 1301 + Z§=i ﬁjxj = :l:j bl'Vg, and (El_. 4% % E,,_)T =
oy GiVi:

(a) (10 pts) Determine a;’s, ;’s, and ¢;’s.
(b) (8 pts) Let e denote the residual vector after least-squares fit. Denote S? = e’e/(n —
» — 1). Derive the distribution of S
(c) (7 pts) Let Bk denote the least squares estimate of f,.. Derive the-distribution of
V(B — Bi)/ V.
3. (25 pts) Assume
Yi=0+Fixi+e, 1<i<mn,

where €y,...,€, are normally distributed independent random variables with mean 0 and
variance o?. Propose a confidence interval for the ratio ¢ = —Bo/ By which is valid for
small sample size and give a justification or answer this question by the following suggestion
proposed by Fieller (1940).

(a) (7 pts) Define § = E[Y]/E[B,] where Y is the average of Y}, ..., ¥, and 3, is the usual
leat squares estimate.

(b) (9 pts) Determine c:o-u(}_’.aﬂ and -un.-r(}_’ - 6,3;).



(c¢) (9 pts) Determine the distribution of (¥ — 6[31)/.5' where S2 is the usual estimate of o2
based on the residual. Then use it to give a confidence interval of ¢.

4. (25 pts) Consider a simple linear regression model ¥; = [, + f1x; + ¢; where ¢;’s, 1 < i <,
are iid random variables with mean zero and variance . Since z;’s cannot be observed, Z,’s
are observed instead. It is known that

Z:' =T + iy

where 7,’s, 1 < i < n, are iid random variables with mean zero and variance 7°. Moreover,
¢;’s and 7;’s are independent. Suppose that a simple linear regression model

Y;=0!0+051‘Zf+€,'

is used to fit (Z;, Y;) by the least-squares method. The resulting estimates are denoted by ¢y,
and ;.

(a) (10 pts) When z; = i/n, does &) converge to a constant as n. — oo? If it is, determine
that constant.

(b) (15 pts) For each z;, we observe
Zig =i+, j=1,2

Is it possible to get a consistent estimator of ,? If it does, please give such a consistent
estimator.



