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1.	 (10%) Let {31, {32, and {33 be the interior angles of a triangle, so that {31 +{32 +{33 = 180 
degrees. Suppose we have available estimates Yl, Y2 , Y3 of {31,{32,{33, respectively. 
We assume that Yi '" N({3i, (J2), i = 1,2,3 «(J2 is unknown) and that the Yi's are 
independent. Give the F-test for testing the null hypothesis that all three sides of 
triangle are equal? 

2.	 (20%) Consider the quadratic forms, Ql = y TAY and Q2 = yTBY, where Y '" 
N(O,~) and A and B are nonnegative definite matrices of order n x n. 

(a)	 (5%) Find the covariance of yTAy and yTBy. 

(b)	 (5%) Show that if Ql and Q2 are uncorrelated, they are also independent. 

(c)	 (5%) Show that E(yTAy) ::; Amax L:~=1 (Jii, where Amax is the largest eigenvalue
 
of A and (Jii is the ith diagonal element of ~.
 

(d)	 (5%) If ~ is known, can you compute the exact probability p(yTAy > yTBy)?
 
Please explain.
 

3.	 (20%) Consider the multiple regression models 

where L:~=1 XiI = L:~=1 X i2 = 0 and L:~=1 X i1 Xi2 = np. 

(a)	 (10%) Derive the least squares estimate of ({30, (31, (32), (/30, /31,{h), satisfying the 
constraint !{31! + !{32! ::; 1. 

(b)	 (10%) When (31 = 0,{32 = 1, L:~=IXll = L:~=IXi~ = nand Ei'S are iid with 
distribution N(O, 1), derive the joint distributions of (/31, /32), 

4.	 (15%) Assume that (Yi, Xd, 1 ::; i ::; n, Yi = Xi + Ei where Xi = i/n and Ei are 
i.i.d. N(O,I) random variables. The following three polynomial regression models 
have been proposed to identify the regression model of (Xi, Yi) 

{31O + Ei, M 2 : Yi = {320 + {321 X i + Ei, 

{330 + {331 X i + (332 X l + Ei 

by finding Mj which minimizes Mallows' Cpo For model M, Cp(M) is defined as 
RSS(M) + 2 x dim(M) - n. Here RSS(M) denotes the residual sum of squares 
when model M is used, and dim(M) denotes the number of unknown parameters in 
model M. We now evaluate the operating characteristics of the just mentioned model 

• selection algori thm. 

(a)	 (2%) When RSS(M1 ) = 138.53, RSS(M2) = 102.93, and RSS(M3) = 102.89, 
which model will be chosen? 

(b) (3%) Describe the distributions of RSS(M2) and RSS(M3). 

(c)	 (10%) Give a good estimate of the probability of model M3 is chosen when n 
goes to infini ty. 



5.	 (15%) Let 

Y = {1, if a person has a disease, 
0, otherwise, 

and suppose that presence of the disease depends on covariates x and on a separate 
exposure variable, £, with levels j = 1, ... , k, through the model 

P(Y = 1Ix,£ = j) 
log P(Y = Olx,£ = j) = a(x) + Aj, j = 1, ... ,k, 

for some function a(x) (possibly unknown). 

(a)	 (5%) Controlling for x, what is the odds ratio comparing the odds of having the 
disease in two different exposure categories, j and j'. (Note that the odds in 
favor of an event or a proposition is the ratio of the probability that an event 
will happen to the probability that it will not happen and the odds ratio is the 
ratio of the odds of an event occurring in one group to the odds of it occurring 
in another group. ) 

(b)	 (10%) Suppose that the data on exposure is collected retrospectively; that is, 
diseased and nondiseased individuals are sampled and their exposure categories 
are determined. Let 

if a person is sampled,Z =	 { 1,
0, otherwise, 

and suppose that
 
P(Z = llY, x, £) = P(Z = 11Y, x),
 

i.e., the selection probability for an individual given disease status, Y, and co

variates, x, is conditionally independent of exposure, £.
 
Derive an expression for P(Y = liZ = 1, x, £ = j), and show that, controlling
 
for x, the odds-ratio comparing the odds of disease for sampled individuals in
 
two different exposure categories, j and j', is the same as that derived in part
 
(a).
 

6.	 (20%) Suppose the pairs (Y'i, Xi), i = 1, ... , n, are iid realization of a random vector 
(Y, X) with a distribution 1f on R 2 , and that Y and X both have a finite second 
moment and /-Lx = E(X) = O. We wish to estimate /-Ly which is E(Y). For any 
(3 E R, the random variable Y - (3X has expectation /-LY, and hence 

Y -(3X	 (1) 

is an unbiased estimate /-Ly. 

(a)	 (5%) Find the value of (3, call it (3opt, for which the estimate (1) has smallest 
variance. 

(b)	 (5%) Show that, if corr(Y, X) # 0, then if we use (3opt, the variance of estimate 
(1) is strictly smaller than the variance of Y. 
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(c)	 (10%) In general (3opt is not known, and must be estimated. Let Ii and ~ be the 
usual estimates of the coefficients when we do simple linear regression of Y on 
X. Note that we do not assume that a linear regression model of the form 

. iid N(O 2)Yi = ex + {3Xi + ti, ~ = 1, ... , ti ,(JIV 

is true: we do not assume that the errors are homoscedastic, that they are 
normally distributed, or even that they have mean O. In fact we do not assume 
anything except that the pairs (Yi, Xi) are iid from 71". The values Ii and ~ are 
just	 the usual expressions that arise when we do simple linear regression; they 
are simply functions of the data (Yi, Xd, i = 1, ... ,n. 
Show that Ii is asymptotically equivalent to (1) with the optimal (3, i.e. show 
that as n goes to 00, the two quantities n 1/ 2 (1i - /--w) and n 1/ 2(y - (3opt X - f..Ly) 

have the same limiting distribution. 
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