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Answer the following questions in order, FRFIEE - TR EMLBIRREMIMENEE -
1. (30%=18+12) Let {X,}22, be a sequence of randoni variables on probability space (Q,F P)

(a) Cousider the following property (P) and statement (3) :
(P) For every subsequence Xy there exists a further subsequence Xy, that converges
almost surely (a.s.) to Z
(S} The sequence {X,}32, satisfies property (P) if and only if X, — Z in certain mode o f
convergence as n — oo.

Specify the mode .of convergence in (S) and then prove the statement (S). If you want to
apply any particular facts/lemmas/theorems, you have to state and prove them first.

(b) Suppose the random variables. X,)’s are independent and identically distributed (iid.) with
mean zero and E[X{] < oc. Show that S, /n*® — 0 as., where S, = Xy + - -+ X,.. Baged
on the approach of your proof, can you fulthelmore improve the factor n¥ 57

2. (30%=4+4-104+4+12) Let {U,}52, be a sequence of nonnegative random variables. Suppoae that
Uy, converges weakly/in distribution to V' (written U, = V). :
{a) Show that P(V > 0) = 1.
(b} Answer the following two questions by giving proofs or counterexainples.
» Does it hold in general that E[V] < cc?
« I[ E[V] < oo, does it hold 1‘ha’r E|U,] > E[V] in this case?

(¢} Write down the definition that a collection of random variables Wy, A € A, is “uniformly
integrable”.

(d) Suppose.that the sequence {U7,} is uniformly integrable. Show that E[V] < oo and E[U,] —
E[V] as n — oc.

3. (24%=1241042) Let M,,,n = 0,1,2,..., be a submaltmg,cxle with respect to the hltra’rlon F,
and 7 be a stopping time satisfying P(’r < k) = 1 for some positive integer k.

(a) Prove that B{Mo] < E[M,] < E[M,]. You might need to show that Mmﬂ is also a submartin-
gale,

(b) For A >0, let A= {&?&" Mj = )\}. Prove Doob’s inequality

AP(A) < E[M,14] < E[M;]],

where 1,4 is the indicator function of A and Me'* is the positive part of M.

¢) Describe a possible application of Doob’s inequality. No proof is needed,
I Y

4. (16%=8-38) Let Y be a discrete time irreducible recurrent Markov chain with period d. Denote
Fj} be the n-step transition probability of the chain from state i to state g.

(a) Explain the terms “irreducible”, “recurrent”, “transient”, and “period d”.

(b) For simplicity, buppose that d = 1. It can be shown that llm P = p; exists for every i. By
— 00

k1]
assume this fact derive cLll the subsequent results. In peu{l(,ula,l show that if the chain hag

only finitely many states then ¥, has & unique stationary distribution and thus is positive
recurrent. : : ‘



