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1. (5%+15%) 
· a) State the first and the second Borel-Cantelli lemma. 
b) Let X 1, X 2 , ... be i.i.d. with P(Xi > x) ==e-x, let Mn == max1~m~nXm. Show 
that lim supn~oo Xn/ log n . 1 a.s. and Mn/ log n --t 1 a.s .. 

2. (15%) Show that p(F, G) == inf{ E: F(x- E) - E < G(x) < F(x +E)+ E Vx} 
defines a metric on the space of distributions and p(Fn, F) --t 0 iff Fn ::::} F. 

3. (15%) Let X1, X 2 , ... be i.i.d. with EXi == 0 and EX'f == a 2 E (0, oo). Then 

n I ( n ) 1/2 
~Xm ~X! '*X 

4. (20%)Let (Pi : i > 1) be a se·quence of numbers satisfying Pi == 1- qi E (0, 1). 
Let (Xn)n2:0 be a Ma~kov chain on {0, 1, 2, ... } with transition probabilities 

Pi,i+1 ==Pi, Pi,i-1 == Qi Vi > 1, 

and Po,o == 1. What is the probability of ultimate absorption at 0, having start 
at i? 

5. (5%+10%) 
a) Let Bt be a one-dimensional Brownian motion starting at 0. a > 0 and let 
Ta == inf { t : Bt == a}. State the reflection principle. 
b) Compute the distribution of L == sup{ t < 1 : Bt == 0}. 

6. (15%) Suppose that Xn is an adapted integrable process with EXT == EX0 for 
every bounded stopping timeT. Show that Xn is a martingale. (Hint: construct 
a special stopping time.) 


