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1.	 (12%) Suppose that Xl, x 2 ,"', X n are independent and identically distributed with 

uniform distribution on the integers {l, 2, ... , N} with n < N and let 

TN = min{k : there exists a j < k such that {Xj = Xd}. 

(a) (8%) Find a suitable constant sequence {bN }, and show that, as N goes to 
infinity, TN IbN converges in distribution to a limit Yoo with distribution F. 

(b)	 (4%) Describe Fe). 

2.	 (15%) Consider the following statement 

1 n 
X n --7 X=>- LXi --7 X. 

n i=l 

Indicate whether this statement is true or false, providing proof or counterexample 
accordingly, for each of the following modes of convergence. 

(a)	 (5%) almost sure, 

(b)	 (5%) V, 1 ~ p < 00. 

(c)	 (5%) in probability. 

You may use the following fact: if {Xn}n2:1 is a sequence of numbers such that limn Xn 
exists and is equal to x, then limn ~ L7:1 Xi = x. 

3,'(13%) Suppose Xl, X 2 , . . , be independent Poisson random variables with E(Xi ) = Ai. 
Namely, P(Xi = k) = Afe-Ai I k! for k = 0,1,2, .... Let Sn = L~=l Xi' Show that 
SnlE(Sn) converges to 1 almost surely, if Ln An = 00. ',.~ 

4.	 (20%) Let {(Xk, Yk), k ~ I} be a sequence of independent identically distributed 
random vectors (i.e., (Xj , Yj) is independent of (Xk, Yk ) for j i= k, and the distribution 
of (Xj , Yj.) does not depend on j). Suppose that each X k and Yk takes values in the 
set {... ,-1,0, 1,2, ...}. Suppose further that E(Xl ) = E(Yl ) = °and E(XIYl ) = e, 
and that Xl and Yl have finite non-zero variances. Let Uo and Vo be positive integers, 
and define (Un+l , Vn+l ) = (Un, Vn) + (Xn+l , Yn+l ) for each n ~ 0. Let T = min{n : 
Un Vn = o} be the first time that the random walk on the plane, (Un' Vn), hits one of 
the axes. . 

(a)	 (6%) Show that Un Vn - en is a martingale. 

(b)	 (6%) State optional stopping theorem. Is T a stopping time? Can the optional 
stopping theorem be applied to the martingale in (a) to find E(T)? Explain. 

(c)	 (8%) Let Tm = T 1\ m. Show that E(Tm ) = e-l(E(UTm VTm ) - UoVo]. Argue 
'--t~t,	 subject to an interchange of limits and expectations, E(T) = - UoVol e. 

(If e < 0, the interchange can be formally justified by showing that E(T) < 00, 

though you are not asked to investigate this here. If e > °then this reasoning 
leads to an absurdity and we infer that, in this case, E(T) = 00.) 



5.	 (20%) Let B t , t ~ 0, be the standard one-dimensional Brownian motion. Levy's 
modulus of continuity is defined as 

osc(b) = sup{IBs - Btl: s, t E [0,1], It - sl < b}. 

(a)	 (8%) Let 6 m ,n = sup{IBt - B(m2-n )1 : t E [m2-n , (m + 1)2-n ]} where m and n 
are natural numbers. Show, for a ~ 1, 

(b)	 (12%) Use (a) to show that with probability 1, 

limsuposc(b)j(blog(1jb))1/2::; 6. 
0-+0 

6.	 (20%) Consider a mobile radio that is moving on the integer points of the real line 
according to a random walk. Let S(n) denote the position of the mobile radio at time 
instant nand qefine S(n) as follows: S(O) = 0 and 

with probability p,S(n + 1) = {	 S(n) + 1,
S(n) - 1, with probability 1 - p. 

Let Y(n) = IS(n)l. 

(a)	 (8%) Determine
 

P(S(n) = iIY(n) = i, Y(n - 1), Y(n - 2), ... ,Y(l)).
 

(b)	 (12%) Show that Y(n) is also a Markov chain and determine its probability­
transition matrix. 
Hint: You can use (a) to compute 

P(Y(n + 1) = i + 1IY(n) = i, Y(n - 1), Y(n - 2), ... ,Y(l)) 

and 
P(Y(n + 1) = i - 1IY(n) = i, Y(n - 1), Y(n - 2), ... ,Y(l)). 
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