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1. (8%) (12%) Let Xi,---, X, be a random sample from a population with mean u and
variance o2 < co. Suppose that i(z) has a second derivative h(?)(z) continuous at u and
h® () = 0. Show that v/7(A(X) = h(u)) 2 & while n(h(X) — h(1)) > 1R (u)o?x2, where

_ D
X is the sample mean of Xq,---, X,,.

2. (5%) (5%) (10%) Let Xj,---,X, be a random sample from the uniform distribution
U(a — B,a + ) where a and § are unknown parameters. Find the uniformly minimum

variance unbiased estimators of a, £, and -2—

3. Let X;,---,X, be a random sample from a population with probability density function

6°
f(zlf,v) = Eﬁll"f‘”) (2),

where 6 and v are unknown positive parameters.

(3a) (5%) (5%) Find the maximum likelihood estimators of 6 and v.

>

(3b) (10%) Show that the likelihood ratio test of the null hypothesis Hy : § = 1 ver-
sus the alternative hypothesis Hy : 6 # 1 has critical region of the form {(X;,---,X,) :

T(Xy, -, Xn) £ crorT(Xy, -, Xn) > ¢}, where 0 < ¢; < ¢ and T(Xy, -+, Xp) =

[T, X
1=
In ((min{/\’x,--',)\'ﬂ))" -

4. (8%) (12%) Consider the time series Xy, - - -, X,, which follows a first order autoregressive
model so that (X; — p) = ¢(Xoo1 — pu) + &, t = 1,---,n, where p = E[X;] and ¢ is an
unknown parameter, and ¢;’ s U N (0, o%). Derive the conditional mean E[X;|X;, -+, X;.1]

and marginal distribution of X;.




5. Let X;,---,X, be a random sample from a population with the probability density

function

f(z]A) = dexp(=Az)1(0,00) (%),

where A is a positive parameter.

(5a) (10%) Find a uniformly most powerful size @, 0 < a < 1 test for the null hypothesis

Hy : A = ) versus the alternative hypothesis H4 : A > A, where Ag is a known constant.

(5b) (10%) Find a uniformly most accurate (1 — a) confidence interval for A.
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