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1. (25) Let X1, · · · , Xn be a random sample from a continuous distribution with
c.d.f. F and p.d.f. f . An estimator of f(x) is

f̂(x) =
Fn(x + δn)− Fn(x− δn)

2δn

, x ∈ R,

where Fn is the empirical c.d.f. based on the sample and δn > 0.

(a) Find the distribution, bias and variance of f̂(x).

(b) Find a sequence an, constants m and b and conditions on δn such that
an{f̂(x)− f(x)} → N(m, b) in distribution, as n →∞.

2. (25) Let X1, · · · , Xn be a random sample from a Cauchy(m, b) distribution
with p.d.f

f(x; m, b) =
1

bπ

{
1 +

(x−m

b

)2}−1
, −∞ < x < ∞.

(a) Find the distribution of X̄ =
∑n

i=1 Xi/n.

(b) Find the quartiles of the Cauchy(m, b) distribution.

(c) Find consistent estimators of m and b.

3. (25) Let X1, · · · , Xn be a random sample from a Bernoulli(p) distribution,
where 0 < p < 1. Consider the squared loss.

(a) Find the Bayes estimator of p when p has a Beta(α, β) prior, which has
p.d.f.

Γ(α + β)

Γ(α)Γ(β)
pα−1(1− p)β−1, 0 < p < 1,

where α > 0, β > 0.

(b) Find the unique minimax estimator of p.

(c) Compute the relative risk of the minimax estimator of p with respect to
the UMVUE X̄ and find the range of p where the relative risk is greater
than 1.

4. (25) Let X be an observation from N(θ− 1, 1) if θ < 0, N(0, 1) if θ = 0, and
N(θ + 1, 1) if θ > 0.

(a) Find the maximum likelihood estimator of θ.



(b) Find the level-α UMP test for H0 : θ ≤ θ0 versus H1 : θ > θ0 for a given
θ0.

(c) Construct the UMA lower confidence bound for θ with confidence level
1-α.


