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In this test, there are five questions in total. You must answer the first three questions. For
questions 4 and 5, you can pick either one to solve.

1.

(30 points) Let X, ..., X,, be independent and identically distributed random variables
with distribution N (6, 1) where 6 is a real valued parameter. Let
p=P(X-1>a)=o0—a).

(11)

Derive the maximum likelihood estimator of p.
(12)
- — n
Let 81 = ®(X, — a) where X =n~' 3> X;. Determine the limitdistribution of

i=1
\/ﬁ(‘sln - p)'
(13)
Let dpp = n~ " f: 1(X; > a). Here 1( A) is an indicator function which is equal to
i=1

1if A occurs. Otherwise, it is equal to 0. Determine the limit distribution of

V(02 — p).

(10 points) The random variable Y has a binomial distribution with an unknown number
8 of trials, and known probability of success, 1/2. (Namely, Y ~ Bin(#8, 1/2).) Find an

approximated 95% confidence interval of 8 of the form [0, ¢] based on Y where ¢ is to

be determined.

(30 points) Suppose that the independent pairs of random variables
(Y1,21),...,(Ya, Z,) are being observed where Y; and Z; are independent,

Y; ~ N(&;,0%), and Z; ~ N(BE;, 7). Somone claims that Z; is related to Y;

m
linearly. Then propose to use the minimizer b of - (Z; — bY;)? as an estimator of .
=1

Derive this estimator b and check whether this estimator is a consistent estimator of B.



(30 points) Let X have a binomial distribution Bin (n, 9) where n is the total number of

trials and 0 is the probability of success.

(41)

(42)

(43)

Show that the likelihood-ratio statistics for Hy : @ = 1/2 versus H, : 0 # 0 is

equivalent to [2X — n/.

When you only have a normal table, suggest a method for doing a level 0.05 test.
(You can assume (41) holds to proceed your proof.)

Let Y have a binomial distribution Bin (72, X//n). Derive the asymptotic distribution

of /n(Y — X/n).

(30 points) Let Xy, ..., X, beindependent and identically distributed random variables

with distribution NV (&, 1) with £ > 0.

(51)

(52)

(53)

Show that the MLE is X when X > () and does not exist when X < (). Here

X =T!._1 f: X,‘.
=1

The MLE exists with probability tending to 1 as n — 00.
Show that the estimator
é,,=i'when)2 >0 é,,=1 when X < 0

is consistent.
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