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1. (15%) Specify the joint distribution of R and © so that X = Rcos® and ¥ = Rsin®

are independent standard normal random variables.

(15%) Let X1,..., X, be a random sample from a normal distribution with mean jy and
variance ¢3. Find the mean and variance of 5% = 3%, (X; — X)?/(n — 1), where X is the

sample mean of Xi,..., X,.

3. (15%) Let X1,..., X, be a random sample from a normal distribution with mean p and
variance o7, where o7 is an unknown constant. Consider the hypotheses Hy : 1 > o versus

Hy :pp < . Compute the power at pq with gy < uo.

4. Let {Xu1,. .o, Xing by oy { Xkt - -+, Xkm,, } be k (k > 2) independent random samples from

N{po1,08), .., N(itok, 02), respectively.

(4a) (7%) (8%) Write the corresponding likelihood function and derive the maximum likeli-

hood estimator of (o, . . . , fok, 02).

(4b) (10%) Consider the hypotheses Ho : po1 = ..., ptok versus H 4 : fio; # poj for some i # j.

Derive the likelihood ratio test with size o, 0 < @ < 1.

5. Let X1,..., X, (n > 2) be a random sample from a Bernoulli(m), 0 < m < 1.
(5a) (10%) Find the uniformly minimum variance unbiased estimator of m(1 — o).

(5b) (10%) Suppose that the sample size is large enough. Construct an approximated (1—c),

0 < a < 1, confidence interval for .

(5¢) (10%) Find the smallest sample size to achieve P(|7, — 7| < €) &~ 1 — a, where 7, is

the sample mean.



