B K R E R S ST
102 B4FERE T IIE S
BLE : R

1. (10%) Consider a Poisson process on the real line and denote by N (t1,t2) the number of events
in the interval (t,,¢2). Find the conditional distribution of N (to, ;) given that N (to,t2) = n, where

to < 1y < to.
2. (5%) (5%) Let Y =1n X ~ N(u,0?). Compute the mean and the variance of X.

3. (10%) Let Xi,...,X, be a random sample from a finite population {z;,...,zy}. Find an

unbiased estimator of the population variance 0 = Y%, (z; — u)?/N, where p = ¥~ z;/N.

4. (10%) (10%) Let Xi,..., Xoms1 be a random sample from the double exponential distribution
f(z]0) =0.5exp(—|z — 6])I(—o00 < = < 00). Derive the maximum likelihood estimator of # and its

distribution.

5. (15%) Let 8; be the minimum variance unbiased estimator (MVUE) of 6;, 7 = 1,...,k, and
ap,...,ar be constants. Show that a1§1 +...+ a,ﬁk is the MVUE of a6, + ... + axbk.

6. Let X; ~ Binomial(n;,p;), 1 =1,...,m, be independent.
(6a) (15%) Derive the likelihood ratio test for the null hypothesis Hy : p1 = ... = p,, versus the

alternative hypothesis Hy : p; # p; for some 4 # j.
(6b) (5%) What is the large sample distribution of the test statistic?

7. (15%) Let Xi,..., Xn» be a random sample from -Poisson()\) and A have a Gamma(c, B) dis-
tribution, where o and § are known positive constants. Find the Bayes estimator of A under the

squared error loss function.





