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1. (15%) Let X, ..., X, be a random sample from Bernoulli(p), where n > 4. Find the uniformly

minimum variance unbiased estimator of p*.

2. (15%) Let I(f) = f° f(z)dz and X3, -, X, be arandom sample from a density function g(z)
on [a,b] with finite first moment. Show that 7(f) = : S, { f(X,)/g(X;)} converges in probability

n

to I{f) as n — 0.

3. (15%) Let X be a binomial random variable with parameters n and 0 < p < 1. Assume that
n—00,p— 0,and A, = np — A with A > 0. Show that the moment generating function converges

to the moment generating function of a Poisson random variable with parameter \.

4.(15%) Let X;,...,X, be a random sample from an exponential distribution with rate A. What

is the asymptotic variance of the maximum likelihood estimator of A.

L]

5. Let Xi,...,X, be a random sample from a uniform distribution on [4;, §,].
(5a) (10%) Find the maximum likelihood estimators of §; and 6,,.
(5b) (10%) What is the joint distribution of the maximum likelihood estimators?

6. (10%) (10%) Let X1, ..., X, be a random sample from a Poisson distribution with rate A. Derive
the likelihood ratio test of Hy : A = Xg versus Hy : A > Ag at level o, and show that the test is

uniformly most powerful level o test.



