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1. (10%) (5%) Let W ~ N(x,0?) and ¥ :.exp(W). Find the probability density function of ¥

and it's corresponding moments.

2. (10%) Let X, Y, 2 S N(0,1) with (X,Y,7) = (Rsin® cos ©, Rsin ®sin ©, Rcos ¢), where the
supports of R, ®, and-© are (0, c0), (0,n), and (0, 27), respectively. Find the joint distribution of
(R,®,0).

3. (10%) Let X1, --, X, be a random sample with E[h(X1, X3)] = 6, where h(z,y) is a sym-
metric function. Moreover, let Xy, -, X () denote the order statistics of X, .-, X, Derive the

conditional expectation E{h{X1, X)X ), -, Xyl

4 (8%) (%) Let I(f) = [? f(z)dz and X),---, X, be a random sample from a density function

g(z) on [a,b]. Find an unbiased estimator of I(f) and compute it's variance.
5. (10%) Find the minimizer of S(a) = 2%, |X; — a| — 0.5(X; — a).

6. (15%) Let X, - ,X;z+1 be & random sample from Bernoulli(x) and h{x) = P(T0, X, >

Knia|7). Find the uniformly minimum variance unbiased estimator of A{x).

7. {10%) Let X3, -, Xn be a random sample from a population with probability density function

f(z|8,v) = (80721 ) 1y 00y (z), where 6 and v are unknown positive parameters. Find the maximum

likelihood estimators of & and v.

8. (15%) Let Xi, -, X, be a random sample from Uniform(8,8 + 1). Consider the hypotheses

Hy: 60 =0 versus H4 : 6 > 0. Find the unifermly most powerful size o test.



