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You should include in your answer every piece of computations and
every piece of reasonings so that corresponding partial credit could be

gained.
(1) Find the eigen values and corresponding eigen vectors of the
matrix
5 12 ;
A= [ 9 _5 ] ; (15 points)

And find a matrix B such that B-'AB is diagonal (5 points).
(2) Let t = (t;,12,t3) where ¢, 1,13 are real numbers. For a vector
a = (as, 64, a3, Gz, a1, ap) € R®, let

falz) = asz® + agz* + a3z’ + aza® + a1z + ap,
and define
q)t{ﬂ} = {fﬂ{t1)1 f;[tlL fa{tE}u f:.“iz:l- fu(tﬂ}r f.;(faﬂ € Rﬁ:

here f! is the derivative of the polynomial function f,. And let
A, be the matrix corresponding to the linear transformation ®,.
(a) Let t = (—1,0,1). Find the matrix A, show that A; is
invertible and find a such that ®;(a) = (1,1,0,3,0,6). (20
points)
(b) In general, for a given ¢ such that #;, s, 13 are distinct, is
the matrix A; always invertible? Prove or disprove it. (15
points)
(3) An invertible linear transformation T : R — R" is called
grata if it satisfies

(T'(v),v) =0,Vv € R",

here (v, u) denotes the standard inner product for vectors u, v
in the Euclidean space R".

(a) Let n = 2. Show that every grata linear transformation
must be of the form T = AR where \e R, A# 0 and R is
the rotation of the plane R? about the origin counterclock-
wise by the 90° angle. (15 points)

(b) Show that for n = 3 there is no grata linear transformation.
(15 points)

(4) Suppose A is a 10 x 10 square matrix satisfying A'® = 0. Is it
necessary that 4% = 07 Prove or disprove it (15 points)




