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1.

(15/100)(1.1) State and prove the weak law of large numbers.
(1.2) (Weierstrass Approximation Theorem.) Given a continuous function f :[0,1] - R

construct first the Bernstein polynomials { B, (z; f),n € N} associate with f. Then

apply the weak law of large numbers to prove that B, (z; f) — f(z) uniformly on [0, 1]

(20/100) (2.1) Show that for any random variables X one has

5" P(X| 2 n) < E(O) < 14 3 P(X| 2 ).

(2.2) Let (Y,,) be an iid sequence of random variables. Show that E(|Y1|) < o0 if and
only if lim |Y,|/n = 0 almost surely (a.s.). (Hint. Apply Borel-Cantelli lemma and the
n—00

result in (2.1) with X =Y, /e for £ > 0.)

(20/100) (3.1) Let (X,,) be a sequence of random variables. Assume it is known that

Z X,, converges in probability (i.p.) if and only if Z X,, converges a.s. Apply this

n=1 n=1
o0 o0

result to prove that if Z Var(X,,) < oo, then Z(Xﬂ — E(X,)) converges a.s.
n=1 n=1

(3.2) Let (Z,) be an iid sequence of random variables with E(Z,) = 0, Var(Z,) = 1.

n
Denote S,, = Z Zj. Apply the result in (3.1) and Kronecker's lemma to find the range
J=1



Sn

of , as large as you can, for which — y () a.s.

ni(logn)?

(15/100) (Solve only one of the following two questions.)
4.1)
Suppose X,,,n > 0;Y,,n > 1 are random variables such that X,, converges to

X in distribution and Y;, converges to 0 i.p. Show that X, 4+ Y;, converges to
X in distribution.

(4.2)
Let probability space (£2,F,P) and sub-field G C F be given. Let X, Y be two

random variables such that X, XY € L;(2, F,P) and Y is G-measurable.

Show that E[XY|G] = YE[X(] as.

ikt

Let xf},df denote the a-th quantile of Chi-square distribution with degree of freedom df.
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1. (A bio-assay problem) Suppose that the probability of death p(z) is related to the




dose z of a certain drug in the following manner

()= ——
px - 1+e_(a+ﬁz):

where e > 0, 8 € R are unknown parameters. In an experiment, k
different(given) doses zy, Z9,. .., Zx of the drug are considered, dose level z; is

applied to n;(given) animals and the number Y; of deaths among them are

recorded. Derive sufficient statistics for (e, 3). (8 points)

2. Let Xy, Xy,...,X, beiid. random variables with p.d.f. f(-;8),0 € Q C R,and
et T = (T4, T, - .., Tyn), Ty = Tj(X1, Xa, ..., Xpn), 5 = 1,2, ..., m. be any

statistic. Let U = U(X;, Xs, ..., X,) be an unbiased statistic for 8. Prove or

disporve that
1. E@(UI?) is an unbiased statistic for 8. (4 points)

2. 02[Ep(U|T)) < 02[T]. (3 points)

2. Let Xy, Xy,..., X, beindependent random variables with p.d.f. f given by

1
flz;0) = ge"’/ﬂ, z>0,0>0.
1. Derive(base on Neyman-Pearson Lemma) the uniformly most powerful test for
testing the hypothesis H : # = @, against the altenative A : 8 < 8 at level of

significance a. (8 points)
2. Determine the minimum sample size n required to obtain power at least ().95
against the alternative & = 500 when 83 = 1000 and a = 0.05.(7 points)
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